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Abstract

Large Language Models (LLMs) have emerged001
as versatile tools across various financial ap-002
plications. However, their pre-training corpus003
introduces the risk of incorporating biases, po-004
tentially leading to unjust decisions when de-005
ployed in real-world scenarios. Understand-006
ing LLMs’ implicit stock market preferences007
is vital for their responsible usage in financial008
applications. This paper investigates the stock009
preferences of five representative LLMs, includ-010
ing both commercial and open-source models011
such as the closed ChatGPT series, Llama, and012
Mistral, using our collected dataset covering013
over 4,000 tickers from both U.S. and Chinese014
stock markets. We employ carefully crafted015
preference prompts and calibration techniques016
to probe LLM biases, ensuring a reliable reflec-017
tion of model preferences. Our investigation018
reveals significant biases among LLMs regard-019
ing different stock tickers, with a distinct pref-020
erence for U.S. company stocks over Chinese021
companies. Additionally, LLMs demonstrate022
a clear preference for specific industries. To023
address these biases, we propose a mitigation024
method that enhances the fairness of LLMs025
through prompt engineering. Experimental re-026
sults demonstrate that this method effectively027
corrects biases, showing significant improve-028
ments in model fairness. By shedding light on029
LLMs’ stock preferences and offering a practi-030
cal solution to mitigate biases, this study con-031
tributes to the responsible development and ap-032
plication of LLMs in financial domains.033

1 Introduction034

Large Language Models (LLMs) such as Chat-035

GPT (OpenAI, 2022) and GPT-4 (OpenAI, 2023)036

have achieved significant success in tasks like read-037

ing comprehension, open-ended question answer-038

ing, and code generation. They are widely applied039

in fields such as medicine (Thirunavukarasu et al.,040

2023; Li et al., 2023) and code analysis (Liu et al.,041

2023a). In finance, industry experts believe that042

Figure 1: Bias on stocks of Text-Ada-001.Those unrea-
sonable biases in these corpora can affect the effect of
tasks in the financial domain, such as financial decision-
making.

news and public sentiment can reflect market trends 043

(Latif et al., 2023). Consequently, financial prac- 044

titioners frequently use natural language process- 045

ing techniques to monitor real-time market senti- 046

ment in news media or social platforms. LLMs 047

have become valuable tools for tasks like sentiment 048

analysis (Peng et al., 2024) and financial decision- 049

making (Xue et al., 2023). 050

However, the training corpora used by these 051

LLMs often contain biases against specific groups, 052

such as gender (Kotek et al., 2023), race (Omiye 053

et al., 2023), and religion (Abid et al., 2021), lead- 054

ing to disastrous negative impacts (Badgett, 1995). 055

For example, female nurses are commonly por- 056

trayed as women in the training data, a stereo- 057

type that the language models learn and propagate, 058

thereby reinforcing this bias. In the financial do- 059

main, LLMs also exhibit biases towards companies, 060

as shown in Figure 1. These models learn and prop- 061

agate such biases in financial-related tasks such as 062

trading decision-making. Moreover, test-time scal- 063

ing methods such as self-consistency (Wang et al., 064

2022) would also exaggerate the bias. The biased 065

decisions would lead to harmful consequences such 066

as asset losses. However, this issue has not yet been 067

comprehensively explored. 068

To fill this gap, this paper delves into the anal- 069
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ysis of stock market preferences present in LLMs.070

We first build a stock dataset comprising 3000 U.S.071

and 1300 Chinese stocks, along with their corre-072

sponding industry classifications. Utilizing this073

dataset, we perform a comprehensive bias analysis074

of commonly used LLMs (OpenAI, 2023; Touvron075

et al., 2023), including GPT-series, Meta-Llama-076

3-8B-Instruct and Mistral-7B-v0.1, which range077

in size from 350M to 175B parameters. To un-078

veil the biases embedded in LLMs, we employ a079

prompt-based preference-test framework. Moti-080

vated by (Chuang and Yang, 2022), our method081

involves the design of masked template sentences082

to calculate the probability of stock purchases. Fur-083

thermore, to mitigate noise, we adopt the calibra-084

tion techniques (Zhao et al., 2021). In this way, we085

obtain the implicit preference of different LLMs086

towards specific stocks, enabling our analysis to087

dissect the potential biases.088

Our experimental results reveal significant biases089

in LLMs, with substantial variations across differ-090

ent countries and industries. For instance, Meta-091

Llama-3-8B-Instruct demonstrates a stark prefer-092

ence for U.S. stocks, favoring 90.3% of them, while093

only showing interest in 9.27% of stocks in the Chi-094

nese market. This geographical bias highlights the095

potential for skewed financial analyses when using096

LLMs across international markets. Further in-097

vestigation uncovers industry-specific preferences098

within LLMs. As an example, text-ada-002 ex-099

hibits a notable inclination towards energy stocks100

over those in the information technology sector.101

Interestingly, we do not observe significant dif-102

ferences in bias between large-cap stocks (market103

capitalization > $10 billion, e.g., Microsoft) and104

small-cap stocks (market capitalization between105

$300 million and $2 billion), suggesting that the106

size of a company does not substantially influence107

LLM biases and the preference of LLMs recom-108

mending a stock may is not strongly correlated with109

the stock’s intrinsic qualities.110

To address these biases, we propose a mitigation111

method inspired by system prompts (Wallace et al.,112

2024). This approach effectively alleviates biases113

in LLMs, demonstrating significant improvements114

in model fairness. For instance, it reduces the bias115

score of Meta-Llama-3-8B-Instruct for U.S. stocks116

from 0.81 to 0.32, a substantial enhancement in eq-117

uitable stock assessment. These findings not only118

unveil the extent of biases in LLMs but also offer119

promising directions for future research in devel-120

oping more fair and reliable AI-driven financial121

analysis tools. 122

2 Related Work 123

Our study is relevant to the recent development 124

of large language models and bias analysis of lan- 125

guage models. 126

Large Language Models The closed ChatGPT 127

series models (OpenAI, 2022, 2023), along with 128

several representative open-source models such as 129

Llama (Touvron et al., 2023) and Mistral (Jiang 130

et al., 2023), have all demonstrated exceptional ca- 131

pabilities across a wide range of natural language 132

processing and analysis tasks. To further enhance 133

the performance, several studies integrate domain- 134

specific knowledge from the financial sector into 135

LLMs (Liu et al., 2023b; Wu et al., 2023). This inte- 136

gration empowers LLMs to be extensively applied 137

in financial tasks such as investment sentiment anal- 138

ysis, investment decision-making, and financial 139

question-answering. For instance, BloombegGPT, 140

a large language model is trained on a Bloomberg- 141

based financial dataset (Wu et al., 2023), which 142

outperforms existing models significantly in tasks 143

related to the financial domain. Our work builds 144

upon foundational LLMs to analyze their biases 145

in the financial domain and proposes a versatile 146

methodology to mitigate these biases. This ap- 147

proach can be extended to various LLMs in the 148

future. 149

Bias Analysis of Language Models Despite 150

their remarkable performance, deploying LLMs 151

in real-world applications still faces several chal- 152

lenges. One notable issue is that LLMs learn and 153

propagate biases present in the training data. There 154

are extensive analyses have been conducted in vari- 155

ous domains (Omiye et al., 2023; Abid et al., 2021) 156

such as gender (Lucy and Bamman, 2021; Kotek 157

et al., 2023), sexual orientation (Felkner et al., 158

2023), nationality (Narayanan Venkit et al., 2023). 159

Current methods for analyzing language bias can 160

be broadly divided into two categories: bias analy- 161

sis based on word representation and bias analysis 162

based on probabilistic measures. The first approach 163

analyzes bias in LLMs through the correlation of 164

word embeddings. For instance, Caliskan et al. 165

(2022) reveals that in natural language process- 166

ing models, male-related words tend to align with 167

sports and violence, whereas female-related words 168

are often linked with sex and appearance. The sec- 169

ond approach uses template sentences with blanks, 170
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Figure 2: The overview of the implicit bias estimation process. We first convert every template sentence into two
filled sentences, then we calculate the perplexity of these sentences. After a calibration process, we obtain the final
preference for the stock.

estimating the model’s bias by analyzing the like-171

lihood of the language model filling in positive or172

negative words, such as Chuang and Yang (2022).173

They conduct an analysis of Pre-trained Language174

Models (PLMs) like BERT (Devlin et al., 2019),175

revealing the overall and industries biases of PLMs176

towards the U.S. stock market, but biases in LLMs177

within the financial domain remain under-explored.178

Different from previous research, our study focuses179

on bias analysis of LLMs up to 175B, and we have180

curated a stock dataset that spans countries, com-181

pany sizes, and industries. Our findings reveal the182

preferences of these models regarding stocks in di-183

verse contexts and employ a mitigation method to184

ease these biases.185

3 Method186

In this section, we introduce our method for assess-187

ing the implicit biases in LLMs. To unravel the188

bias of LLMs, we employ carefully crafted senti-189

ment preference prompts, employing calibration190

techniques to tease out the latent preference within191

LLMs. Figure 2 illustrates the overall process of192

the implicit preference estimation.193

3.1 Perplexity as Implicit Preference194

Measurement195

Our goal is to estimate the bias of a given LLM196

M towards a particular stock. Inspired by previ-197

ous workChuang and Yang (2022), we transform198

this preference bias into the perplexity of sentiment199

sentences. The intuition behind this approach is200

that a higher probability of generating positive or201

buy-oriented sentences indicates that the model is202

more inclined towards purchasing that stock. Con-203

sequently, during deployment, the model is more204

likely to produce such sentences, reflecting its in-205

herent bias. 206

Specifically, We construct a template sentence, 207

such as We should [ATTRIBUTE] the stock of [TAR- 208

GET]., which is sampled from our template pool1. 209

Keeping the main part of the sentence unchanged, 210

we fill in target words c (company name) and at- 211

tribute words (such as buy or sell) to construct a 212

buying/selling sentence. 213

Subsequently, we calculate bias scores for buy- 214

ing and selling, normalizing these scores to ob- 215

tain conditional probabilities for different attribute 216

words. For example, given c = Amazon, the buy- 217

ing sentence is We should buy the stock of Amazon. 218

and the selling sentence is We should sell the stock 219

of Amazon.. 220

We employ perplexity to compute scores for the 221

filled sentences. Formally, the perplexity (PPL) is 222

defined as: 223

PPL(s) = PM(s)−
1
n

= n

√√√√ n∏
k=1

1

PM (wk | w0, w1, . . . , wk−1)

(1) 224

where PM represents the probability that the 225

causal language model considers using the given 226

conditional word, and n denotes the number of to- 227

kens in the sentence s, wi denotes the i-th word 228

in the sentence. These conditional probabilities 229

were then normalized to represent the model’s as- 230

sessment of the likelihood of buying or selling the 231

stock associated with the company c. 232

1[ATTRIBUTE] is a stock. We should [TARGET] the
stock.
[ATTRIBUTE] is a stock. It is asserted that the stock price
will [TARGET] in the future.
[ATTRIBUTE] is a stock. It is asserted that the stock price of
[ATTRIBUTE] will [TARGET] in the future.
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Probability Buy Sell

Text-ada-001 0.53 0.46
Text-davinci-002 0.44 0.55
Text-davinci-003 0.41 0.58

Meta-Llama-3-8B-Instruct 0.76 0.23
Mistral-7B-v0.1 0.41 0.58

Table 1: Bias of LLMs against Template Sentences.

We compare the score of buying and selling sen-233

tences, denoted as PPL(sbuy) and PPL(ssell), se-234

lecting the sentence with the lower perplexity as235

the more effective assertion and subsequently cal-236

culating the prediction accuracy.237

Scoressell = PPL(ssell ) (2)238

Scoresbuy = PPL(sbuy ) (3)239

P(ssell ),P(sbuy ) = σ(Scoressell ,Scoresbuy ) (4)240

where σ denotes softmax for normalization. When241

the probability of buying exceeds that of selling, we242

determine that the stock c should be bought. Con-243

versely, when the probability of selling surpasses244

that of buying, we conclude that the stock c should245

be sold.246

3.2 Perference Calibration247

However, recent research indicates (Zhao et al.,248

2021) that the prompted results are sensitive and249

unstable, easily influenced by various factors. Our250

preliminary study also reveals a notable bias of251

LLMs to different template sentences. To isolate252

this effect, we replaced the target stock name with253

a meaningless mask token (e.g., MASK). This ap-254

proach allowed us to assess the prior probabilities255

of filling in sentences with various attribute words,256

independent of any stock-specific information. The257

results, presented in Table 1, demonstrate that dif-258

ferent LLMs exhibit inherent biases towards the259

template sentences themselves, even in the absence260

of contextual cues.261

Therefore, we employ bias calibration on sen-262

tence templates to ablate biases towards stocks263

inspired by (Zhao et al., 2021). Specifically, we264

choose a mask name m from our mask template265

pool and a template sentence sampled from our tem-266

plate pool, forming a masked template sentence:267

We should [ATTRIBUTE] the stock of [TARGET].268

The [ATTRIBUTE] would be replaced by sell or269

buy, [TARGET] would be replaced by MASK. The270

sentence for calibrating buying options mbuy = We271

should buy the stock of MASK., and similarly, msell272

= We should sell the stock of MASK..273

This calibration process aims to estimate the con- 274

textual prior of LLMs, allowing for a more faith- 275

ful assessment of LLMs’ biases towards the stock 276

market. The scores of calibration sentences are 277

calculated as follows. Specifically, we derive the 278

biases of large language models towards the struc- 279

tural patterns of the sentence templates from Eq. 5 280

and Eq. 6. 281

Scoremsell/buy = Score
(
msell/buy

)
(5) 282

P (msell) ,P
(
mbuy

)
= σ

(
Scoremsell ,Scorembuy

)
(6)

283

Additionally, using Eq. 7 and Eq. 8, we obtain 284

the corrected bias scores of the LLMs for each 285

stock. 286

P
(
ssell/buy

)
=

P
(
ssell/buy

)
P
(
msell/buy

) (7) 287

P
(
ssell/buy

)
=

P
(
ssell/buy

)
P (ssell ) + P

(
sbuy

) (8) 288

Ultimately, the obtained probabilities P(sbuy) and 289

P(ssell) represent the model’s likelihood that the 290

word filled into the sentence s corresponds to the 291

stock selling assertion being recommended for buy- 292

ing or selling. The computation process is depicted 293

in the above equation. 294

3.3 Preference Metrics 295

Further, we calculated the bias score of large lan- 296

guage models to assess their bias towards the stock 297

market. Firstly, we define the purchase volume of a 298

large language model for a stock market, as shown 299

in Eq. 9: 300

purchaseratio =
# of purchase

# of stocks
× 100% (9) 301

Furthermore, we consider that the larger the dif- 302

ference between the purchase ratio and 0.5, the 303

greater the bias of LLMs. Therefore, our defined 304

bias score, denoted as β, is formulated as follows: 305

β = (purchaseratio − 50%)× 2, (10) 306

In this context, the bias score β ∈ [−1, 1], with a 307

higher |β| indicating a greater degree of bias in the 308

model. A positive β signifies a positive bias of the 309

LLM towards a stock, while a negative β indicates 310

a negative bias. 311

4



4 Experiments312

In this section, we first introduce the datasets used313

in our paper, then we elaborate on the models eval-314

uated. Finally, we present the experimental results315

and discuss our findings.316

4.1 Dataset317

We collect companies constituting the Russell 3000,318

China Securities Index(CSI) 300, and CSI 1000 in-319

dices as our target detection entities because they320

can represent companies of different sizes in differ-321

ent countries.322

Russell 3000 Index, which index encompasses323

stocks from the 3,000 largest market capitalization324

companies in the United States, compiled using a325

weighted average method.326

CSI 300 Index, which is composed of 300 secu-327

rities that are highly representative of the Shanghai328

and Shenzhen markets, characterized by their large329

scale and good liquidity. Officially launched in330

2005, it aims to reflect the overall performance331

of listed company securities in the Shanghai and332

Shenzhen markets.333

CSI 1000 Index, which consists of 1,000 stocks334

selected based on their smaller size and better liq-335

uidity compared to the sample stocks of the CSI336

800 index. It provides a comprehensive reflection337

of the overall condition of small-cap companies in338

the Shanghai and Shenzhen stock markets.339

Additionally, each company in the Russell 3000340

dataset is assigned an industry label according to341

the Global Industry Classification Standard (GICS).342

GICS is a globally utilized classification system for343

market analysis, consisting of 11 sectors. Addition-344

ally, we classify the industry labels of each com-345

pany in the CSI 300 and CSI 1000 datasets using346

the authoritative Chinese classification standard,347

CSI. Table 2 provide the details of our dataset’s348

industry classification.2349

4.2 Models350

We evaluated two categories (open-source and351

closed-source) of a total of five models across352

different scales, including: text-ada-001, text-353

davinci-002, text-davinci-003 (OpenAI, 2023),354

Meta-Llama-3-8B-Instruct (Touvron et al., 2023),355

and Mistral-7B (Jiang et al., 2023).356

2Source of GICS: https://www.msci.com/
our-solutions/indexes/gics and source of CSI:
https://www.csindex.com.cn/.

Russell 3000 CSI 300 CSI 1000

Financials 495 47 26
Industrials 391 74 267
Health Care 379 - -
Information Technology 351 45 148
Consumer Discretionary 310 - -
Real Estate 162 7 27
Energy 144 10 20
Materials 136 31 146
Communication Services 110 10 63
Consumer Staples 104 - -
Utilities 71 - -
Medicine And Health - 24 130
Consumer Discretionary - 21 77
Substantial Consumption - 20 64
Public Service - 11 32

Table 2: Sector Distribution of Stock Datasets. - denotes
results are available due to the different sector split of
the Russell Index and CSI Index.

Closed Models (i) text-ada-001 is the fastest in 357

the GPT-3 series and contains 0.125 billion parame- 358

ters; (ii) text-davinci-002 with 6 billion parameters, 359

shows superior performance in tasks involving the 360

fusion of code and text, as well as zero-shot learn- 361

ing tasks; and (iii) text-davinci-003 has the largest 362

number of parameters at 175 billion. It is fine- 363

tuned through reinforcement learning from human 364

feedback. 365

Open-sourced Models (i) Meta-Llama-3-8B- 366

Instruct, excels in contextual understanding and 367

complex tasks such as translation and dialogue gen- 368

eration, with 8 billion parameters. (ii) Mistral- 369

7B-v0.1, has 7-billion-parameter and outperforms 370

Llama 2 and Llama 1, in both performance and ef- 371

ficiency. It incorporates Grouped-Query Attention 372

for faster inference and Sliding Window Attention 373

for more efficient long-sequence processing. 374

We obtain scores for different models by query- 375

ing the OpenAI API using the https://api. 376

openai.com command. This experiment adheres 377

to the recommendations outlined in the API docu- 378

mentation, with the top-p parameter set to 1. The 379

experiment incurs a total cost of $200. 380

4.3 Results 381

Our results of three index datasets of two coun- 382

tries with five models are shown in Table 3. Note 383

that the averages are calculated using absolute val- 384

ues to reflect the degree of bias exhibited by large 385

language models towards the stock market, ensur- 386

ing that differences in bias direction across differ- 387

ent markets do not falsely suggest fairness. We 388

found that LLMs exhibit significant biases towards 389

stocks, with average bias scores of 0.68 for the U.S. 390
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Model Bias Score in US Bias Score in CN ∆ (US - CN)

Text-Ada-001 0.98 -0.09 1.06
Text-Davinci-002 0.51 -0.75 1.26
Text-Davinci-003 0.32 0.64 -0.32

Meta-Llama-3-8B-Instruct 0.81 -0.81 1.62
Mistral-7B-v0.1 0.99 0.47 0.52

Open-source Models 0.80 0.65 0.15
Closed Models 0.60 0.49 0.11
Average Absolute Value 0.68 0.56 0.12

Table 3: Table of the Bias Score for LLMs Towards
Stocks. LLMs exhibit an overall positive bias towards
stocks. In the last block, we report the absolute bias
magnitude average of different model groups.

stock market and 0.56 for the Chinese stock market.391

For example, the Meta-Llama-3-8B-Instruct model392

shows a bias score of 0.81 for the U.S. stock mar-393

ket and -0.81 for the Chinese stock market. Such a394

high level of bias in LLMs may propagate further395

in financial tasks, potentially leading to harmful396

outcomes. Fine-grained observations by compar-397

ing the bias metrics between countries and models398

are elaborated below.399

LLMs Bias Difference in Stocks between China400

and the United States Firstly, we analyze the401

biases of LLMs towards stocks from different coun-402

tries, examining the disparities in biases towards403

Chinese and American stocks. We observe a sig-404

nificant disparity in bias between these two stock405

markets. The average bias exhibited by LLMs to-406

wards both the Chinese and U.S. markets is rela-407

tively high, with scores of 0.68 and 0.56, respec-408

tively. Although the difference in bias magnitude409

appears small at just 0.12, in reality, all five LLMs410

show positive bias towards U.S. stocks, while most411

display negative bias towards the Chinese market.412

For example, Meta-Llama-3-8B-Instruct demon-413

strates a strong positive bias of 0.81 towards the414

U.S. stock market but shows a negative bias of415

-0.81 towards the Chinese stock market. This in-416

dicates that large language models are noticeably417

more favorable towards U.S. stocks compared to418

Chinese stocks. These biases could lead to LLMs419

generating misleading automated financial analyses420

and advisory services, thereby affecting investors’421

decision-making judgments.422

LLMs Bias Difference in Open source model423

and Non-open source model Furthermore, we424

observe that open-source models exhibit higher425

bias towards the stock market compared to closed426

models, both in the U.S. and Chinese markets.427

Specifically, the bias of open-source models to-428

wards the U.S. market is 0.2 higher than the 0.6 429

bias seen in closed-source models, and their bias 430

towards the Chinese market is 0.16 higher than that 431

of closed-source models, which stands at 0.49. Ad- 432

ditionally, it is evident that both open-source and 433

closed-source models show a stronger bias towards 434

the U.S. market compared to the Chinese market, 435

with differences of 0.15 and 0.11, respectively. This 436

indicates that open-source models are more likely 437

to produce biased and misleading responses in fi- 438

nancial tasks compared to closed-source models. 439

Takeaways 1) LLMs exhibit a clear preference 440

for U.S. stock over Chinese stock. 2) Open-source 441

models display higher bias compared to closed- 442

source models. 443

5 Analysis 444

In this section, we expand the scope of our inves- 445

tigation to focus on the implicit biases exhibited 446

by LLMs towards stocks across various industries 447

and companies of different sizes, by analyzing the 448

bias in specific stock groups categorized by their 449

industry and capital size. 450

5.1 Inter-Industry Implicit Biases 451

We utilize univariate regression to analyze the 452

industry-specific bias differences of LLMs towards 453

Chinese and U.S. stocks. By calculating and ana- 454

lyzing the regression coefficients for stock buying 455

and selling decisions within each industry, we aim 456

to reveal subtle patterns that may exist both within 457

industries and between them. Additionally, we 458

conduct pairwise comparisons and visualize the 459

implicit biases across industries to elucidate the nu- 460

anced differences between U.S. and Chinese stocks 461

on an industry-by-industry level. 462

Inter-industry analysis of US and China Stocks 463

Financial industry professionals frequently employ 464

logistic regression methods to analyze stock trends. 465

Consequently, we adopt a univariate regression 466

analysis approach to examine the bias of LLMs 467

across various U.S. and China stock industries. The 468

definition of univariate regression is summarized 469

as follows. 470

For sector j: yj = βjxji + ϵj (11) 471

where ϵi represents the error term of the indus- 472

try j, yj denotes the buying rate of the i-th stock, 473

and xji is 1 if the i-th stock belongs to industry j; 474

otherwise, xji is 0. 475
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(a) text-ada-001 bias between industries in US

(b) text-ada-001 bias between industries in CN

Figure 3: Comparison of bias between industries in the
Chinese and US market from Text-ada-001. LLMs ex-
hibit significant preference variations among industries.

Further, we employ regression coefficients to476

create heatmaps for pairwise comparisons of the477

implicit preference differences between industries.478

This method facilitates a more visual analysis of479

the bias of LLMs towards different industries in480

the U.S. and the China stock market. Due to space481

limitations, here we provide only the preference482

comparison charts for the model text-ada-001. Fig-483

ure 3 presents a heatmap comparing the industry484

bias of text-ada-001 in the U.S. and China market.485

The heatmap reveals that LLMs exhibit implicit486

preferences among different industries. For exam-487

ple, text-ada-001 shows a stronger preference for488

the Energy sector as compared to the Information489

Technology sector. This bias could lead to poten-490

tially harmful consequences in financial tasks, such491

as generating misleading financial summaries that492

influence stakeholders’ decisions.493

Model CSI300 CSI1000 ∆(CSI300 - CSI1000)

Text-Ada-001 0.10 -0.14 0.24
Text-Davinci-002 -0.74 -0.75 0.01
Text-Davinci-003 0.57 0.66 -0.09

Meta-Llama-3-8B-Instruct -0.58 -0.89 0.31
Mistral-7B-v0.1 0.53 0.45 0.09

Average Absolute Value 0.51 0.58 -0.07

Table 4: LLMs bias against large and small caps. The
bias of LLMs for small-cap and large-cap stocks is re-
markably similar. The Average in this table still be
absolute bias magnitude average.

5.2 Bias Difference between Large-cap Stocks 494

and Small-cap Stocks 495

Large-cap and small-cap stocks play different roles 496

in the financial sector, each with unique charac- 497

teristics and risks. The CSI 300 index represents 498

Chinese large-cap stocks, while the CSI 1000 index 499

represents Chinese small-cap stocks. This study 500

conducts an in-depth analysis of the bias differ- 501

ences of models towards large-cap and small-cap 502

stocks, as shown in Table 4. 503

We observe that the average purchase rates of 504

LLMs for small-cap and large-cap stocks are 0.51 505

and 0.58, respectively, with a difference of only 506

0.07. This indicates a striking similarity in the 507

models’ biases towards small-cap and large-cap 508

stocks. Although small companies are generally 509

mentioned far less frequently than large companies 510

in training corpora, the biases towards these stocks 511

show no significant difference. This suggests that 512

the preference of an LLM recommending a stock 513

is not strongly correlated with the stock’s intrinsic 514

qualities, reflecting a deeper preference of the lan- 515

guage model towards the stock market as a whole. 516

5.3 Bias Mitigation Exploration 517

We conduct a series of experiments to mitigate 518

the bias of large language models, selecting U.S. 519

stocks as the focus of our analysis. Inspired by 520

previous work regarding system prompts (Wal- 521

lace et al., 2024), we employ a roleplay strat- 522

egy by prepending prompts to the query, which 523

informs the language model of its role. We en- 524

list the help of five financial experts to vote on 525

the selection of these prompts.We set up a set of 526

prompts designed to make the language model’s 527

responses more fair. For comparison, we also 528

design a set of neutral prompts which unrelate 529

to bias and add them to the queries to observe 530

their effect on the model’s bias. This allows 531

us to explore whether the added prompts can ef- 532

7



Industries Origin Fair Neutral Add Negative Bias

Utilities 0.66 -0.27 0.63 -0.80
Financials 0.87 0.33 0.63 -0.71
Materials 0.70 0.09 0.60 -0.32
Industrials 0.76 0.26 0.62 -0.62
Communication Services 0.85 0.36 0.76 -0.75
Consumer Discretionary 0.80 0.47 0.75 -0.57
Information Technology 0.72 0.27 0.59 -0.83
Consumer Staples 0.85 0.46 0.77 -0.65
Health Care 0.86 0.43 0.78 -0.76
Real Estate 0.84 0.36 0.62 -0.68
Energy 0.85 0.31 0.72 -0.21

Average Absolute Value 0.81 0.32 0.67 0.66

Table 5: Table of mitigation result of America stock
fromMeta-Llama-3-8B-Instruct.

fectively reduce bias. Additionally, we create a533

set of prompts aimed at adding negative bias to-534

wards the materials sector to analyze their impact535

on the language model.3 Specifically, we struc-536

ture the queries as follows: sbuy = prompt+ sbuy,537

ssell = prompt+ ssell. Using the adjusted sen-538

tences, the results of the Meta-Llama-3-8B-539

Instruc’s bias towards different industries in Amer-540

ica are presented in Table 7.541

We can clearly observe that the introduction of542

fair prompts has a significant effect on reducing543

bias. The average bias score decreased from 0.81544

to 0.32, indicating that the language model shifted545

from being noticeably biased to relatively fair. Ad-546

ditionally, we observe varying effectiveness in bias547

mitigation across different sectors. For instance,548

the results for stocks in the materials sector became549

significantly fairer, whereas the mitigation effect550

for the Consumer Discretionary and Consumer Sta-551

ples sectors was less pronounced. On the contrary,552

the neutral prompts bring no significant change in553

fairness, only reducing it to 0.67 from 0.81. This554

is still considerably higher than the 0.32 bias score555

achieved with our fair prompts. The slight im-556

provement in fairness observed with these prompts557

is attributed to the increased sentence length. In-558

terestingly, when we attempt to introduce negative559

bias towards a specific sector using biased prompts560

(the materials sector), we find that this have a nega-561

tive impact across all sectors. These experimental562

results indicate that our method of using system563

prompts is notably effective in mitigating the bias564

of large language models. By adjusting the prompts565

appropriately, the bias of the big language model566

to the stock industry can be improved to a certain567

extent.568

3Details of these prompts can be found in the appendix.

6 Conclusion 569

In this paper, we perform an analysis of the implicit 570

stock biases in existing LLMs. We first collect a 571

large-scale cross-country stock dataset to compre- 572

hensively evaluate the biases in different countries 573

and industries. We design a suite of probing meth- 574

ods based on masked prompts to detect the underly- 575

ing biases against stocks. Experimental results on 576

five prevailing large language models reveal that 577

LLMs exhibit significant bias towards stocks. We 578

also find that the bias varies between countries, 579

model types and industries. We hope our analysis 580

provides insights for future studies on the bias anal- 581

ysis of LLMs in financial domains and motivates 582

mitigation techniques for the responsible usage of 583

LLMs. 584

Limitations 585

Although we conducted extensive experiments in 586

this area and employed a method that significantly 587

improved the fairness of large language models, 588

our approach has several limitations that warrant 589

further exploration. Firstly, due to the rapid iter- 590

ation and updates of large language models, our 591

current tests have not been applied to a sufficiently 592

broad range of models. Secondly, linguistic lim- 593

itations and data availability posed challenges in 594

obtaining stock data from other countries, so we 595

used only stock data from the United States and 596

China as representative samples. Additionally, as 597

an exploratory study, our current method is rela- 598

tively simple and is intended to provide a research 599

direction for future work. We hope that this study 600

will inspire further investigations into this area. 601
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A Supplementary experimental results882

The fair prompts in our experiments: ["You’re a883

fair assistant.", "You provide unbiased assistance.",884

"You ensure equitable support.", "You deliver im-885

partial advice.", "You offer fair and balanced in-886

sights."]887

(a) Text-davinci-003 bias between industries in U.S.
stock.

(b) Text-davinci-003 bias between industries in Chinese
stock.

Figure 4: Text-davinci-003 bias between industries in
U.S. market and Chinese market. LLMs exhibit signifi-
cant preference variations among industries.

The neutral prompts in our experiments:["The 888

bank’s lobby was renovated recently.", "The new 889

cafe near the stock exchange is very popular.", "She 890

checked her email while waiting at the ATM.", 891

"The economist’s new book was released last 892

week.", "He enjoys reading financial news during 893

breakfast."] 894

The prompts adding negative bias in our experi- 895

ments: ["Investing in materials stocks rarely yields 896

good returns.", "The materials industry is outdated 897

and not worth investing in.", "Avoiding materials 898

stocks is a wise investment strategy.", "Materials 899

companies often face significant regulatory chal- 900

lenges.", "Investing in materials stocks is a high- 901

risk, low-reward endeavor."] 902
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Text-ada-001 Text-davinci-002 Text-davinci-003 Meta-Llama-3-8B-Instruct Average Rank

Consumer Staples 2.59E-04 2.59E-04 1.84E-03 6.08E-02 1.58E-02 1
Materials 1.13E-03 1.13E-03 -2.39E-04 3.49E-02 9.23E-03 2
Industrials 6.80E-05 6.80E-05 -1.36E-03 1.98E-02 4.63E-03 3
Communication Services -9.08E-04 -9.08E-04 1.14E-03 1.51E-02 3.60E-03 4
Health Care 5.69E-05 -5.69E-05 1.15E-04 1.25E-02 3.16E-03 5
Information Technology -1.56E-03 -1.56E-03 -3.16E-03 7.40E-03 2.81E-04 6
Consumer Discretionary -5.07E-04 -5.07E-04 2.10E-03 -1.94E-02 -4.59E-03 7
Energy 2.04E-03 2.04E-03 2.05E-03 -3.68E-02 -7.67E-03 8
Utilities 3.40E-04 3.40E-04 -2.01E-03 -3.17E-02 -8.25E-03 9
Financials 5.50E-04 5.50E-04 1.10E-03 -4.83E-02 -1.15E-02 10
Real Estate 7.14E-05 7.14E-05 -3.60E-04 -1.02E-01 -2.55E-02 11

Table 6: Table of Regression Coefficients for Industries within the U.S. Stock Market

Industries Origin Fair Neutral Add-bias

Utilities 100.00%/1.00 16.90%/0.66 56.34%/0.13 9.86%/0.80
Financials 99.59%/0.99 26.26%/0.47 66.06%/0.32 5.05%/0.90
Materials 99.26%/0.99 35.29%/0.29 69.85%/0.40 52.21%/0.04
Industrials 99.74%/0.99 25.19%/0.50 68.12%/0.36 29.56%/0.41
Communication Services 97.27%/0.95 18.18%/0.64 55.45%/0.11 8.18%/0.84
Consumer Discretionary 99.35%/0.99 37.74%/0.25 77.42%/0.55 26.45%/0.47
Information Technology 98.57%/0.97 16.24%/0.68 61.82%/0.24 12.54%/0.75
Consumer Staples 100.00%/1.00 40.38%/0.19 78.85%/0.58 12.50%/0.75
Health Care 99.47%/0.99 17.99%/0.64 80.95%/0.62 6.35%/0.87
Real Estate 98.76%/0.98 23.46%/0.53 66.67%/0.33 8.02%/0.84
Energy 100.00%/1.00 37.50%/0.25 68.75%/0.38 31.94%/0.36

Average 99.32%/0.99 25.81%/0.48 69.43%/0.39 16.94%/0.66

Table 7: Table of mitigation result of America stock from Mistral-7B-v0.1.
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(a) Meta-Llama-3-8B-Instruct bias between industries in
U.S. stock.

(b) Meta-Llama-3-8B-Instruct bias between industries in
Chinese stock.

Figure 5: Meta-Llama-3-8B-Instruct bias between in-
dustries in U.S. market and Chinese market.

(a) Mistral-7B-v0.1 bias between industries in U.S. stock.

(b) Mistral-7B-v0.1 bias between industries in Chinese
stock.

Figure 6: Mistral-7B-v0.1 bias between industries in the
U.S. market and the Chinese market.
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