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Abstract

Long-Form Question Answering (LFQA)
refers to generating in-depth, paragraph-level
responses to open-ended questions, thus pos-
ing a great challenge for evaluation, consider-
ing the free format. Previous benchmarks for
LFQA evaluation lack references and are con-
strained by a medium size and limited topics,
thus reducing their reliability. To address this
gap, we propose a well-constructed, multilin-
gual, and reference-based benchmark named
LFQA-E, aiming to rigorously assess the per-
formance of automatic evaluation metrics for
LFQA. LFQA-E consists of 1625 questions
and 7649 comparisons, covering 15 topics. It is
derived from various sources, including online
questions and examination questions, designed
to test the comprehensive ability of the evalua-
tion metrics. We evaluate 5 types of evaluation
metrics, up to 15 specific metrics using LFQA-
E. The results reveal that none of the current
automatic evaluation metrics show comparable
performance with humans, indicating that they
cannot capture the dense information contained
in long-form responses well. In addition, we
provide a detailed analysis of the reasons why
automatic evaluation metrics fail when evalu-
ating LFQA and the generalization ability of
these metrics.

1 Introduction

Long-form Question Answering (LFQA) (Fan
et al, 2019) targets at generating in-depth,
paragraph-level responses to open-ended questions.
It requires models to have comprehensive domain-
specific knowledge or use evidence from retrieved
documents (Nakano et al., 2022; Akash et al., 2023)
to provide accurate and relevant answers. Despite
efforts to enhance the reasonableness and complete-
ness of long-form answers, developing automatic,
reliable, and human-aligned evaluation metrics for
LFQA is still unexplored.

Evaluating long-form answers is particularly
challenging, as they require evaluators to have a

comprehensive understanding of the domain. Pre-
vious manual evaluations tend to rely on crowd-
sourced workers for annotation, but the limited
domain expertise inevitably causes low reliabil-
ity. For automatic evaluation for LFQA, ROUGE
(Lin, 2004) is always used. However, Krishna
et al. (2021) criticizes ROUGE for its limited in-
formativeness in long-form contexts. Due to the
advancement of LLMs (OpenAl, 2023, 2024) and
Test-time-scaled Large Reasoning Models (LRMs)
(DeepSeek-Al et al., 2025a), many studies lever-
age them to develop evaluation metrics, through
prompting (Wei et al., 2023), fine-tuning, test-time
scaling, (Li et al., 2023; Jiang et al., 2024) or train-
ing LLMs to be Reward Models (RMs) (Liu et al.,
2024a). Though many evaluation metrics exist for
LFQA, which one is the most effective and human-
aligned needs to be verified and benchmarked.

Previous benchmark for LFQA evaluation (Xu
et al., 2023) samples records from reddit/ELIS, hir-
ing experts to annotate the better one between two
responses without references, and test alignment
between automatic evaluation metrics and expert
labels. However, their benchmark has several limi-
tations: 1) Lack of authorized references A ref-
erence answer provides a baseline for assessing
whether a response covers key details and main-
tains factual accuracy. Without ground-truth refer-
ences, the comparison between metrics may be un-
fair, and evaluations without clear criteria or rubrics
are inherently unreliable. 2) Limited diversity The
benchmark consists of only 260 examples, all in
English, constraining its linguistic and topical di-
versity. Moreover, it treats the comparison as an
A/B task, but in real scenarios, a "tie" option is
needed for more difficult selection.

To fill the gap, we introduce LFQA-E, towards
evaluating the ability of different metrics. Espe-
cially, 1) To evaluate whether current automatic
evaluation metrics can select a better one from
two nuanced responses, we gather references that
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LFQA-E Example

Q: Why doesn’t kidney stone pain get

: worse with hydration?

i Ref: One of the major causes of kidney
i stone pain is ureteral colic...The idea

i behind drinking a lot of fluid is that you
will produce more urine and propel..
Resp1: From what | understand, kidne
i stones cause the amount of

i pain...cause the ureters themselves to Potential Solution:
swell to pass the greater volume OJ

i fluid, which then prevents the kidney

i stone from getting stuck and causing

i the painful spasms.

! Resp2: It does. When I'm in the hospital
w.  forakidney stone and a medical

", i professional sympathizes with mW But no specific
i i the pain and talks about how tha solution x

i scraping is so painful, | know right away

i i that they have no idea what they are

i talking about...

* Long-form Response
Expert Reference
Hard Comparison

Identify Core

Produce more
urines

Discard Useless

“©) Which one is better according to the
reference?

Figure 1: The figure shows the overview of LFQA-E. The left side displays the categories, sources, and three
settings, showcasing its diversity. The right side illustrates an example of LFQA-E.

are examined by the experts, and judge based on
them. 2) To analyze the bias among evaluation met-
rics, we rigorously assess the performance based
on three settings, i.e, human vs human 4 v. A, hu-
man vs model 4 v. m, and model vs model m v.
m. To ensure the difficulty, we choose human re-
sponses based on their upvotes or their scores, and
model responses based on two models with com-
parable capabilities. Moreover, we collect multi-
lingual responses, i.e, English and Chinese, and
multiple domain-specific responses, e.g., Engineer-
ing, Law, Medicine. 3) To prevent data contamina-
tion, we collect data from offline examination, i.e.,
College Entrance Examination Simulation Ques-
tions (CEESQ) and Postgraduate Entrance Exam-
ination Questions (PEEQ) and online platform
questions from the recent half-year to ensure the
model doesn’t see the data before. The overview
of LFQA-E Benchmark is shown in Figure 1.

Using LFQA-E, we critically assess the efficacy
of 15 evaluation metrics, including LL.Ms, LRMs,
and RMs. The experimental results show that cur-
rent leading evaluation metrics fail to capture core
information as well as human beings from verbose
responses, especially when differentiating the bet-
ter one between two model-generated responses.
Furthermore, we provide analysis on why auto-
matic evaluation metrics fail in LFQA evaluation.

In conclusion, our contributions are as follows:

* We introduce LFQA-E BENCH, a challeng-
ing LFQA evaluation benchmark. It consists
of multilingual, clear questions from various
domains, authorized references, and nuanced
responses to select.

* We test 15 evaluation metrics on LFQA-E
BENCH and show the dilemma of current

evaluation metrics on LFQA evaluation, even
SOTA LRMs and LLMs.

* We provide further analysis on why these met-
rics fail when evaluating long-form responses.
Also, we analyze the generalization of differ-
ent metrics across topics, settings.

2 Related Work

Development of LFQA LFQA (Fan et al., 2019)
requires models to generate paragraph-level re-
sponses to open-ended questions which is more
complex compared to datasets like SQuAD (Ra-
jpurkar et al., 2016), TriviaQA (Joshi et al., 2017),
and NarrativeQA (Kocisky et al., 2017), where an-
swers are primarily words or phrases extracted di-
rectly from documents. In LFQA, models must
generate nuanced responses based on their knowl-
edge or existing evidence documents. Several stud-



ies have analyzed the discourse structure of long-
form answers (Xu et al., 2022) and have sought to
enhance the performance on LFQA. (Chen et al.,
2023; Akash et al., 2023).

Evaluation of LFQA The automatic evaluation
of LFQA remains challenging and underexplored.
Initially, ROUGE (Lin, 2004) was used as an auto-
matic evaluation metric to calculate the similarity
between a candidate and a reference. Later, Kr-
ishna et al. (2021) pointed out that ROUGE is not
an adequately informative metric for LFQA evalu-
ation. For human annotation, HURDLES (Krishna
et al., 2021) and WEBGPT (Nakano et al., 2022)
employed A/B testing, where crowdsourced anno-
tators were instructed to choose the better of two
candidate answers. Since annotation of LFQA re-
quires high expertise, the results of crowdsourced
workers may be unreliable. To address the gap, Xu
et al. (2023) employed experts for annotation, and
tested several evaluation metrics, such as ROUGE
(Lin, 2004), BERTScore (Zhang et al., 2020), and
BARTScore (Yuan et al., 2021), on an expert-
annotated dataset. Their findings validated that no
existing metrics fully align with human judgment.
However, the dataset they used lacks expert-written
references, sourced from Reddit/ELIS, and is lim-
ited in scale, comprising only about 260 samples.
More recently, since the development of LLMs
and LRMs, many work uses them for evaluation of
free-form answers, using prompt (Wei et al., 2023),
fine-tuning using specific data (Liu et al., 2023),
and reinforcement-learning (Chen et al., 2025).

LFQA-E-EN LFQA-E-ZH

# Topics 9 6

# Questions 1026 599
# Comparisons 6156 1493
# Avg Que. Lens 13.4 24.6
# Avg Ref. Lens 299.1 187.2
# Avg Res. Lens 245.0 308.3
Annotate Expert Expert

Table 1: Detailed statistics of LFQA-E. Avg Que. Lens,
Avg Ref. Lens, Avg Res. Lens corresponds to question
lengths, reference lengths, and response lengths, respec-
tively.

3 Methodology

3.1 Overview

To reasonably test the evaluation ability of differ-
ent metrics for LFQA when having a reference, we

introduce LFQA-E, a multilingual and comprehen-
sive benchmark composed of different topics and
questions. LFQA-E BENCH consists of the Chi-
nese version LFQA-E-ZH and the English version
LFQA-E-EN. Table 1 shows its overview. It in-
cludes 1625 questions and 7649 comparisons, con-
sisting of 1493 comparisons in Chinese and 6139
comparisons in English. It spans 15 topics, ranging
from history to engineering, ensuring its diversity.
LFQA-E comprises expert-annotated references
for fair comparison and nuanced responses. There-
fore, it is naturally a hard yet reasonable benchmark
for LFQA evaluation.

Reference-Based Evaluation For LFQA-E
BENCH, references are sourced from academic ex-
aminations or widely discussed questions in Red-
dit/ELIS. After being reviewed by experts with
relevant academic backgrounds, these references
are ensured to cover all the key points needed to
answer the question. This provides a baseline for
evaluation metrics to look up and provide a more
precise comparison.

Difficult Comparisons All the questions con-
tained in LFQA-E have been carefully examined
by domain experts to ensure it is answerable and
clear to understand. We ensure that models have
not seen the data by collecting data from recent
examinations and forum questions. The responses
are collected from human-written responses, with
close scores or upvotes, and model responses gen-
erated by comparable LLMs. Therefore, it is hard
to simply distinguish the better one.

Diverse Benchmark We meticulously collect
1493 questions and 7649 comparisons in 15 distinct
domains, from natural science to social science,
to guarantee a diverse and representative bench-
mark. Also, LFQA-E is multilingual, consisting
of examples in both Chinese and English. More-
over, LFQA-E includes three kinds of compar-
isons, guaranteeing the comprehensibility of the
benchmark.

3.2 Data Processing

The data processing pipeline can be divided into
three phases: Data Collection, Human Response
Collection, and Model Response Generation.

Data Collection For LFQA-E-ZH, we source
our data from CEESQ and PEEQ, where ques-
tions and references are written by domain experts,
e.g., teachers and professors from high school and



colleges. For LFQA-E-EN, data is sourced from
the Reddit/ELIS, where each question is explained
without the use of specialized terminology or com-
plex concepts, and we use the top-ranked answer
as our reference. To prevent overlapping with po-
tential training data, we avoid using data from the
actual College Entrance Examination, and the ques-
tions we captured from ELIS are all from the past
6 months. To ensure that all the questions are clear
and answerable, we instruct GPT-4o to filter out
questions whose description is unclear and whose
answer is too broad to give a reference. After that,
to ensure our references contain all the informa-
tion needed to answer the questions, we first use
GPT-40 as our checker. We prompt GPT-40 mul-
tiple times, and if at any one time, it identifies the
reference as invalid, we will discard the example.
Then we pass the remaining questions and refer-
ences for expert annotation. After that, we get 1625
questions. The instructions we used are listed in
Appendix C.1.

Human Response Collection For LFQA-E-zH,
we gather examination papers primarily in image
format and employ Optical Character Recognition
(OCR) systems to meticulously extract student re-
sponses. Specifically, we choose student answers
with close scores to ensure the comparison diffi-
culty. The OCR is conducted using the Volcano En-
gine API. For LFQA-E-EN, we collect responses
from the forum section of the corresponding ques-
tion. Also, we select answers within the many-
voted yet close up-votes to make them hard to dif-
ferentiate. However, the responses we collect for
LFQA-E-ZH are mainly written during examina-
tion, it is concise and well structured, and the re-
sponses we collect for LFQA-E-EN include some
special characters like URLs. These special pat-
terns deteriorate our data quality. To handle it, we
use GPT-40 to paraphrase and clean our human
responses. The instruction we used is shown in
Appendix C.1.

Model Response Generation When generating
model responses, we focus on evaluating whether
LLMs can understand the semantic meaning of
texts well and properly select the better response.
Therefore, we do not impose strict requirements on
answer quality. Instead, we ensure the difficulty of
LFQA-E BENCH by selecting models with similar
ranking in the LMSYS Arena (Chiang et al., 2024;
Zheng et al., 2023, 2024). Specifically, we leverage
Llama-3-8B-Instruct (Dubey et al., 2024) and GPT-

3.5-turbo (OpenAl, 2023) for response generation.
For model-generated answers, we use "Generate
reasonable answers to the following questions. Use
references or examples if needed" to prompt LLMs.
The generation temperature is set to 1.0 to encour-
age diverse and creative responses.

3.3 Human Annotation

The Human Annotation Process can be separated
into the following steps: Annotator Decision, An-
notation Setting, and Annotation Process.

Annotator Decision LFQA evaluation suffers
from distinct challenges. Firstly, paragraph-level
responses can overwhelm annotators, leading to a
loss of focus. Secondly, annotators must have deep
domain knowledge to accurately judge responses
against references. Lastly, the syntactic and se-
mantic complexities of long-form responses often
intertwine correct and incorrect information within
single sentences. To address these issues, we hire
annotators from relevant aspects or who have taken
relevant courses. Then we provide them with clear
and detailed annotation recipes for better quality
control. The annotation recipe is in Appendix D.

Annotation Setting Guided by Xu et al. (2023),
our evaluation criteria mainly focus on factuality
and completeness according to the reference, since
almost all responses we collect are already very
fluent. Unlike typical A/B testing, our method em-
ploys a triple-choice format, giving a tie option,
to better capture the subtle differences between
answers, as they often show comparable levels of
information overlap with the reference. The addi-
tional information is useless or verbose according
to the central topic.

Annotation Process The annotators assess two
responses against a given reference and select the
more informative and complete answer or declare
a "tie" if both are of similar quality. The pro-
cess includes identifying key Information, check-
ing for Key Information in Responses, Handling
Responses, and comparing overlapping informa-
tion. During the process, we treat a piece of in-
formation as the basic unit. Initially, annotators
extract the key information needed to answer the
question from the provided reference and check
whether the responses under evaluation contain sim-
ilar statements. Then, they will select a better one
based on the overlapped information. To minimize
bias and subjectivity, each record is annotated by



LFQA-E-EN

LFQA-E-zZH

Model Avgr, Avgy..
F1 Accuracy F1 Accuracy
Static Evaluation Metric
Length 26.0 42.8 33.5 52.6 30.8 47.7
ROUGE 37.5 55.5 34.0 49.7 35.8 52.6
BERTScore 35.9 54.1 36.6 52.4 36.3 53.3
LLMs-based Evaluation Metric
Qwen2.5-32B-Instruct 45.8 63.5 41.8 56.7 43.8 60.1
Qwen2.5-72B-Instruct 43.1 61.2 39.0 53.0 41.1 57.1
Llama3.1-70B-Instruct 42.5 59.6 29.4 30.7 36.0 45.2
GPT-40 46.4 61.7 42.6 53.2 44.5 57.5
DeepSeek-V3 39.3 57.9 41.1 53.8 40.2 55.9
RM-based Evaluation Metric
Skywork-Reward-Llama 37.3 54.4 38.2 53.6 37.8 54.0
Skywork-Reward-Gemma  37.5 56.0 33.0 48.3 35.3 52.2
LRM-based Evaluation Metric
ol-mini 45.9 62.9 45.2 58.9 45.6 60.9
Deepseek-R1 42.9 59.6 42.4 57.8 42.7 58.7
Trained Evaluation Metric
Auto-J-6B-bilingual 46.0 66.8 35.4 51.9 40.7 59.4
Prometheus-7B-v2.0 41.8 64.2 34.1 50.1 38.0 57.2
M-Prometheus-14B 41.6 60.8 33.9 49.4 37.8 55.1

Table 2: Performance of different evaluation metrics on LFQA-E. The largest value is denoted in bold.

two independent reviewers. Each comparison takes
around 7 minutes to annotate. For some hard-to-
differentiate comparisons, detailed justification is
saved to help understand. After annotation, we
find the Fleiss’ kappa correlation of inter-annotator
agreement is approximately 64.8%, indicating a
relatively high agreement rate.

4 Experiments

4.1 Models

We evaluate various evaluation metrics on LFQA -
E-EN and LFQA-E-ZH respectively, including
LLMs, Large Reasoning Models (LRMs), Reward
Models (RMs), etc.

Static Metrics: We use Length-orientation,
ROUGE-1 (Lin, 2004) and BERTScore (F1)
(Zhang et al., 2020) since they are widely used
as the evaluation metric for LFQA.

LLMs: We select Qwen2.5-32B-Instruct (Qwen
et al., 2025), Qwen2.5-72B-Instruct, Llama-3.1-
70B-Instruct (Dubey et al., 2024), Deepseek-V3
(DeepSeek-Al et al., 2025b), and GPT-40 (OpenAl
et al., 2024).

LRMs: Considering the high time complex-
ity and cost, we use ol-mini and Deepseek-R1
(DeepSeek-Al et al., 2025a).

RMs: Since RMs are capable of differentiat-
ing between nuanced responses, we test Skywork-
Reward-Gemma-2-27B-v0.2 (Liu et al., 2024a) and
Skywork-Reward-Llama-3.1-8B-v0.2 considering
their leading position on Reward Bench (Lambert
et al., 2024). We refer to them as Skywork-Reward-
Gemma and Skywork-Reward-Llama.

Evaluation-Specific Models: There are some
models trained to serve as evaluation models.
Among these models, we select Auto-J-Bilingual
(Li et al., 2023) and Prometheus-7B-v2.0 and M-



Prometheus-14B (Kim et al., 2024).

4.2 Implementation Details

We evaluate all the metrics in both LFQA-E-EN
and LFQA-E-zH. We use Jieba cut for ROUGE-zh.
For BertScore, we use roberta-large for LFQA-E-
ZH evaluation and bert-base-chinese for LFQA -
E-EN. We set the temperature at 1.0 for all LLM-
based evaluation metrics to encourage diverse re-
sponses. The prompts we used are shown in Ap-
pendix C.2. For models with specific training tem-
plates, we adopt them. We include references for
models to look up in all our settings. We use Accu-
racy and macro-F1 as our indicators. The computa-
tions are as follows:

N
1
Ace = Z; I(pred; = label;) (1)
1=

1 < P.R. >
Flmacro = 7577 20— (2)
Il 262 P.+ R,

where C = {A, B, same}

Model LFQA-E-EN LFQA-E-ZH
Deepseek-V3 1.8 10.2
Qwen2.5-32B-Instruct 7.2 7.5
Qwen2.5-72B-Instruct 2.6 3.6
Llama-3.1-70B-Instruct 5.0 7.7
ol-mini 7.1 14.1
Deepseek-R1 7.4 7.2
GPT-40 9.2 14.6

Table 3: Performance of different evaluation metrics
on comparisons that human labels as "tie". The largest
value is denoted in bold.

4.3 Main Results

Table 2 lists our experimental results. The over-
all low accuracies and F1-scores of all evaluation
metrics indicate the challenge LFQA-E poses to
current models and methods.

Comparison Between Metrics Though none of
the evaluation metrics achieves a high performance
on LFQA-E, we observe that scaling model size
doesn’t definitely yield a better result. For exam-
ple, Qwen2.5-32B-Instruct beats Qwen2.5-72B-
Instruct by 3%. What’s more, LRMs show a great
performance compared with LLMs, thanks to their
long CoT and extended thinking. Another interest-
ing observation is that for trained evaluation met-
rics, they show comparable results with models of
100x parameters, indicating their capability when

differentiating nuanced responses. RM-based eval-
uation metrics don’t show promising results when
generalizing to LFQA evaluation, perhaps because
they are trained to give a better one between two
responses, renouncing the "tie" option. We will ana-
lyze further and give a fairer comparison in Section
5.3.

Comparison Between Subsets Almost all eval-
uation metrics show different degrees of perfor-
mance degradation when evaluating on LFQA-E-
ZH, indicating that they cannot generalize from one
language to another well. Among all the metrics,
LRMs show a relatively stable performance, mainly
due to their test-time scaling ability, to have more
time to reflect and rethink. Trained evaluation met-
rics suffer a lot when evaluating on LFQA-E-ZH.
We attribute this to their smaller parameter sizes,
which make them hard to generalize.

Comparison Between Indicators All evaluation
metrics struggle to give a tie as good as human
beings. Table 3 indicates that among the evalua-
tion metrics we test, the best result is just 9.2%
for LFQA-E-EN and 14.6% for LFQA-E-ZH. Ob-
serving the responses, we find that they are too
conservative to say two responses are of equal qual-
ity. This explains why accuracy is always larger
than Macro-F1. The low accuracy on tie compari-
son reflects the difficulty of LFQA-E again.

5 Analysis

5.1 Does Human Response or Model
Response matter?

model vs model

B human vs human B human vs model
75
70

65 - __

60 9.5 1.
_____ 11.6

% 4.0

50

45

40

(U Deepseek-R1 @o1—mini (W Deepseek-V3 (X) RM-llama

Figure 2: Performance of different models on our three
settings on LFQA-E-EN.

To have a thorough understanding of whether the
model evaluates human response or model response
differently, we experiment on a different group of
LFQA-E. We break it into three groups, i.e., & v. h,
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Figure 3: Performance of different models on our three
settings on LFQA-E-ZH.

hv. m, and m v. m, and see the accuracy changes.
The results are listed in Figure 2 for LFQA-E-EN
and Figure 3 for LFQA-E-ZH. We can observe
that for many evaluation metrics, there exists a
huge difference between different comparison set-
tings. In LFQA-E-EN, the RMs show steady abil-
ity while others exhibit degradation when model
responses are introduced. In LFQA-E-ZH, all the
metrics show a drastic accuracy decline under m v.
m, with a maximum drop of 14.2% from Deepseek-
V3. This further validates our assumption, current
automatic evaluation metrics cannot handle two
responses with similar quality.

5.2  Why Evaluation Metrics fail when
Evaluating Long-form Responses?

Since all of the metrics cannot evaluate long-form
responses well, we analyze them from the error
perspective.

For LM-based Evaluation Metric We observe
the outputs of several LLMs and find that almost
all errors arise from the following aspects.

* Keypoints Identification Error: The model
fails to correctly identify and separate bul-
let keypoints or enumerated lists in responses,
leading to poorly structured answers.

e Irrelevant/Incorrect Information Error: The
model does not penalize or filter out irrelevant
or factually incorrect details in its responses,
reducing accuracy.

* Contradiction Error: During reasoning, the
model generates inconsistent or contradictory
statements due to factual hallucinations.

» Formatting Error: The model produces re-
sponses with improper formatting that can’t
be parsed.

Information Contradiction ™ Format

o1-mini I
Deepseek-V3 I

0% 25% 50% 75% 100%

Identification

Figure 4: The probability of each error occurring for
LMs when evaluating on LFQA-E.

We show the probability of each error occurring in
Figure 4. We choose Deepseek-V3 and ol-mini for
representation. Point Identification Error and Ir-
relevant/Incorrect Information Error happen most
time, indicating the relatively low inherent ability
for LMs when evaluating long-form answers.

RM-based Evaluation Metrics As reported in
Liu et al. (2024b), current RMs struggle to find
a better one when giving two nuanced responses.
Because the RMs we use give two scalars as re-
sponses, we are impossible to figure out why they
make such a mistake. We suppose that the error
arises from out-of-distribution data in LFQA-E
and the challenge of long context.

Static Evaluation Metrics These methods sim-
ply leverage word-level or embedding-level similar-
ities, which scratch on the surface when evaluating.
As described in Fan et al. (2024), considering eval-
uating two long responses around a topic, there
may be many words overlapping. The overly long
responses also dilute semantics, making the origi-
nally important key information trivial. Therefore,
these metrics fail to consider informativeness, but
only focus on similarity.

5.3 How do the Performance Changes in A/B
Comparison?

Considering that giving a tie option is difficult for
both humans and models, we drop out the records
that are labeled as a tie and conduct the experi-
ments again. We show the results in Table 4. After
discarding the tied comparison, all the evaluation
metrics show nontrivial performance boosts. GPT-
40 even gets a 6.4% bonus. This increase matches
what we find when comparing indicators. Similar
to what we observe above, LRMs remain leading
on the fairer comparison, and RMs still struggle to
generalize to long-form response evaluation. Static



MODEL LFQA-E-EN LFQA-E-zZH Avg
Static Evaluation Metric

Length 42.7 56.9 49.812.1%

ROUGE 57.5 53.8 55.771 3.1%

BERTScore 56.0 56.6 56.3 7 3.0%
LLM-based Evaluation Metric

Qwen2.5-32B-Instruct 66.8 62.8 64.8 1 4.7%

Qwen2.5-72B-Instruct 63.4 57.6 60.5 1 3.4%

Llama-3.1-70B-Instruct 66.1 34.0 50.1 1 4.9%

GPT-40 66.3 61.4 63.9 1 6.4%

Deepseek-V3 60.0 60.0 60.0 1t 4.1%
RM-based Evaluation Metric

Skywork-Reward-Llama 56.7 58.4 57.6 1 3.6%

Skywork-Reward-Gemma 58.2 52.5 55.4 1 3.2%
LRM-based Evaluation Metric

ol-mini 67.3 64.2 65.8 1 4.9%

Deepseek-R1 61.6 63.1 62.413.7%

Trained Evaluation Metric

Auto-J-6B-bilingual 70.0 57.3 63.7 1 4.3%

Prometheus-7B-v2.0 66.5 54.1 60.3 7 3.1%

M-Prometheus-14B 63.7 53.3 58.5 1 3.4%

Table 4: Performance of different evaluation metrics
on LFQA-E. The examples whose labels are tie are
discarded for fairer comparison. The largest value is
denoted using bold.
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Figure 5: The Cohen’s Kappa Correlation Matrix in
LFQA-E-EN.

evaluation metrics, however, show the least im-
provement. The experimental results demonstrate
the potential of test-time scaling, while reflects the
generalization problem of RMs. What’s more, spe-
cific evaluation models show their great potential
once again, ranking first on LFQA-E-EN, display-
ing its future for LFQA evaluation.

5.4 Do Evaluation Metrics Agree with Each
Other?

To find whether there is a correlation between dif-
ferent evaluation metrics, we observe the detailed
evaluation results. Specifically, we select ROUGE,
Qwen?2.5-32B-Instruct (simplified as Qwen), GPT-
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Figure 6: The Cohen’s Kappa Correlation Matrix in
LFQA-E-zH.

4o, Skywork-Reward-Llama (simplified as Llama),
ol-mini, and Auto-J-6B-bilingual (simplified as
Auto-J), considering their relatively better perfor-
mance on LFQA-E. Figure 5 and Figure 6 show
the results. We observe that neither of the two
metrics achieves a high correlation, indicating two
metrics may contradict each other to a large de-
gree. There are even some negative correlations
between the two metrics under LFQA-E-EN. This
phenomenon further illustrates that there is no sta-
ble evaluation metric that aligns well with human
preferences.

6 Conclusion

We introduce LFQA-E, a multilingual benchmark
for LFQA evaluation. It consists of 1625 questions
and 7649 comparisons, spanning 15 topics, from
natural science to social science, consisting of 3
settings, i.e., h v. h, h v. m, and m v. m. Each
records include a clear question, an authorized ref-
erence, and two hard-to-differentiate responses, en-
suring its difficulty. We conduct experiments on
15 automatic evaluation metrics. The results show
that none of the metrics can evaluate long-form
responses as well as human beings. We further an-
alyze the generalization of different metrics across
languages and across settings. The results further
indicate that all models struggle to generalize well
to all comparisons. We find that LRMs and specifi-
cally trained evaluation models lead on LFQA-E.
The test-time-scaled evaluation model may be used
to enhance the performance of LFQA evaluation.
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A Limitation

Coverage of Topics and Languages Consider-
ing the time and cost, we are unable to obtain more
topics and languages. We agree that constructing
a benchmark with more topics and languages is
significant. We will let this as our future work.

Scalability of LFQA-E LFQA-E cannot be
scaled easily, since it requires expert annotation,
which costs a great deal of time and money. A
more precise evaluation metric should be proposed
to ease the tension of dense annotation.

B Case Study

‘We list several cases below.

B.1 Failed Case

We show error cases in Table 5, Table 6, and Table
7. Table 5 shows the Incorrect Information Error.
Table 6 shows the Point Identification Error. Table
7 shows the Format Error.

B.2 Success Case

We show successful cases in Table 8 and Table 9.

11

C Instructions

The following are instructions we used.

C.1 Data Collection Instructions

The instruction for the question filter is in Table
10. The instruction for the reference checking is in
Table 11. The instruction for the paraphrase is in
Table 12.



QUESTION:
How does law enforcement track down a criminal during a manhunt?

REFERENCE:

1) Do we know where he/she is likely to “go to ground?” We try to find people he/she relies on from phone taps,
social media, prior crimes etc. You’d be amazed how many guys are found at their aunt’s/ex’s/former cellmate’s
place.

2) Put the word out to local TV news. In my experience they plaster the manhunt news and mugshot on their
website landing page right away.

3) License plate scanner hits on patrol cars and traffic cameras, if available. This is surprisingly effective.

4) Social media phishing. Is he/she into certain drugs? Certain types of prostitutes? Is he trying to find his wife
or kids who are working with victim services and in hiding (very common in bad domestic abuse cases)?

RESPONSE 1:

There are a lot of ways that law enforcement can track someone during a manhunt. First and foremost, we live
in the age of technology, and technology is a really powerful tool for tracking someone. A cell phone is pretty
much always transmitting your approximate location, and law enforcement can gain access to the satellite that
keeps track of that location.

There are also a few tried and true methods: the public. Law enforcement will almost always provide a physical
description of a suspect, complete with a photograph or artist rendition, and urge people to report anyone who
fits the bill close enough to be the person. This is a powerful tool when to get anything modern, you need to
interact with other humans or come into close contact with human society.

There are also recordings, photographs, and footage captured by CCTV cameras everywhere. Police may also
deploy tracking hounds if they know who you are and have anything that has your smell on it and escaping on
foot from persistent, trained hunting dogs is unbelievably difficult."

RESPONSE 2:

Ohhhhh so many ways. Really depends on what resources are on hand.

1. Suspect probably has friends and family. Check their houses, interview them, see what they know about the
suspects hobbies and motives. Do they have a goal they’re trying to achieve? Is that goal local or would it send
them running elsewhere?

2. Flowing from above, roadblocks. If you generally know where your suspect is, where they might try to go,
and what means of transportation are available to them, you can monitor those points of access until they show
up.

3. Technology. Where did the suspect use their credit card. Oh, they pulled out cash to avoid being traced? We
can see where they made the withdrawal and go from there. Is their phone still online? Can we call and trace
them? Were they recently active on social media? How about their friends? A lot of those posts have geotags in
the metadata

MODEL JUDGE:

- Response 1 aligns well with the standard answer by emphasizing technology (cell phone tracking), public
involvement (providing descriptions and photos), and surveillance methods (CCTV cameras and tracking dogs).
It touches upon finding the suspect’s connections, similar to the standard answer’s first point about identifying
likely places to "go to ground."

- Response 2 also covers relevant points such as investigating friends and family, setting up roadblocks, and
using technology like phone tracing and social media analysis. However, it delves into areas like credit card
tracking, which the standard answer specifically mentions as ineffective.

Overall, Response 1 more closely mirrors the strategies outlined in the standard answer. (7e Judgement is
incorrect by incorrectly estimating the weights of irrelevant or unimportant keypoints.)

Table 5: Case Study from LFQA-E from GPT-4o. This results from an incorrect information error.
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QUESTION:
Why do swear words exist? What is it about swear words that make us feel better? Why don’t other normal
words make us feel the same way swear words do?

REFERENCE:

Swear words fall broadly into two categories: profanity and obscenity.Profanity originates with the Ten
Commandments, specifically "Do not take the Lord’s name in vain" in Abrahamic religions. Generally the idea
though is "don’t disparage or devalue the sacred". This is where the term "curse words" comes from, as you
would curse someone by saying "God damn you". It’s also where the term "swear words" comes from, i.e.
"I swear to God". Obscenity, by contrast, is primarily words that relate to sex or using the toilet. These are
activities during which you would be vulnerable to being attacked, and also that produce excrement that could be
harmful for others. There is sometimes a need to discuss these things in polite company, so terms were divided
into "polite” and "rude". In English, this distinction largely comes from the language of origin. English has
linguistic roots in both Romance languages (ones based on Latin like French) and Germanic languages. At the
time when the language was developing, higher society had more background in Romance languages while the
lower classes were more Germanic. So the former words were considered refined and the latter crude and crass.
Most English obscenities have close analogs in German. In modern usage, there’s actually official definitions of
profanity and obscenity by the FCC. Profanity is using these words in an exclamatory sense, while obscenity is
using these words to describe the actions. The former is more allowable than the latter. As for why it feels good
to swear, it’s mostly because breaking a taboo gives a feeling of exhilaration, and if nobody actually suffers as a
result, you also get to feel like you’re "getting away with it". Basically, if we didn’t put so much emphasis on
NOT saying the words, it wouldn’t feel so good when we do say them.

RESPONSE 1:

Language is a tool of communication. Expletives communicate something that you basically cannot express
using polite language. There’s certainly an element to them where the social transgression is part of what makes
them function as they do. What is or isn’t considered a swear word largely depends on cultural values. In
the Middle Ages it’s pretty apparent that words related to bodily functions or sexuality were not considered
particularly offensive, while blasphemies were generally considered a lot more offensive than they are in most
modern societies. Medieval folks appear to have been simultaneously less prudish but more fearful of the
almighty.

RESPONSE 2:

Language has been used to separate classes for a very long time. Do you know why a pig is a pig in the pen but
pork on your plate? Or why a cow becomes beef when you serve it up? Because one word was used by the lower
class who raised the animals and the other word was used by the upper class who could afford to consume it (in
this case, Normans). Words used by the lower classes frequently, but not by upper classes, will be found to be
taboo in the upper classes, leading them to be essentially banned in polite society. They have power because they
are taboo, and for no other reason. The word *merde’ has no power to you unless you speak French, and the
word ’crap’ has no power to you unless you’re 6. You’'ve been conditioned to believe these words are strong, so
you feel strong when saying them. It really is that simple. It’s nothing more than the placebo effect.

MODEL JUDGE:

Upon evaluating both responses against the reference answer:

- Response 1 aligns closely with the standard answer by discussing the role of swear words in communication,
the significance of social transgression, and cultural variations in what is considered offensive. It also touches
on historical perspectives, similar to how the reference answer differentiates profanity and obscenity based on
origins and societal values.

- Response 2 introduces the concept of language separating classes and the power of taboo stemming from class
distinctions. While it addresses the conditioning and perceived strength of swear words, it deviates more from
the primary focus of the standard answer, which centers on cultural and linguistic origins rather than class-based
language differentiation.

Therefore, Response 1 is better.(7he Judgement is incorrect by observing the number of information coexisting.)

Table 6: Case Study from LFQA-E from GPT-4o0. This results from an identification error.
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QUESTION:
Can someone explain Benford’s Law. I get that certain numbers show up more often in large data sets, but why?

REFERENCE:

Benford’s Law is typically stated about data that span multiple orders of magnitude; so we have values that are
many times larger than others instead of them being close together. Next is that we have at least a bit of what is
called scale-invariance: unlike many simpler probability problems, we don’t assume that all numbers are equally
likely, but instead that larger ones are rarer. More precisely, we want roughly the same chance to land between x
and 2x as for landing between y and 2y. If those two are satisfied, Benford’s Law states that the leading digit 1 is
more likely than an other, and the larger digits are the less common ones. There can be no perfect examples of
scale-invariance in probability. But between those lie dozens of orders of magnitude, easily more than enough
within reason...

RESPONSE 1:

Benford’s law says if you gather up a bunch of random numbers that appear "in the wild" and you tally up the
first digits of each of these numbers then you will tend to find lots of 1’s and not many 9’s. This tends to happen
when you have a range of numbers which is spread out over multiple orders of magnitude. The reason is when
numbers are spread out over many orders of magnitude, it tends to be roughly uniform when measured on a "log
scale". This means that the number of data points between x and 2x will be about the same for different values
of x. In other words, there should be as many values between 100 and 200 as there are between 200 and 400.

RESPONSE 2:

Benford’s law says the first digit of a number picked from a large range of numbers tends to be a 1. Think of it
like this between 1 and 20, 11 of the 20 numbers start with a 1. Between 1 and 99, 11 of the 99 numbers start
with a 1. This repeats for 0-200 and 0-999 etc always holding the max of "just over half" and the min of "about
11 percent" so if you average that for all ranges, you get that about 30 percent of numbers in an unknown range
start with 1. Between 1 and 89, 1 number starts with 9, basically 1/89 percent. Going up to 99 brings us back to
11/99, but now 11 is the max and "almost 0" is the min, so again average it over all ranges, and you get more like
4 percent of lead numbers. You can then apply this to some fraud cases. If the numbers span multiple orders
of magnitude AND should be roughly random, AND there are a lot of them, you should expect them to match
Benford’s law pretty well. If they don’t, one of the 3 requirements is probably false. If you know the first and
last are true, you can say "these probably arent actually random".

MODEL JUDGE:

- Strengths of Response 1:

Correctly identifies that Benford’s Law applies to numbers spanning large ranges.

Explains the higher probability of 1 as a leading digit by comparing intervals which aligns with the scale-
invariance idea.

Mentions the decreasing probability for higher digits.

Correctly notes the conditions for applying Benford’s Law and its use in fraud detection.

- Weaknesses of Response 1:

Doesn’t explicitly mention scale-invariance, though the intuition is somewhat captured.

The explanation for why 1 is more likely is a bit simplistic.

- Strengths of Response 2: Introduces Benford’s Law in a simple, relatable context. Correctly notes that 1 and 2
are more common as leading digits.

- Weaknesses of Response 2:

Misrepresents the core reasons for Benford’s Law. The explanations given are incorrect or misleading. Benford’s
Law is not about human behavior but about inherent properties of scale-invariant data.

Doesn’t mention orders of magnitude or scale-invariance at all, which are central to the reference answer.

The references at the end are irrelevant to the actual content of the response.

No preference provided!

Table 7: Case Study For LFQA-E from GPT-4o. This results from a format error.
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QUESTION:
how do metals put together with electricity cause technology and chips and computers and data etc?

REFERENCE:

Silicon along with a little bit of some other elements combined form what is called a semiconductor, of which
there are 2 types, the n type and the p type. When you then sandwich these semiconductors in a specific way, it
has the property that applying a current to these sandwiches causes it to become conductive, or if you invert the
sandwich it has the property that it’s conductive when you don’t apply a current and then not conductive when
you do. So essentially, what you have created is an electrical switch, which is controlled by electricity, and we
call these transistors.

If you’re looking at how these transistors then form a computer, you can arrange transistors to perform logical
functions. A simple one would be the NOT gate, which just uses the second switch I mentioned that turns off
when there is an input. An AND gate would be if you took two switches, placed them one after the other, and
each switch is then controlled by an input. Both inputs need to be on for there to be an output.

RESPONSE 1:

For that, you need to look at boolian values and at turing machines. A boolian value is just a yes no answer.
Yes vs no, on vs off, one vs zero. Technically you use boolian values all the time in speech. “Is Tommy in
the bathroom?” You could answer “Yes”, but you could also say “one”, and anyone who knows Boolian will
understand.

A Turing machine is just a name for any machine that uses Boolian values. It has rules, for example “if you see
seven zeros in a row followed by a one, then do”. It seems pretty abstract. But math people have actually proved
that you can do any calculation, think any thought, perform any task, if you have the right rules designed for
your turing machine.

So once we figured that out, it just became a matter of inventing the right rules for the machine, and inventing
the best form for a machine to store boolian values. A transistor is always either a One or a Zero, and they can
be made very small, so it makes sense to use them for your Turing Machine.

RESPONSE 2:

When metals are put together with electricity in the context of technology, it typically refers to the process of
creating integrated circuits or microchips. These chips are made up of layers of different metals, such as silicon,
aluminum, and copper, that are carefully arranged on a silicon wafer.

Electricity is used to power the various components on the chip, allowing them to perform their specific functions.
The flow of electricity through these metal layers enables the chip to process and store information, ultimately
allowing computers and other electronic devices to function.

Additionally, metals such as gold and copper are used in the construction of circuit boards and connectors within
electronic devices. These metals have excellent conductivity properties, which allow for the efficient flow of
electricity throughout the device.

MODEL JUDGE:

Response 1 delves into the concept of Boolean values and Turing machines, which extends the topic to how
computers "think" and process data. It links the use of transistors to Turing machines and emphasizes the binary
nature of data processing, which aligns well with the reference answer’s explanation of logical functions and
binary systems accessible through transistors.

Response 2 focuses on the physical aspects of creating chips, such as the use of various metals and their
conductivity. While it provides a general overview of chip construction and functionality, it lacks depth on the
conceptual workings, like the function of transistors and binary systems, which is a significant aspect of the
reference answer.

The reference answer provides an explanation centered around the role of transistors as switches and their
organization to perform logical operations. It links this to the representation of numbers and data processing in
computers through binary systems, which Response 1 addresses more comprehensively compared to Response 2.
Therefore, Response 1 is better. (The evaluation is correct!)

Table 8: Case Study For LFQA-E from Deepseek-V3.
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QUESTION:
How did human calculate time?

REFERENCE:

For a long time we didn’t and no one cared. However, once you start farming, you need to know what season it
is, what hour of the day it is more or less, so you know what you can and should do on the fields for a bountiful
yield. The easiest way to do is to watch the celestial bodies, namely the two major ones, the Sun and the Moon
(the Stars also helped, but eventually it was more of a tool for navigation). Over time people figured out that the
Sun shifts, days are not evenly distributed over the year, but luckily it goes in cycles, so it is predictable. Once
you make a chart of these shifts throughout the year, you got yourself more or less a calendar. Civilizations
with accurate-enough calendars survived and thrived. Calendars got more and more accurate over time as our
math and science got better and here we are, keeping time down to split seconds. By the way, it does not fit
perfectly. We accumulate quite the error over time, but the Gregorian Calendar is designed as a way to correct
for these accumulative errors. The Persian Solar Calendar is the most accurate one, because the new year starts
after a celestial event. Gregorian calendar has a bigger focus on religious events rather than any celestial event,
so it needs corrections. We have a very accurate time measurement, but that is NOT what is used on the daily,
because we don’t need it.

RESPONSE 1:

Absolutely nothing about the way humans decided to calculate time “fits neatly” into Earth’s behaviours. Years
are actually 365 days plus 6 hours and 9 minutes, days are actually 23 hours and 56 minutes long.Ot her time
systems have been attempted, with the Romans dividing day and night into 12 hours, which varied in actual
length as the days and nights shifted through the year. They also had the “Civil Day” system: formal names
given to time according to certain markers (such as separate named times for “rooster is crowing” and “rooster
stops crowing”, or “time we light candles” and “bed time”). Humans have been struggling with measuring it
forever.

RESPONSE 2:

Time has been calculated and measured in various ways throughout history. One of the earliest methods used
by ancient civilizations was observing the movement of celestial bodies such as the sun, moon, and stars.
By tracking the positions of these objects in the sky, early astronomers were able to develop calendars and
timekeeping systems. The modern concept of time measurement is based on the International System of Units
(SI). In terms of dividing the day into hours, minutes, and seconds, this system was developed by the ancient
Babylonians and Egyptians. The Babylonians used a base-60 system for counting, which led to the division of the
hour into 60 minutes and the minute into 60 seconds. The Egyptians also used a similar system of timekeeping.
Overall, the calculation of time has evolved over centuries through a combination of astronomical observations,
scientific advancements, and cultural practices. The precise measurement of time today is achieved through the
use of atomic clocks and coordinated universal time (UTC) to ensure accurate timekeeping worldwide.

MODEL JUDGE:

The reference answer emphasizes the historical development of time measurement, focusing on the transition
from no precise timekeeping to the necessity of using celestial bodies for farming.

Response 1 discusses the inconsistency and challenges of time measurements historically, noting the Roman
system and difficulties faced by humans in tracking time over time. While it touches on early attempts to measure
time, it doesn’t delve specifically into celestial observations or the evolution of calendars as much.

Response 2 covers the historical aspect of using celestial bodies and tracks the progression to modern timekeeping
with atomic clocks. It also discusses the Babylonian and Egyptian contributions to dividing time. This response
aligns more closely with the standard answer by tracing the transition from ancient methods to modern precision,
even mentioning cultural influences on timekeeping.

Overall, while both responses provide historical context, Response 2 is closer to the reference answer as it better
follows the progression of timekeeping from ancient observations leading to the precise systems we have today.
Therefore, Response 2 is better. (The evaluation is correct!)

Table 9: Case Study For LFQA-E from Deepseek-V3.
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PROMPT FOR LLM FILTER.

# Question Filtering Instructions

## Objective

Filter out questions that are either unclear in
— their description or too broad to provide a
< meaningful reference.

## Filtering Criteria

### 1. Unclear Questions

Reject questions that exhibit:

* Ambiguous wording or phrasing

Multiple possible interpretations
Missing critical context or parameters
Vague or undefined terms

Grammatical issues that obscure meaning
Incomplete or fragmented thoughts

* % % % %

### 2. Overly Broad Questions

Reject questions that:

* Request information on topics with no

< reasonable boundaries

* Would require encyclopedic or book-length

< answers

* Ask for opinions on vast, multi-faceted

< subjects

* Lack specific focus or scope constraints

* Would yield references too general to be useful
* Cover multiple unrelated topics simultaneously

## Process
1. Read the question carefully and completely
2. Evaluate against both clarity and breadth
— criteria
3. Make a filtering decision:
* *xPASS*x: Question is clear and
< appropriately scoped
* **REJECT - UNCLEAR**: Question lacks clarity
< (provide specific reason)
* **REJECT - TOO BROAD**: Question is overly
< broad (provide specific reason)

## Examples of Questions to Reject

* "What about technology?” (unclear)

* "Explain everything about human history” (too
< broad)

* "How does stuff work in general?” (both unclear
— and too broad)

* "What are all the factors affecting everything
— in the world?"” (too broad)

## Examples of Questions to Pass

* "What is the boiling point of water at sea

— level?”

* "How does photosynthesis work in green plants?”
* "What were the main causes of World War I?"

Table 10: Prompt for LLM Filter.
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PROMPT FOR LLM CHECK.

## Objective

Evaluate whether the provided reference contains
— all necessary information to fully answer

— the given question.

## Process
1. Analyze the question to identify:
* The main topic being asked about
* Specific information points required for a
< complete answer
* Any implied sub-questions or requirements

2. Thoroughly examine the reference material for:
* Direct answers to the question's
< requirements
* Necessary context and background information
* Supporting details and evidence

3. Perform a gap analysis:
* Match each question requirement against
— information in the reference
* Identify any missing information points
* Note ambiguities or incomplete explanations

4. Make a determination:
* If all required information is present: Mark
— as "SUFFICIENT"
* If partial information is present: Mark as
— "PARTIALLY SUFFICIENT" and list missing
— elements
* If critical information is missing: Mark as
< "INSUFFICIENT"” and explain what's missing

5. Provide a brief explanation supporting your
< assessment

## Important Considerations

* Focus only on information completeness, not
< quality or accuracy

* Consider both explicit and implicit

— information in the reference

* Do not supplement missing information from
— external knowledge

* Be specific about any information gaps

— identified

Table 11: Prompt for LLM Check.



PROMPT FOR LLLM PARAPHRASE.

## Objective

Transform the provided response into a more
— verbose version while strictly preserving
< the original meaning and information.

## Requirements
- Expand the original text by adding descriptive
— language, elaborations, and explanatory
— phrases
- Maintain complete fidelity to the original
information—do not introduce any new facts,
claims, or insights
- Preserve the tone and intent of the original
< message
- Use stylistic techniques such as:
* Adding clarifying phrases and parenthetical
explanations
* Employing more elaborate sentence structures
* Incorporating synonyms and varied vocabulary
* Adding transitional phrases between ideas
* Expanding brief points into full explanations
- Ensure the final text feels natural and not
artificially inflated

—
—

—

—

## Process

1. Thoroughly analyze the original response to
understand its complete meaning

2. Identify core points and supporting details
3. Expand each point methodically while

< maintaining the original structure

4. Review to confirm no new information has been
<« introduced

5. Polish the text for readability and flow

—

Table 12: Prompt for LLM Paraphrase.
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C.2 English LLM Evaluation Instruction

The instruction for all LLMs and LRMs is in Table
13. The instruction for Prometheus series is in
Table 14. The instruction for Auto-J is in Table 15.

PROMPT FOR ENGLISH LLLM EVALUATION.

## Objective

Transform the provided response into a more
verbose version while strictly preserving
< the original meaning and information.

—

## Requirements
- Expand the original text by adding descriptive
— language, elaborations, and explanatory
< phrases
- Maintain complete fidelity to the original
information—do not introduce any new facts,
claims, or insights
- Preserve the tone and intent of the original
— message
- Use stylistic techniques such as:
* Adding clarifying phrases and parenthetical
explanations
* Employing more elaborate sentence structures
* Incorporating synonyms and varied vocabulary
* Adding transitional phrases between ideas
* Expanding brief points into full explanations
- Ensure the final text feels natural and not
artificially inflated

—

—

—

—

## Process

1. Thoroughly analyze the original response to
— understand its complete meaning

2. Identify core points and supporting details
3. Expand each point methodically while

< maintaining the original structure

4. Review to confirm no new information has been
— introduced

5. Polish the text for readability and flow

Table 13: Prompt for English LLM Evaluation.



PROMPT FOR PROMETHEUS EVALUATION.

###Task Description:

instruction (might include an Input inside
it), a response to evaluate, and a score
rubric representing a evaluation criteria
are given.

Write a detailed feedback that assess the
quality of two responses strictly based on
the given score rubric, not evaluating in
general.

After writing a feedback, choose a better

You should refer to the score rubric.

The output format should look as follows:
"Feedback: (write a feedback for criteria)
[RESULT] (A or B)"

4. Please do not generate any other opening,

closing, and explanations.

R A A 1

—

###Instruction:
{orig_instruction}

###Response A:
{response_A}

###Response B:
{response_B}

###Score Rubric:
{score_rubric}

###Feedback:

response between Response A and Response B.

Table 14: Prompt for Prometheus Evaluation.
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PROMPT FOR AUTO-J EVALUATION.

are a helpful and precise assistant for
checking the quality of the feedback.

pieces of feedback have been provided for the
same response to a particular query. Which
one is better with regard to their
correctness, comprehensiveness, and
specificity to the query?

R
o C

[BEGIN DATA]

*k%k

[Queryl: {prompt}

k%%

[Response]: {response}
k)%

[Feedback 1]: {feedback1}
k)%

[Feedback 2]: {feedback2}
k)%

[END DATA]

Please choose from the following options, and
< give out your reason in the next line.

A: Feedback 1 is significantly better.

B: Feedback 2 is significantly better.

C: Neither is significantly better."""

Table 15: Prompt for Auto-J Evaluation.

D Annotation Recipe

We show the annotation recipe below.



PrROMPT FOR LLLM CHECK.

## Overview

This guide helps annotators evaluate and compare long-form responses against a reference to determine
< which response is more informative and complete. The process uses a triple-choice format

< (Response A Better, Response B Better, or Tie).

## Key Principles

- Focus on *xfactuality*x and **completenessx* according to the reference

- Fluency is not a primary evaluation criterion (all responses are expected to be fluent)
- Use information units as the basic evaluation unit

- Minimize bias through systematic comparison

## Prerequisites

- Domain knowledge relevant to the question topic

- Understanding of the subject matter through academic coursework or professional experience
- Ability to maintain focus during paragraph-level analysis

## Evaluation Process

### Step 1: Extract Key Information from Reference
1. Read the question carefully to understand what information is being requested
2. Read the reference thoroughly
3. Identify and list all key information units that:
- Directly answer the question
- Provide necessary context or background
- Support the main answer with evidence or examples
4. Organize key information into logical categories or themes

### Step 2: Check for Key Information in Responses
For each response (A and B):
1. Read the response completely
2. Map each key information unit from the reference to the response
3. Mark which key information units are:
- Present and accurate
- Present but inaccurate
- Missing entirely
4. Note any additional information not in the reference

### Step 3: Handle Response Content
1. Evaluate additional information:
- Is it relevant to the central topic?
- Does it enhance understanding or is it verbose/unnecessary?
2. Identify intertwined information:
- For sentences containing both correct and incorrect information, separate the components
- Assess the impact of any inaccuracies on the overall response quality

#i## Step 4: Compare Overlapping Information
1. Compare how well each response covers the key information units
2. Consider:
- Completeness: Which response includes more key information?
- Accuracy: Which response presents information more correctly?
- Relevance: Which response stays more focused on the question?
3. Compare the quality of overlapping information presentation

### Step 5: Make Final Decision

Select one of three options:

- *xResponse A is Better*x: A contains more key information and/or presents it more accurately
- x*Response B is Betterx*: B contains more key information and/or presents it more accurately
- *xTie*x: Both responses are comparable in information coverage and accuracy

## Common Pitfalls to Avoid

1. Losing focus due to long paragraphs - use the systematic approach

2. Allowing domain bias to influence decisions - stick to the reference
3. Confusing eloquence with accuracy

4. Missing subtle differences between comparable responses

Table 16: Annotation recipe of LFQA-E.
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