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Abstract

Existing reference-free turn-level evaluation
metrics for chatbots inadequately capture the
interaction between the user and the system.
Consequently, they often correlate poorly with
human evaluations. To address this issue, we
propose a novel model-agnostic approach that
leverages Conditional Pointwise Mutual Infor-
mation (C-PMI) to measure the turn-level inter-
action between the system and the user based
on a given evaluation dimension. Experimental
results on the widely used FED dialogue eval-
uation dataset demonstrate that our approach
significantly improves the correlation with hu-
man judgment compared with existing evalu-
ation systems. By replacing the negative log-
likelihood-based scorer with our proposed C-
PMI scorer, we achieve a relative 60.5% higher
Spearman correlation on average for the FED
evaluation metric. Our code is publicly avail-
able at https://github.com/renll/C-PMI.

1 Introduction

Evaluating dialogues is a multi-faceted task that de-
mands consideration of diverse dimensions, which
distinguishes it from the evaluation of task-oriented
dialogue systems. Traditional n-gram-based eval-
uation metrics, such as ROUGE (Lin, 2004) and
BLEU (Papineni et al., 2002), demonstrate weak
correlation with human-annotated judgments due
to the broad spectrum of potential responses in di-
alogues. As a result, researchers often resort to
human evaluations to ascertain the quality and ef-
fectiveness of their generated system responses, es-
pecially for knowledge-guided dialog systems (Li
et al., 2022; Fung et al., 2023; Lai et al., 2023).

Substantial research has been conducted on
automatic evaluation metrics for dialogue (Yeh
et al., 2021). These metrics can be classified
into reference-based and reference-free categories.
Reference-based metrics, which depend on com-

∗Equal contribution.

paring the system response to a human-written ref-
erence response, are generally inadequate for dia-
logue evaluation due to the inherent one-to-many
nature of dialogues. The reference-free metric in-
stead uses a computational model to generate a
score for the system response with a given context.

Early models predominantly focus on a limited
set of general features of dialogue generation qual-
ity, such as context coherency and fluency. Sub-
sequent evaluation metrics investigated additional
dimensions, such as USL-H (Phy et al., 2020),
which combines relevance evaluation with fact-
to-response selection. Holistic-eval (Pang et al.,
2020) assesses content coherence, language flu-
ency, self-consistency, and semantic appropriate-
ness. D-Score (Zhang et al., 2021b) and Predictive
Engage (Ghazarian et al., 2020) introduce response
diversity and engagement scores. The recent FED
(Mehri and Eskenazi, 2020a) metric encompasses
18 turn-level and dialogue-level metrics, including
interestingness, likeability, and response flexibility.
However, all of these methods do not model the
interaction between the turn-level response and the
dialogue history and regard them as an integrated
context for score calculation.

In this paper, we focus on directly modeling
user-system interactions through the lens of Mu-
tual Information (Shannon, 1948; Ghassami and
Kiyavash, 2017) and propose a novel scorer based
on Conditional Pointwise Mutual Information (C-
PMI), which effectively captures the turn-level in-
teractions between the system and user with respect
to a given hypothesis. We demonstrate that our
approach results in a reference-free, training-free,
automatic turn-level dialogue evaluation that signif-
icantly outperforms state-of-the-art methods with
a comparable number of model parameters. Our
contributions in this work are three-fold:

• A novel dialogue evaluation metric based on
Conditional Pointwise Mutual Information (C-
PMI) that effectively captures turn-level in-
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teractions between the system and user with
respect to a given hypothesis.

• An unreferenced, training-free, automatic
turn-level dialogue evaluation that signifi-
cantly outperforms state-of-the-art methods
with a comparable number of model parame-
ters.

• A model-agnostic approach that can be served
as a generalized alternative to the Negative
Log-Likelihood (NLL) based evaluation met-
rics when interactions between previous turns
need to be considered.

2 Related Work

Developing automatic evaluation metrics for dia-
log is challenging for several reasons: 1) Dialogues
often have a one-to-many nature, rendering word-
overlap metrics ineffective. To address this issue,
metrics should be designed to be reference-free. 2)
Given the limitless nature of conversation topics
in open-domain dialogues, the dialogue evaluation
metrics are expected to understand the semantic
meaning of both the dialogue context and the gen-
erated responses. This necessitates a metric that
can leverage pre-trained large language models and
self-supervised training objectives. 3) Training di-
alogue evaluation metrics solely on labeled data
can significantly restrict the metric’s range, risking
over-fitting to the training data in terms of conver-
sation topics and response generation models. As
such, recent metrics have started to incorporate self-
supervised training objectives designed to capture
various aspects of a dialogue, such as relevance,
fluency, and interestingness among others.

Given the aforementioned challenges, large lan-
guage models have become an integral part of di-
alogue evaluation. DialogRPT (Gao et al., 2020)
employs an extended GPT-2 model trained on 147
million conversation-like interactions from Reddit.
USR (Mehri and Eskenazi, 2020b) is an unsuper-
vised, reference-free tool that takes advantage of
the RoBERTa (Liu et al., 2019) model. USR em-
ploys a dialogue retrieval metric for assessing dia-
logue, where the metric is trained to differentiate
between a ground truth response and a randomly
sampled response. The FED metric (Mehri and
Eskenazi, 2020a) utilizes DialoGPT (Zhang et al.,
2020) due to its capacity for capturing knowledge,
specifically within the context of conversations. It
ignores the interaction between the user and the

system and consider the dialogue history and the
system response as an integral context, while our
method explicitly captures such interaction through
conditional mutual information.

3 Background

FED (Mehri and Eskenazi, 2020a) measures eigh-
teen fine-grained qualities of dialogue without re-
quiring comparison to a reference response or train-
ing data with ground-truth human ratings. The
method leverages DialoGPT and uses the follow-
up hypotheses as a means of evaluation, based on
the assumption that the language model has learned
to accurately measure the likelihood of the input
sequence. Given a dialog context c, a system re-
sponse r, and a scorer L that computes the aver-
age Negative Log-Likelihood (NLL) of a sequence
with a language model θ, the predicted score for a
pair of positive and negative hypotheses (pi, ni) is
calculated as,

|n|∑
i=1

L ({c, r, ni}, θ)−
|p|∑
i=1

L ({c, r, pi}, θ) ,

where {a, b} means text b is appended to text a,and
for each of the evaluation dimensions, |p| and |n|
number of positive and negative hypothetical sen-
tences are respectively pre-defined and used for
reducing evaluation variance. For example, given a
combined history {c, r}, the response is regarded
as more interesting if the probability of DialoGPT
generating a positive hypothesis (e.g., "That’s re-
ally interesting!") is greater than the probability
of it generating a negative one (e.g., "That’s really
boring.").

4 Conditional Pointwise Mutual
Information based Turn-level Metric

For each of the dialogue turn t, our Pointwise
Mutual Information (PMI) based metric is con-
sidering the dependencies between the following
three random variables: the full dialogue history
rt = {u0, x0, u1, x1, ..., ut} ∼ R (where ut is the
user utterance), the system response xt ∼ X and
a hypothesis h ∼ H . Ideally, we want to know
how much correlation between the dialogue history
and the system response causes the hypothesis to
be a plausible entailment of the combined history,
{rt, xt}. We measure such correlation by calcu-
lating the Conditional Mutual Information (CMI)
between the response and the history with a given



hypothesis, i.e.,

I(R,X|H) = ER,X,H [log
p(rt, xt|h)

p(rt|h)p(xt|h)
]

= ER,X,H [log
p(rt, xt, h)p(h)

p(rt, h)p(xt, h)
].

Intuitively, if I(R,X|H) is large, the hypothesis is
less likely to be caused by the interaction (i.e., the
shared information) between R and X .

Since sampling the history on a turn-by-turn ba-
sis needs exponentially increasing computation, an
accurate estimation of the CMI between these ran-
dom variables is intractable. Therefore, we pro-
pose to measure the CMI by calculating the point-
wise mutual information contained between the
observed dialogue history and the system response
when the hypothesis is appended to the combined
history. Formally, we define our Conditional PMI
(C-PMI) score between the observed dialogue his-
tory, the system response, and the hypothesis as
follows,

C-PMI(rt, xt|h) = log
p(rt, xt, h)p(h)

p(rt, h)p(xt, h)
.

In practice, we estimate the probability of each
sequence using the averaged Log-Likelihood (LL)
obtained from a language model Pθ, i.e.,

LL(s) =
1

n

n∑
i=1

logPθ(si|s<i),

and our score is then computed as,

C-PMI(rt, xt|h) = LL(rt, xt, h) + LL(h)

− LL(rt, h)− LL(xt, h),

which can be efficiently implemented using the
modern deep learning framework. To retain the
symmetric property of the mutual information, we
also define a symmetric version of our score, C-
PMI-SYM, by interchanging the response and the
dialogue history, i.e.,

C-PMI-SYM(rt, xt|h) =
1

2
(C-PMI(rt, xt|h)

+ C-PMI(xt, rt|h)).

For integrating our scorer with the existing evalu-
ation system such as FED, we simply replace its
NLL scoring function with our C-PMI scorer, and
follow the original pipeline to get the final score
for each of the data samples.

5 Experiments

5.1 Dataset

We evaluate our model on the turn-level annotated
subset of the FED (Mehri and Eskenazi, 2020a)
dataset. This subset consists of 455 data samples,
each of which includes a dialog context, a system
response, and eight human-annotated turn-level la-
bels: Interesting, Fluent, Engaging, Specific, Rel-
evant, Correct, Appropriate, and Understandable.
The annotations are obtained through a survey with
the options of No, Somewhat, Yes, or N/A. An
additional overall impression label is measured us-
ing a five-point Likert Scale. The FED dataset
is proposed to evaluate metrics as it is annotated
with human quality judgments with conversations
from Meena and Mitsuku bots (Adiwardana et al.,
2020).

5.2 Baseline Metrics

We primarily compare our proposed reference-free
and unsupervised metric with FED, but other base-
lines are also included as follows.

BARTScore (Yuan et al., 2021) is a text-scoring
model based on BART (Lewis et al., 2020) and
does not requiring any fine-tuning. BARTScore
calculates the weighted log probability of text y
given text x:

BARTSCORE =
m∑
t=1

ωt logPθ (yt | y<t,x) ,

where the weighted sum of the log probability of
one text y given the other text x is used for scoring.

DynaEval (Zhang et al., 2021a) is an automatic
evaluation framework for dialogue response gener-
ation tasks, designed to evaluate both turn-level and
dialogue-level. The framework utilizes structured
graph representations of dialogues and is trained on
datasets that contain ground-truth human ratings.

5.3 Implementation Details

We follow the data pre-processing procedure as
used by Yeh et al. (2021) for the FED dataset , and
modify the scorer function as in the original FED
repository. Following Yeh et al. (2021), we use a
special “<|endoftext|>” token to connect each turn
of the system responses and the user utterances
for constructing a full sequence. The sequence is
then fed into the DialoGPT-large language model
to obtain the log-likelihood for calculating both the
FED score and our C-PMI score.



Metrics Interesting Fluent Engaging Specific Relevant Correct Appro. Und. Avg.

Supervised with Human Evaluations

DynaEval 32.7 17.1 30.0 34.6 26.3 24.2 20.2 20.0 25.6

Unsupervised

BARTSCORE 15.9 14.0 22.6 8.3 11.9 7.6 10.0 12.0 12.8
FED 32.4 -13.4 24.0 14.1 19.9 26.2 -9.4 1.3 11.9
FED∗ 32.5 1.5 17.6 23.0 13.4 15.9 7.7 6.0 14.7
FED + C-PMI-SYM 48.2 16.0 36.3 27.9 11.4 15.4 17.8 9.8 22.8
FED + C-PMI 48.2 16.4 36.4 28.8 13.5 17.4 17.8 10.0 23.6

Table 1: The Spearman correlations with human judgment on the FED Turn-level dataset. Italicized values indicate
that they are not statistically significant (p > 0.05). We include the results from the supervised metric to showcase
the power of our method. For the unsupervised metrics, the highest correlation is shown in bold and the second
highest is underlined. ∗ indicates our reimplementation. The results for DynaEval, BARTSCORE, and FED are from
Fu et al. (2023). Appro. and Und. are respectively the abbreviations of the evaluation dimensions: Semantically
Appropriate and Understandable.

6 Results & Analysis

Table 1 shows that our proposed metrics, FED+C-
PMI-SYM and FED+C-PMI, outperform other
methods in most of the evaluation dimensions, and
is comparable to DynaEval which requires training
on the evaluation dataset. Both FED+C-PMI-SYM
and FED+C-PMI show substantial improvements
in Interesting, Engaging, Specific, Semantically
Appropriate and the Understable dimensions com-
pared to our re-implemented FED metric. Notably,
our metric even substantially outperforms DynaE-
val on the Interesting and the Engaging dimensions
which conceptually needs an accurate measure of
the interaction between the user and the system.
This demonstrates the effectiveness of our approach
in capturing turn-level interactions.

The performance of FED+C-PMI-SYM and
FED+C-PMI is quite similar across most dimen-
sions. However, FED+C-PMI shows slightly better
performance in the Relevant, Correct, and Under-
standable dimensions, suggesting that the asym-
metrical variant of the C-PMI calculation might
provide more accurate evaluation scores in certain
cases. We suspect that this is because interchang-
ing the positions of the response and the dialogue
history results in unnatural dialogue, which leads
to worse probability estimation from the language
models.

The results indicate that the proposed C-PMI-
based turn-level metrics are capable of providing
a more accurate evaluation of dialogue system re-
sponses compared to existing state-of-the-art meth-
ods. Moreover, our metric is unreferenced and
training-free, which makes it particularly suitable
for practical applications, such as responses selec-

tion and re-ranking.

7 Conclusion

In this paper, we introduce a novel dialogue evalua-
tion metric based on Conditional Pointwise Mutual
Information (C-PMI) that captures turn-level inter-
actions between the system and user across vari-
ous evaluation dimensions. The proposed metric
is reference-free and training-free, outperforming
state-of-the-art methods with a comparable num-
ber of model parameters. For turn-level dialogue
evaluations, our experimental results demonstrate
that this metric can serve as a generalized alter-
native to the Negative Log-Likelihood scorer for
multi-dimensional evaluation metrics. We plan to
extend our approach to other dialogue evaluation
methods and explore its applicability to general
text generation problems. We are also interested to
see if our measure can improve the factual consis-
tency evaluation for document-grounded dialogue
or conversational question answering. Additionally,
we will investigate incorporating our C-PMI-based
metric into the fine-tuning process of LLMs.

Limitations

While our proposed method demonstrates promis-
ing results and outperforms several state-of-the-art
techniques, it is important to acknowledge certain
limitations.

• Dependence on pre-trained LLMs: Our
method relies heavily on the pre-trained
LLM’s quality and the knowledge it has cap-
tured. As a result, any biases, inaccuracies, or
limitations present in the LLM may directly



impact the performance of our evaluation met-
ric.

• Lack of diversity in the dataset: The FED
dataset, which we use for evaluation, is pri-
marily derived from conversations with the
Meena and Mitsuku chatbots. Consequently,
it is possible that our evaluation might not
have better correlation with human ratings for
other dialogue systems or more diverse con-
versational contexts.

• Adaptability to new evaluation dimensions:
Our method currently focuses on eight turn-
level metrics. Extending the method to incor-
porate additional or novel evaluation dimen-
sions might require further investigation and
calibration.

• Computational cost: The current implemen-
tation of our approach is around twice as slow
as the baseline NLL-based method due to mul-
tiple times of the inferences of the language
model. The efficiency of the implementation
can be improved in the future by re-using the
log-likelihood of the dialogue history.

• Subjectivity in human judgments: Our eval-
uation metric’s correlation with human judg-
ments serves as a key performance indicator.
However, human judgments are inherently
subjective, which could lead to inconsisten-
cies or discrepancies in the evaluation results.

Despite these limitations, our proposed method
presents a significant step forward in dialogue eval-
uation, offering a model-agnostic, unreferenced,
and training-free approach that captures the hu-
man and the system interaction. Future work could
address these limitations and explore additional di-
mensions of evaluation, further refining the method
and its applicability across a broader range of dia-
logue systems and text evaluation systems.
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