
ENHANCING TEXT-TO-MUSIC GENERATION THROUGH
RETRIEVAL-AUGMENTED PROMPT REWRITE 2025

Anonymous Authors
Anonymous Affiliations

anonymous@ismir.net

ABSTRACT1

This paper evaluates the extent to which expertise in2

prompt construction influences the quality of the music3

generation output. We propose a Retrieval-Augmented4

Prompt Rewrite system (RAG) 1 that transforms novice5

prompts into expert descriptions using CLAP. Our method6

helps preserve user intent and bypass the need for ex-7

tensive domain training of the user. Given novice-level8

prompts, participants selected relevant terminologies from9

top-k most textually or audibly similar MusicCaps cap-10

tions, which were fed into GPT 3.5 to create succinct,11

expert-level rewrites. These rewrites were then used to12

generate music with Stable Audio 2.0. To mitigate anchor-13

ing bias toward expert prompts, we implemented a counter-14

balanced design and conducted a subjective study to eval-15

uate the effectiveness of RAG. We generated rewrites us-16

ing a traditional LoRA fine-tuning method as our baseline.17

Participants evaluated the expertness, musicality, produc-18

tion quality and preference of music generated from novice19

and expert prompts. Both RAG and LoRA rewrites sig-20

nificantly improve music generation across all NLP and21

subjective metrics, with RAG outperforming LoRA over-22

all. Finally, the subjective results largely align with Meta’s23

Audiobox Aesthetics metrics.24

1. INTRODUCTION25

Text-to-music platforms such as Stable Audio [1], Suno 2 ,26

and Riffusion 3 enable users to express creative intent27

through text prompts. However, models trained on prompts28

with domain-specific semantics [2] often encounter un-29

derspecified real-world queries [3] and out-of-distribution30

prompts leads to subpar outputs at inference time.31

To address this description gap, we propose a Retrieval-32

Augmented Prompt Rewrite system (RAG) that helps33

novices craft precise, expressive prompts without requir-34

ing musical training. Our approach uses CLAP-based re-35

trieval [4] to preserve and enrich user intent. Pre-computed36

1 GitHub link redacted for review
2 https://suno.com
3 https://github.com/riffusion/riffusion-hobby
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CLAP embeddings from MusicCaps [2] enable retrieval37

of audio and captions most similar to the user’s novice38

query. Users then select keywords to guide GPT-3.5 [5] in39

generating an expert-level rewrite. For example, a novice40

prompt like “Calming classical music similar to Bach with41

harp” becomes “Heavenly, melancholic ballads with harp42

arpeggios, similar to calming classical Bach” (Figure 1).43

2. RELATED WORKS44

Challenges in Text-to-Music Prompt Construction. Un-45

derspecified prompts often yield generic outputs. Zang and46

Zhang [6] identify this “one-to-many mapping” problem47

between one vague prompt and many valid interpretations48

and propose the use of LLMs for aligning model outputs49

with user intent. Other efforts include rank-based align-50

ment [7] and intent taxonomies for retrieval scenarios [3].51

These approaches prioritize cross-modal similarity scores52

or retrieval over expressive generation.53

Retrieval-Augmented Generation.54

RAG [8] combines a retrieval module with a55

sequence-to-sequence generator for knowledge-intensive56

tasks. The original framework uses a pre-trained re-57

triever—comprising a query encoder and a dense docu-58

ment index—and a pretrained generator, which are fine-59

tuned jointly to adapt to the specific tasks.60

RECAP [9] applies RAG to audio captioning by incor-61

porating retrieved captions as contextual input. We ex-62

tend this to the reverse process of text-to-music generation,63

treating novice prompts as out-of-distribution inputs and64

enriching them with retrieved textual descriptions from a65

CLAP-based index. We rely on pre-trained retriever and66

generator components—CLAP and GPT 3.5, respectively.67

Re-AudioLDM [10] addresses diffusion-based models’68

poor performance on rare events in audio generation. The69

authors propose a retrieval-augmented framework that uses70

CLAP to retrieve top-k relevant text–audio pairs and incor-71

porates those features (via AudioMAE and T5 encoders)72

into the latent diffusion model through cross-attention.73

Our system prioritizes user interaction and improves music74

generation quality without requiring model fine-tuning.75

Contrastive Language-Audio Pretraining. CLAP [4]76

aligns audio and text in a shared embedding space via77

contrastive learning. We use a CLAP checkpoint (mu-78

sic_audioset_epoch_15_esc_90.14.pt) trained on music +79

Audioset + LAION-Audio-630k, because it is one of the80

larger models best suited for music related tasks.81
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Figure 1. Overview of two novice-to-expert prompt rewrite methods: (1) RAG, a retrieval-augmented generation method
that uses CLAP-based similarity to retrieve the top-k = 3 most relevant audio captions; participants then select keywords
(highlighted in blue) to guide GPT-3.5 in generating a custom expert-level prompt; and (2) LoRA, a fine-tuned model.

3. METHOD82

3.1 Data83

We used the MusicCaps dataset introduced by Agostinelli84

et al. [2] as the RAG datastore and as the basis for LoRA85

fine-tuning. Out of the 5,521 music samples—including86

1,000 genre-balanced examples spanning 24 genres—we87

were able to download 5,353 for computing text and au-88

dio embeddings. Each entry has an aspect list detailing89

musical features (e.g., "pop, mellow piano, high-pitched90

vocal") and a musician-written caption describing the 1091

second YouTube music track. To tackle the scarcity of92

novice-style music descriptions, we leveraged GPT-3.5 for93

MusicCaps prompt simplification by providing 24 novice-94

style examples, one per genre. With in-context learning,95

we generated a new set of novice captions, resulting in96

5,521 novice-expert caption pairs for LoRA fine-tuning.97

3.2 Baseline: LoRA Model98

Low-rank Adaptation (LoRA) [11] is a parameter-efficient99

fine-tuning method for adapting large language models to100

downstream tasks with reduced computational cost. We101

selected LLaMA-3 for LoRA as it supports parameter-102

efficient fine-tuning and is open-sourced. Our preliminary103

results showed that LoRA outperformed in-context base-104

lines (GPT-3.5 and LLaMA-3) on accuracy metrics such as105

BLEU and METEOR, and LoRA achieved an 89.49% win106

rate in LLM-as-a-judge evaluations compared to full fine-107

tuning. Consequently, we used LoRA as our fine-tuned108

baseline despite the backbone difference from RAG.109

We fine-tuned LLaMA-3.1-8B-Instruct [12] on the110

novice–expert paired dataset using a batch size of 4, 1500111

training steps, and LoRA applied to the top 8 transformer112

layers. The model learned to transform novice prompts113

into expert-level descriptions, preserving key musical at-114

tributes (instruments, genre, mood).115

3.3 RAG Procedure and Counterbalanced Design116

Participants enriched novice prompts by selecting key-117

words from retrieved captions on a StreamLit user in-118

terface and each novice prompt is passed through GPT-119

3.5 alongside the keywords to generate the RAG expert120

rewrite; experts prompts were used to generate audio via121

Stable Audio 2.0 (See Appendix for full RAG procedure).122

To reflect the real-world text-to-music iterative work-123

flows, we allowed participants to listen to the novice mu-124

sic generation and then rewrite prompts based on the initial125

output. However, rating their own rewrites can introduce126

anchoring bias. To mitigate this, we use a counterbalanced127

design: 24 participants were split into two groups, group 1128

rewrites the first three prompts and rates group 2’s rewrites129

of the remaining three, and vice versa.130

3.4 Evaluation Methods131

3.4.1 NLP Metrics132

We used four NLP metrics to evaluate the performance of133

our models in three different areas: BLEU [13] for seman-134

tic fidelity, Type-Token Ratio [14] (TTR) and Measure of135

Textual Lexical Diversity [15] (MTLD) for lexical diver-136

sity, and Flesch Reading Ease [16] (FRE) for complexity.137

3.4.2 Meta Audiobox Aesthetics Metrics138

To complement our survey, we applied Meta Audiobox139

Metrics [17]—a model-based evaluation method that rates140

audio along four axes: Content Usefulness (CU: poten-141

tial for reuse in content creation), Production Complex-142

ity (PC: complexity of audio scene, measured by number143

of audio components), Production Quality (PQ: technical144

aspects such as clarity and fidelity), and Content Enjoy-145

ment (CE: emotional impact, artistic expression, and sub-146

jective impact). These approximately map onto our survey147

dimensions of expertness, musicality, production quality,148

and preference, respectively.149



4. RESULTS150

4.1 NLP Results151

In our study, the RAG rewrites consistently achieved152

higher BLEU scores compared to the LoRA rewrites, sug-153

gesting they may better preserve the original intent in the154

novice prompt (See Table 1). RAG rewrites show a clear155

advantage over LoRA in both MTLD and TTR scores, in-156

dicating that RAG produces more lexically diverse out-157

puts. Finally, RAG also significantly surpasses LoRA in158

FRE, which indicates that the RAG rewrites are signifi-159

cantly more complex than LoRA rewrites.160

Model B1 B2 B3 B4 TTR MTLD FRE

LoRA 0.19 0.11 0.06 0.03 0.42 34.29 76.93
RAG 0.28 0.17 0.12 0.08 0.58 86.20 32.33

Table 1. Results of NLP metrics to evaluate rewrite’s ad-
herence to novice prompt (BLEU 1–4), lexical diversity
(TTR, MTLD), and complexity (FRE). Bold values indi-
cate the best performance.

4.2 Survey Results161

4.2.1 Paired t-tests.162

We first conducted three separate paired-sample t-tests163

to compare subjective ratings across four evaluation di-164

mensions corresponding to questions 2 to 5 in the sur-165

vey—expertness, musicality, production quality, and pref-166

erence—for music generated from novice prompts, RAG167

rewrites, and LoRA rewrites. Both RAG and LoRA out-168

perform novice prompts across all four dimensions (p <169

0.01), which is significant even after Bonferroni correc-170

tion for multiple comparison at an alpha-level of 0.05, but171

no statistically significant differences were found between172

RAG and LoRA. To explore this further, we turn to regres-173

sion models to investigate performance difference between174

LoRA and RAG.175

4.2.2 OLS Regression: Score ∼ Version.176

We first fit a simple OLS model with the rewrite method as177

a categorical predictor, where the levels correspond to the178

Score Intercept LoRA RAG Adjusted R2

Expertness 1.64 0.50† 0.58† 0.09
Musicality 1.56 0.64† 0.69† 0.14
Production 1.42 0.76† 0.99† 0.26
Preference 1.58 0.54† 0.71† 0.13

CU 2.25 0.29† 0.27† –
PC 2.02 -0.09 0.05 –
PQ 2.36 0.18† 0.20† –
CE 2.23 0.19* 0.21† –

Table 2. Rewrite Version Effects for Survey (OLS) and
Audiobox (Mixed Effect Model where Version is consid-
ered as fixed effect and PromptID as random intercept).
†p < 0.001, *p < 0.1
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Figure 2. Stacked bar plots showing the distribution of
survey scores (1–3) across rewrite versions for each eval-
uation dimension. Mean scores of each version are anno-
tated above each bar.

three prompt versions. As shown in Table 2, the model re-179

veals a consistent ranking: RAG > LoRA > Novice across180

all four metrics. Both RAG and LoRA show significant im-181

provements over novice prompts (p < 0.001), with RAG182

yielding higher intercepts than LoRA in all four metrics.183

For instance, production quality increases by 0.76 with184

LoRA and 0.99 with RAG, on a 3-point scale. Similarly,185

Figure 2 shows RAG exhibits higher proportions of top rat-186

ings (score = 3, shown in green) compared to LoRA and187

Novice, with mean scores consistently increasing across188

versions. For example, in the musicality dimension, the av-189

erage score rises from 1.56 (Novice) to 2.19 (LoRA) and190

further to 2.25 (RAG). While pairwise t-tests only test for191

statistical significance, OLS results shows the effect size of192

RAG is consistently larger than that of LoRA.193

4.2.3 Prompt-Specific Effects:194

Score ∼ Version × PromptID.195

To assess whether rewrite effectiveness is influenced196

by prompt content, we added interaction terms with197

PromptID. Table 3 results show that LoRA exhibits pos-198

itive interactions (p-value < 0.05) with Prompts 2, 4, 5,199

and 6 across various metrics, suggesting LoRA’s improve-200

ment is prompt-dependent (See Appendix Section 8.6). In201

contrast, RAG has minimal interactions with PromptID,202

indicating that its effectiveness is robust across prompts.203

4.2.4 Participant Variance:204

Score ∼ Version × PromptID + (1|ParticipantID).205

A mixed-effects model treating ParticipantID as a206

random intercept resulted in a group variance ≈ 0. This207

suggests that participant-specific variation is minimal and208

does not significantly influence the scores, confirming the209

robustness of observed version effects across listeners.210

Overall, both RAG and LoRA significantly improve211

generation quality. RAG achieves the strongest perfor-212

mance and robustness across prompts and users.213



Score Intercept Prompt LoRA Interaction RAG Interaction Adjusted R2

Expertness 2.00 P5 (−0.67), P6 (−0.83) P2 (+0.92), P4 (+1.33), P5 (+1.42), P6 (+1.67) None 0.15
Musicality 1.83 P6 (−0.67) P4 (+1.08), P5 (+0.92), P6 (+1.25) None 0.18
Production 1.50 None P6 (+0.92) P2 (−0.75) 0.28
Preference 1.75 None P5 (+1.08), P6 (+1.17) None 0.16

CU 2.38 P2 (+0.22), P5 (−0.98), P6 (−0.18) P5 (+0.85) P2 (−0.18), P5 (+0.95) 0.81
PC 2.28 P2 (−0.92) None None 0.46
PQ 2.45 P5 (−0.82) P5 (+0.77) P5 (+0.75) 0.73
CE 2.41 P5 (−1.05) P5 (+0.92) P5 (+0.94) 0.61

Table 3. OLS Prompt and Version Interaction Effects (p < .05) on Survey (top) and Audiobox (bottom) Scores
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Figure 3. Audiobox evaluation scores (CU, PC, PQ,
CE) for music generated using Novice, LoRA, and RAG
prompts. Each point represents the score of an individual
audio clip, while boxplots summarize the score distribu-
tion for each rewrite method in that dimension.

4.3 Audiobox Metric Results214

4.3.1 Mixed-Effects Model:215

Score ∼ Version + (1|PromptID).216

The model was able to isolate the effect of Version from217

prompt-level variability by including PromptID as a ran-218

dom intercept. It converged with non-zero prompt vari-219

ance, confirming that when prompt dependence was ac-220

counted for, we still finding a significant fixed effect for221

Version. As shown in Table 2 and Figure 3, both RAG222

and LoRA outperform Novice generations for CU, PQ, and223

CE. The definitions of PQ and CE align best with the sur-224

vey dimensions, and the Audiobox results on these two di-225

mensions are also the most consistent with the the survey226

findings, with average scores of RAG > LoRA > Novice.227

For instance, PC, as computed by Audiobox, captures the228

number of audio components, whereas our survey’s defini-229

tion of musicality includes broader artistic attributes such230

as instrument usage, genre appropriateness, and emotional231

impact. Therefore, the lack of significant improvement in232

PC is expected, given that our rewriting methods do not233

inherently favor increased instrumentation.234

4.3.2 Prompt-Specific Effects:235

Score ∼ Version × PromptID.236

To further examine version effects at the prompt level, we237

ran an OLS model with interactions. As shown in Table 3,238

PC remains largely unaffected, while other metrics show239

significant interactions with certain prompts—especially240

Prompt 5, which had the lowest base score but saw sig-241

nificant boosts from both LoRA and RAG.242

In conclusion, Audiobox results in the PQ and CE di-243

mensions corroborate our survey findings, further validat-244

ing that RAG rewrites produces the most consistent and245

high-quality musical output.246

5. DISCUSSION247

Our proposed rewrite methods successfully address the248

“one-to-many mapping” challenge posed by underspec-249

ified prompts by adding more expert-level musical at-250

tributes that reduces the scope of potential generations,251

as evidenced by the reduced score variance in the RAG252

and LoRA groups compared to the Novice group (See253

Figure A1 in Appendix Section 8.6).254

We evaluated six prompts covering R&B, classical, pop,255

soul, indie, and jazz, ensuring as much stylistic coverage256

and semantic diversity as possible. To ensure the validity257

of our comparisons despite the limited number of prompts,258

we explicitly modeled prompt-level variability: in Sec-259

tion 4.3.1, the mixed effect model treated PromptID as a260

random intercept. This approach separates the variance ex-261

plained by prompt-specific effects, ensuring that the fixed262

effect of Version reflects differences between rewrite263

methods after accounting for prompt variability. Similarly,264

analyses in Sections 4.2.3 and 4.3.2 contained 12 obser-265

vations per PromptID in all three levels, enabling us to266

separate the method effectiveness from prompt variability.267

Analysis on the musical ability of survey participants268

(Question 1), use of more novice prompts, as well as aug-269

mentation of the datastore with more expert caption-music270

pairs may further improve the proposed rewrite methods.271

6. CONCLUSION272

Our findings show that while LoRA rewrites improve273

music generation, RAG consistently outperforms LoRA,274

demonstrating superior robustness and greater preserva-275

tion of user intent. By allowing the selection of relevant276

terminologies, RAG more effectively bridges the gap be-277

tween novice and expert creators without demanding ex-278

tensive domain knowledge. The resulting prompts gen-279

erates music that consistently score higher across subjec-280

tive and objective evaluations. These insights demonstrate281

the potential of retrieval-augmented methods to enhance282

creative workflows in real-world applications, particularly283

in industry contexts where high-quality music generation284

with minimal barriers to entry for users is of high priority.285
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8. APPENDIX356

8.1 RAG Procedure357

1. Novice Prompt: Participants are shown a novice-level text prompt and listened to its corresponding generated audio.358

They identify areas for improvement (e.g., better instrumentation, unclear style).359

2. Prompt Refinement: Using the StreamLit interface (see GitHub), participants modify the original prompt into an360

“expert-level” description. This involves selecting keywords from retrieved textual or audio examples to add details361

about instrumentation, mood, genre, or other musical attributes they deemed important for generating a more expert-362

level musical output.363

3. Music Generation: The refined prompt is then processed by Stable Audio 2.0, producing a 30-second music output.364

Repeat Steps 1–3 for three prompts.365

4. Evaluation: Each participant ranks three versions of music (Novice, LoRA, RAG) generated by each of the three366

prompts rewritten by the other participant. Survey questions are listed below.367

8.2 Survey Questions368

1. Q1 (Musical Ability): "How familiar are you with the current genre under evaluation?"369

2. Q2 (Expertness): “Which version of the generated music sounds most like it was composed by an expert musician?”370

3. Q3 (Musicality): “Which version is the most musical, considering instrument usage, genre alignment, and emotional371

conveyance?”372

4. Q4 (Production Quality): “Which version sounds the most professional in terms of clarity, balance, mixing, and373

overall naturalness?”374

5. Q5 (Preference): “Which version do you prefer overall?”375

6. Q6 (Text-to-Music Consistency): “Did you notice any inconsistencies in how well the generated music adhered to376

the text prompt? If so, which version had the most issues?”377

For questions 2 to 5, we converted the user rankings for the three music versions (Novice, LoRA, RAG) into a numeric378

scale, assigning a score of 1 to the version originally ranked last, 2 to the version ranked second, and 3 to the version ranked379

highest.380

8.3 Audiobox Data Imbalance & Modeling381

Unlike the survey, where multiple participants rated the same pieces of audio for the Novice and LoRA groups, the Au-382

diobox metrics are computed directly from the audio itself, yielding only one set of scores (4 dimensions) per clip, and a383

total of 6 sets of scores (6 PromptIDs) for each of the two groups. In contrast, RAG was still evaluated on 72 pieces of384

audio, since each of the 12 pairs of participants generated one distinct RAG rewrite for each PromptID. This data imbalance385

precludes paired t-tests, so we used linear models for analysis.386

8.4 Diffusion Randomness387
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Figure A1. Audiobox scores for music generated from the same Novice, LoRA, or RAG prompt (PromptID = 5).



We did not explicitly model the variability inherent in diffusion process in the experiment (e.g., generating multiple388

musical outputs per prompt), but rather assumed minimal variation across outputs from the same text input. However,389

if we generate multiple audio for the same prompt in each group (here we take PromptID = 5 as an example), we can390

find the resulting rewrite groups’ Audiobox scores has higher mean and lower variance than that of the Novice group in391

the CU, PQ, and CE dimensions, as shown in Figure A1, which aligns with our Audiobox Analysis results in Section392

4.3. This indicates that the effectiveness of rewrite methods is robust to random fluctuations in diffusion-based generation.393

Higher average Audiobox scores show that rewrites better leverage the capabilities of the text-to-music model, and the394

lower variance in rewrite groups suggests more consistent outputs and improved handling of underspecified prompts.395

Further comparison between the LoRA group with the RAG group reveals that RAG method better capture user intent.396

While LoRA-based rewrites reduced ambiguity by mimicking expert-style prompts from MusicCaps, rigid fine-tuning397

limit user control. In contrast, RAG embraces the one-to-many nature of the task: it retrieves multiple relevant candidate398

prompts and enables refinement through personalized keyword selection. This flexibility is also reflected in NLP met-399

rics, where RAG achieves higher lexical diversity, greater textual complexity, and consistently higher BLEU scores than400

LoRA—indicating more specific, expert-level rewrites that better capture user intent.401

8.5 Text-to-Music Consistency402

To assess text-to-music consistency, as discussed in Q6, we computed the CLAP score for each audio and prompt pair. The403

72 RAG prompt-audio pairs achieved the highest mean CLAP score (0.4987, sd=0.03), followed by 6 LoRA prompt-audio404

pairs (0.4621) and 6 Novice prompt-audio pairs (0.4266). However, this result contrasts with our survey Q6 responses,405

where LoRA received the highest inconsistency vote. This discrepancy could be caused by Stable Audio model’s difficulty406

in generating human vocals when prompted, which many participants identified as the source of inconsistency.407

8.6 Prompt-specific Variation408
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Figure A2. Survey scores (Questions 2-5) for four evaluation metrics for music generated using Novice Baseline, LoRA,
RAG prompts across PromptIDs. Each circle represents a participant rating. Diamonds indicate the mean score for each
rewrite method within each PromptID.



This figure illustrates participant ratings for four evaluation metrics across three prompt versions when blocked by409

PromptID. Each circle represents an individual participant rating for a specific prompt (color-coded by PromptID, jittering410

used to avoid overlap between participant ratings and reveal the underlying density), while diamonds indicate the mean411

score for each version within each prompt.412

Overall, Novice prompts consistently receive the lowest scores across all metrics, while both rewrite methods show413

substantial improvement. Among the two, RAG generally achieves the higher mean ratings with less prompt-level variation.414

The tighter cluster of diamonds often near the top of the scale represents greater improvement and higher consistency. In415

contrast, LoRA improvements appear more prompt-dependent and is clustered more sparsely, as certain prompts (e.g.,416

Prompt 4, 5 and 6, shown in red, brown and pink) show larger gains while others (e.g., Prompt 1, 2 and 3, shown in blue,417

yellow and green) exhibit smaller differences. This complements the results of Table 3, where LoRA’s effect interacts more418

with PromptID. These patterns suggest that RAG method’s improvement to music generation is more generalizable when419

individuals could tailor the rewrites.420


