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ABSTRACT

While slow-thinking large language models (LLMs) exhibit reflection-like rea-
soning, commonly referred to as the “aha moment”, their ability to generate
informative critiques and refine prior solutions remains limited. In this paper, we
introduce Double—Checker, a principled framework designed to enhance the
reasoning capabilities of slow-thinking LLMs by fostering explicit self-critique
and iterative refinement of their previous solutions. By fine-tuning on our curated
1,730 self-critical instances, Double-Checker empowers long-CoT LLMs to
iteratively critique and refine their outputs during inference until their solutions
are evaluated as correct under self-generated critiques. We validate the efficacy
of Double-Checker across various reasoning benchmarks, demonstrating that
iterative self-critique significantly enhances the reasoning capabilities of long-CoT
LLMs. Notably, our Double-Checker increases the pass@1 performance on
challenging AIME benchmarks from 4.4% to 18.2% compared to the original
long-CoT LLMs. These results highlight a promising direction for developing
more trustworthy and effective LLMs capable of structured self-critique.

1 INTRODUCTION

Reasoning—the capacity to solve complex tasks by logically connecting facts and drawing conclu-
sions—represents a critical milestone in the quest for Artificial General Intelligence (Feigenbaum &
Feldmanl |1963; Morris et al., 2023; |[Huang et al., 2024; Xu et al.| 2025)). Following the advent of large
language models (LLMs), extensive research has sought to further enhance their reasoning ability,
spanning more effective pretraining (Shao et al., 2024} Yang et al., 2024b), supervised fine-tuning (Yu
et al.| [2023; Xu et al., 2024b}; [Tong et al.,|2024; |Ye et al., 2025a; Muennighoff et al., [2025)), rigorous
evaluation (Xu et al., 2025 Rein et al., [2024; [Phan et al., |2025)), and, more recently, reinforcement
learning (RL) (Jaech et al.| 2024} |Guo et al., [2025; [Team et al.,|2025). In particular, |Guo et al.| (2025)
shows that RL with verifiable rewards can push LLMs toward generating long chains of thought
(long-CoT) (Wei et al.l 2022) and exhibiting reflective-like reasoning behavior, often termed as the
“aha moment” (Gandbhi et al., |2025). Despite these gains, Recent works (Tian et al., 2025; [Hammoud
et al.L[2025) suggest that revisiting and refining previous solutions might unlock further improvements,
motivating us to integrate the “aha moment” into a systematic “reflect-and-refine” loop.

The key concept lies in the “reflect-and-refine” is critique: the model’s explicit evaluation of whether
a solution is correct and, if needed, how it can be improved (Gou et al., 2023} Xie et al., 2025;
Wang et al., [2025). Critique underpins the principle of selectively refining only those solutions
that need fixing, thereby preserving originally correct answers (Zhao et al., [2023; Xu et al.,|[20244a).
Numerous studies have demonstrated that critique can subsequently be utilized to enhance the quality
of generated outputs (Xie et al., [2025; |Wang et al., 2025} [Li et al.| [2025). For example, |Xie et al.
(2025)); Yang et al.| (2025)) train specialized critique-oriented LLMs capable of providing feedback to
generator LLMs. However, employing a separate model exclusively for critique introduces additional
overhead (Xie et al. 2025). Alternatively, Wang et al.| (2025) proposes integrating critique as a
training objective. Nevertheless, the resulting LLMs are unable to leverage self-critique effectively
during inference. Furthermore, Tian et al.|(2025) reports only marginal improvements for Long-CoT
LLMs, even after fine-tuning on 100K self-critique examples. These raise an open question: Do
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Question: Among the 900 residents of Aimeville, there are 195 who own a diamond ring, 367 who own a set of golf
clubs, and 562 who own a garden spade. In addition, each of the 900 residents owns a bag of candy hearts. There are
437 residents who own exactly two of these things, and 234 residents who own exactly three of these things. Find the
number of residents of Aimeville who own all four of these things.

Answer: 73

DeepSeek-Distill-Qwen-7B
<think>

</think>

Given the hyperbola, ...

Thus, the final answer is |480

+ probe prompt to induce self-critique:
Alright, let's go through the solution step
by step ...

Therefore, the final answer is | 480

DoubleChecker-DS-7B Round 0

<think>

</think>

<summary>

Given the hyperbola, ...
Thus, the final answer is | 480
</summary>

DoubleChecker-DS-7B Round 1

<critique>
Overall Judgment: Incorrect
</critique>

<think>

</think>

<summary>
....... the correct answer should be |73
</summary>

Figure 1: Double-Checker correctly solves a math problem in AIME24 leveraging self-critique,
while DeepSeek-Qwen—"7B still gets the same wrong answer under a self-critical probe.

Long-CoT LLMs, which demonstrate reflection-like reasoning, possess the capacity to leverage
self-critique to enhance performance? If not, how can we equip them with this ability?

In this paper, we investigate the integration of reflection-like reasoning with self-critique to enhance
the reasoning abilities of slow-thinking LLMs. Specifically, we start by examining whether long-CoT
LLMs can leverage self-critique to iteratively refine their prior solutions during inference in a probe-
induced manner. Our findings reveal that the occurrence of an "aha moment" does not necessarily
indicate the presence of a self-critique mechanism (see Sec. [3.1)). For instance, as illustrated in Fig.
DeepSeek-Distill-Qwen-7B fails to generate informative critiques of its prior solution, ulti-
mately arriving at the same incorrect answer. To address this, we introduce Double—Checker, a
novel framework designed to empower LLMs to critique and refine their prior solutions iteratively and
adaptively. Through a specialized training process that combines direct inference instances with cu-
rated critique-refine data (1,730 instances in total), our Double-Checker equips long-CoT LLMs
with an effective self-critique capability. This enables iterative improvements in performance during
inference via self-critique. An example of this process is shown in Fig.[I] where Double-Checker
successfully resolves a complex math problem using the "reflect-and-refine" approach.

Our main contributions can be summarized as follows: @ We investigate the self-critical behavior
of long-CoT LLMs via a probing and find that they are unable to generate informative critiques to
improve their prior solutions. ® We propose Double-Checker, a novel framework that pairs
direct inference data with a carefully curated critique-refine dataset (1,730 in total), enabling LLMs
to iteratively correct flawed reasoning during inference. ® Experiments on a wide range of reasoning
benchmarks demonstrate that even with a modest amount of critique data, Double—Checker
unlocks substantial improvements in accuracy. Notably, our method raises pass@ 1 performance on
challenging AIME benchmarks from 4.4% to 18.2%, underscoring the impact of explicit self-critique.

2 RELATED WORK

Long Chain-of-Thought and Slow Thinking. The rise of LLMs has driven extensive research to
enhance their reasoning capabilities through various strategies. Early efforts include advancements in
pretraining methodologies (Shao et al., 2024} |Yang et al., |2024b), supervised fine-tuning (Yu et al.,
2023; Xu et al.| 2024b; Tong et al.l 2024;|Ye et al.l 2025a; Muennighoff et al.,[2025)), and rigorous
evaluation techniques (Xu et al. [2025} Rein et al., 2024; [Phan et al.| 2025). More recently, RL
has emerged as a key paradigm for improving reasoning in LLMs. For instance, |Guo et al.| (2025)
demonstrates that RL with verifiable rewards enables models to generate long chains of thought (long-
CoT) (Wei et al., [2022), fostering more structured, multi-step problem-solving skills. This approach
has been shown to promote reflective reasoning behaviors, termed as the "aha moments" (Gandhi
et al., |2025). These advancements mark significant progress in LLM reasoning (Wen et al.,2025).
However, our work reveals a critical limitation: while strong reflection-like reasoning allows LLMs
to recognize errors or inconsistencies, it does not inherently ensure robust self-improvement (Madaan
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et al., 2024; Shinn et al.| |2024). Additionally, existing self-improvement methods (Madaan et al.|
2024; Shinn et al.,|2024) often depend on external tools or explicit feedback mechanisms, making it
challenging to guide a single LLM through multiple, reliable rounds of refinement. Addressing these
challenges is crucial to unlocking the full potential of self-improvement in LLMs.

Critique LLMs and Integrated Self-Improvement. A parallel line of research employs critique
models or reward estimators to score and refine outputs from a “generator” model, especially in
mathematical domains (Uesato et al., 2022} [Yang et al., |2024a; Wang et al.l 2024a} [Yuan et al.|
2024; Tang et al.). While effective in principle, this split-architecture strategy requires substantial
overhead (running two separate LLMs) or produces numeric feedback that lacks actionable correc-
tions (Ankner et al). Other efforts have tried to incorporate critique into a single model’s training
objective (Wang et al.,|2025)) or train on large multi-round self-critique data (Tian et al.,2025;|Zheng
et al.L[2025)), but with limited gains in iferative refinement. Against this backdrop, our work introduces
Double-Checker, which merges critique and generation into a unified “reflect-and-refine” loop
within one long-CoT LLM. By carefully curating critique-oriented examples and integrating them
with direct-inference data, we equip long-CoT LLMs with the capability to generate meaningful
critiques and adaptively refine their prior solutions based on self-generated critiques, ultimately
enabling robust self-improvement.

3 METHOD

3.1 AHA MOMENT DOES NOT EQUATE TO EFFECTIVE SELF-CRITIQUE

Previous studies have observed that fast-thinking LL.Ms often generate uninformative critiques,
limiting their capacity for self-improvement (Xie et al.| 2025; [Huang et al., 2023). In contrast,
slow-thinking LLMs are believed to exhibit self-reflection behaviors, identifying and potentially
correcting errors in their reasoning steps (Guo et al, 2025). This raises the intriguing question:
Can long-CoT LLMs with strong reflection-like reasoning abilities perform effective self-critique?
To investigate this, we conduct experiments on AIME24 using DeepSeek-R1-Distill-7B
and DeepSeek-R1-Distil1-32B, employing a probe to induce self-critique behavior (see Ap-
pendix for detailed settings). We have the following results: @ DeepSeek-R1-Distill-7B
and DeepSeek—-R1-Distill-32B follow the probe prompt and produce informative critiques in
only 0% and 8.5% of cases, respectively. ® The performance on AIME24 improves slightly after
refinement with self-critique (1.6% for 7B: 57.1% — 58.7% and 0.8% for 32B: 72.1% — 72.9%).
These findings suggest that the aha moment does not inherently translate into effective self-critique.
While these models demonstrate strong capabilities in reflection-type reasoning, their capacity to
autonomously evolve through effective self-critique remains limited. Additionally, this finding is
not limited to SFT-distilled reasoning models; it also holds for models trained with reinforcement
learning. For example, Qwen3-235B-A22B attains a performance change of -0.2% on AIME24 (from
84% to 84.3%) and +0.4% on AIME25 (from 82.3% to 82.7%) after applying a self-critique prompt.

3.2 DouBLE-CHECKER FRAMEWORK

Despite exhibiting the "aha moment," long-CoT LLMs demonstrate limited ability to generate
actionable critiques and effectively apply them for iterative self-refinement. We hypothesize that this
limitation arises because current long-CoT LLMs are primarily trained for direct inference. As a
result, these models do not naturally transition toward interactive refinement through self-critique,
even when prompted with carefully designed probes (see Sec. [3.T). To address this gap, we propose
Double-Checker, a novel framework designed to enable long-CoT LLMs to critique their prior
solutions and iteratively refine their reasoning. An overview of Double-Checker is depicted in
Fig. 2] This section presents the detailed training and inference process of Double-Checker.

3.2.1 TRAINING PROCESS

As shown in Fig. 2] (c), the training process of Double-Checker consists of four key steps: 1)
Initial Generation, 2) Critique with Answer Correctness, 3) Refinement, 4) Distillation, The first
three steps focus on data curation, while the final step involves model training. Start from an original
training dataset Doy = {(Qi, GT;)}, which consists of multiple questions with their corresponding
ground-truth answers, we will detail each step below.
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Figure 2: The overview of Double-Checker. (a) Direct inference pipeline of long-CoT LLMs:
generating a long thought (7j) followed by a summary (Sp) that concludes the answer (Ag) for the
question (). (b) The inference pipeline of iterative refinement with self-critique. (c) Training stage
of our Double-Checker. (d) Adaptive inference with self-critique of our Double-Checker.

Initial Generation. For each question (), we first obtain its direct inference result from a strong
teacher long-CoT LLM 7T (e.g., DeepSeek-R1)as: T : Q — Ty ® Sy, where Sy contains the

model-generated initial answer . The answer Ag is then evaluated for correctness by comparing
it with the ground-truth answer G7'.

Critique with Answer Correctness. Given a question () and its preceding summary .Sy, we employ
a proficient LLM C to generate detailed critiques. The critique explicitly signals the correctness of
the initial answer Ag (correct/incorrect). To optimize critique quality, we employ distinct prompts
tailored to correct and incorrect Ay (see App.[A.3). This answer correctness signal is indispensable
for effective critique generation. Formally, critique generation follows:

C : {Instruction incorporating Answer Correctness Signal} & Q @ Sy — C;

where C adheres to the structured format defined in App.[A.2]

Refinement. When the initial answer Ay is correct, we collect the corresponding critique C and
store the triplet (Q, Sp, C1) into our training set D ique. For incorrect Ay, we refine the solution
using a Refinement long-CoT LLM R, which takes the question ), prior summary Sy, and critique
Ciasinput: R : Q ® Sy ® C; — T & S1, where T and Sy represent the refined reasoning and
summary, respectively. The refined answer A; is extracted from Sy and compared to the ground truth
GT'. If Ay matches GT, (Q, So, C1,Th1,S1) is added to Deritigue; otherwise, it is discarded.

Distillation. After the data curation stage, training examples are categorized into two formats:
(Q, So, C1) for correct answers Ag and (Q, Sp, C1,71,S1) for incorrect answers. For simplic-
ity, instances with (Q, Sp, C1) are padded to (@, Sy, C1, Ty, S}) using a predefined template (see
App.[A.4). To maintain the ability of direct inference of the original long-CoT LLM M, we will mix

critigue With a direct inference training set Dgjyec = {(Q To,So)}. Finally, our training set will
be Dirain = Dairec U Deritigue- The learning objective is

. 1
mm{—D _|<ZIOgPM@(TO@SOQ Z IOgPMe(Cl@Tl@Sl|Q@SO)>}
train

6
Diirect Deritique

where 0 is the parameters of long-CoT LLM M and | Dy, | denotes the number of training examples.
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Algorithm 1 Double—-Checker Inference Pipeline

Require: Question Q, Long-CoT LLM M, number of iterations N
1: Generate initial output 7o @ So ~ Pa(+|Q) >Direct Inference
2: forn < 1to N do

3 Critique previous summary and refine C,, ® T, @ Sn ~ Paq(+|Q @ Sn—1) >Self-Critique & Refine
4 if C), indicates that A,,_1 (the answer of S,,_1) is correct then >Stopping Criteria
5: return S,,_1
6
7
8

end if
: end for
. return Sy

3.2.2 INFERENCE PIPELINE

We will first introduce a paradigm shift from direct inference (Fig. [2](a)) to iterative refinement via
self-critique (Fig. 2| (b)). Concretely:

* Round 0 (Direct Inference). Given a question (), the model M generates a detailed reasoning chain
Ty and a final summary Sy, i.e.,
M Q — TO &) So.
where @ denotes the string concatenation. This baseline (long-CoT) forms the initial solution.

* Round 1 (Self-Critique + Refinement). We now feed both () and the prior summary Sy to M. The
model produces a critique C; of Sy and then refines the solution into a new thought 77, finally
yielding a new summary S;. Formally,

MZQ@SO — Cl@TlEBSl.

* Round n (Repeated Refinement). For subsequent rounds (1 < n < N), the model receives
Q @ S,,—1, generates C), to critique the previous summary, and refines the solution into 7}, and S,,.
Symbolically,

M : Q@Sn—l — Cn@Tn@Sn
We continue until the critique C,, deems the answer correct or a maximum iteration limit N is
reached.

Context Window. The thought T; is typically lengthy, while the corresponding summary \S; usually
encapsulates all the essential information of 7}, serving as a concise version of 7;. Discarding 7; and
retaining only S; for each refinement round will ensure that the entire refinement process remains
within the context window of Long-CoT LLMs.

Critique Space. The critique evaluates the prior summary, assessing whether the answer is correct
and proposing actionable suggestions to enhance the solution when needed. Following Xie et al.
(2025)), our critique consists of three components: 1) an analysis of the summary, 2) actionable
improvement suggestions, 3) an answer correctness judgment (correct/incorrect). This judgment
enables early termination of the iterative refinement process when the solution is deemed correct (see
Sec.[3.2). An example of the critique structure is provided in Appendix[A.2]

As illustrated in Fig. ] (d), our Double-Checker adopts an iterative refinement pipeline that
alternates between: (1) appending the previous summary (S,,_1) to the input question (@), and
(2) generating an informative critique (C),) followed by refining the prior solution (7},, S,,). The
process terminates when the critique C, predicts the correctness of the answer extracted from .S;, ;.
The complete inference procedure is formally presented in Algorithm|[I] To ensure termination, we
define a maximum iteration limit /N. Although theoretically the process could iterate infinitely until
all test examples achieve critique-verified correctness, we impose a finite N in practice to prevent
computational divergence due to potential inability to predict correctness for certain cases.

4 EXPERIMENTS AND RESULTS

4.1 TRAINING SETUP

Training Data Construction. To construct the original training set D,,;4, we compile a pool
of candidate problems from existing mathematical reasoning datasets: S1.1 (Muennighoft et al.|
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2025)), DeepMath-103K (He et al., [2025)), OpenRS (Dang & Ngo, [2025)), and ORZ-Math-Hard (Hu
et al., 2025)). We filter these candidates using two key criteria: 1) Answer Verifiability: Ensuring
ground-truth labels are verifiable via rule-based validation, 2) Difficulty: Selecting problems with
appropriate complexity. We get a collection of around 8K high-quality questions, calibrated for
both difficulty and correctness. For initial generation, critique annotation, and refinement, we utilize
Qwen3-235B-A22B (Teaml [2025) and DeepSeek-R1 (Guo et al.,[2025)), i.e., 7 = C = R, but
with different instructions. We also incorporate a subset of S1.1 training instances as our Dgj,cct,
resulting in a total training set Dyyqin, = Dairec U Deritique 0f 1,730 training instances. The details
of our data sources, filtering process, and estimated computational costs are given in App.

Training Details. We train the Distilled long CoT variants of DeepSeek-R1 (7B and 32B parameters)
on our curated training set Dy, using full-parameter fine-tuning. The training process employs
DeepSpeed ZeRO optimization (Rajbhandari et al. [2020) for efficient memory utilization and
FlashAttention2 (Dao, [2023) for accelerated training. Following the implementation in |Ye et al.
(20254), we set the maximum sequence length to 16,384 tokens and adopt a learning rate of 5 x 10~°.
Implementation details are in App.

4.2 EVALUATION SETUP

Evaluation Setting. We evaluate on AIME24, AIME25, MATHS500 (Hendrycks et al.,[2021)), and
OlympiadBench (He et al., 2024) for mathematical reasoning, and GPQA (Rein et al.| 2024) for
multidisciplinary problems. Following|Ye et al.|(2025a), we adopt an unbiased pass@ 1 metric for
AIME24 and AIME2S, generating 16 samples with a decoding temperature of 0.6. For the remaining
benchmarks, we generate 4 samples per problem to report pass@1. We use vLLM (Kwon et al.,
2023) to accelerate inference and set the maximum sequence length to be 32,768 tokens. We set N
in Algorithm|IJto 3 for Double-Checker-DS-7B and 1 for Double-Checker-DS-32B. A
brief introduction to different benchmarks and detailed evaluation setting can be found in App. [B.3]

Baselines. We compare Double—-Checker against a comprehensive set of baselines, categorized as
follows: 1) DeepSeek—-R1-Distill-Qwen Series (7B, 32B): Strong long-CoT LLMs distilled
from DeepSeek-R1 using 800K examples. 2) S1.1 (7B, 32B) (Muennighoff et al. [2025):
Two CoT LLMs distilled from DeepSeek—R1 using 1K high-quality from multiple sources. 3)
LIMO-32B (Ye et al., 2025a): A powerful LLM trained on 837 carefully curated examples. 4)
InftyThink (7B, 32B) (Yan et al.| 2025): Models trained on 333K examples adapted from
OpenR1-Math, with results from the original paper using multi-round interactive inference. 5)
Light-R1 (7B, 32B) (Wen et al.,2025): Two-stage SFT (79K data) + RL-trained models. 6) Naive-
SFT Baseline (7B, 32B): DeepSeek-R1-Distill-Qwen trained on questions of our Dy,.qin
using standard SFT (without critique learning), which can isolate the contribution of training data.
7) We also include OpenAI-o1 series (Jaech et al.,|2024) and DeepSeek—R1 for reference. 8)
We also adapt ThinkTwice (Tian et al.| [2025) with DeepSeek-R1-Distill-Qwen Series to see
the effect of "reflect-and-refine" without any finetuning. 9) Self-Refine: We adopt a similar
approach as|Madaan et al.|(2024). 10) We also introduce a sequential test-time scaling approach by
appending "wait" before the end of thinking (Muennighoff et al.l 2025). For 4) and 7), we report the
results from other papers directly (see App.[C.I), and run the remaining baselines by our own.

4.3 MAIN RESULTS

Table [T summarizes the primary evaluation results on multiple challenging reasoning benchmarks.
From Table[T} we have several key observations:

Double-Checker consistently enhances the performance of original long-
CoT LLMs across all reasoning benchmarks and model scales. Our model,
Double-Checker-DS-7B, outperforms DeepSeek-Distill-Qwen-7B by an aver-
age of 4.1%, while Double-Checker-DS-32B exceeds DeepSeek-Distill-32B by 6.6%.
Notably, Double-Checker-DS-32B achieves a significant improvement of 18.2% in pass@1
on the AIME25 benchmark, and Double-Checker—-DS-7B boosts performance on AIME24 by
9.7%, demonstrating the effectiveness of Double-Checker on complex reasoning tasks.

Self-critique is a crucial factor in driving performance improvements across benchmarks.
Compared to the "naive SFT" baseline, which utilizes the same training problems but excludes
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Table 1: Main results (in %) on various benchmarks. The best results within each group are in
bold. * indicates that the results of the corresponding LLM are sourced from their technical reports
or other references due to the cost of using APIs or the unavailability of the LLM. Please refer to
Appendix for corresponding references. The remaining results are from our own runs.

Model AIME24 AIME25 MATHS00 Olympiad GPQA AVG
OpenAl-ol-Preview* 44.6 37.9 85.5 52.1 73.3 -
OpenAI-ol-mini* 63.6 53.8 90.0 - 60.0 -
OpenAI-0l1-1217% 79.2 - 96.4 - 75.7 -
DeepSeek—-R1* 79.8 70.0 97.3 - 71.5 -

7B Models
S1.1-7B 17.5 19.6 80.7 42.8 41.3 40.4
InftyThink-7B* 40.0 - 91.7 - 51.9 -
LightR1-7B-DS 57.1 454 90.3 59.0 23.1 55.0
DeepSeek-R1-Distill-7B (initial model) 56.7 43.7 92.2 59.0 354 57.4
DeepSeek-R1-Distill-7B + self-refine 55.0 37.5 91.6 58.4 36.8 55.9
DeepSeek-R1-Distill-7B + ThinkTwice 58.7 429 92.3 58.7 35.5 57.6
DeepSeek-R1-Distill-7B + Wait 57.5 443 93.1 58.8 36.6 58.1
Double—Checker-DS-7B naive SFT 57.1 433 914 58.6 28.7 55.8
Double-Checker-DS-7B 66.4 48.1 92.7 60.0 40.4 61.5
32B Models
LIMO-32B 57.1 50.8 93.0 66.1 64.5 66.3
S1.1-32B 56.7 47.5 92.9 58.8 66.8 64.5
InftyThink-32B* 62.5 - 96.0 - 65.6 -
QwQ-32B-Preview 442 342 89.7 63.6 58.8 58.1
LightR1-32B-DS 76.6 65.4 95.2 67.5 68.7 74.7
DeepSeek-R1-Distil1-32B (initial model) 72.1 50.4 93.5 63.0 64.9 68.8
DeepSeek-R1-Distill-32B + ThinkTwice 729 54.8 93.5 63.3 64.4 69.8
DeepSeek-R1-Distill-32B + wait 72.8 53.4 94.2 63.8 65.7 70.0
Double-Checker-DS-32B naive SFT 74.6 60.4 93.4 67.2 63.8 71.9
Double-Checker-DS-32B 79.8 68.6 94.3 68.2 66.0 75.4

explicit critical data, our Double—Checker consistently shows superior performance across all
benchmarks. On average, Double—-Checker outperforms the "naive SFT" baseline by 5.7% for
the 7B model and 3.5% for the 32B model. These results underscore the pivotal role of self-critique
in enhancing the reasoning of long-CoT LLM:s.

Double-Checker demonstrates strong generalizability. Although the training data primarily
consists of math reasoning problems, Double-Checker achieves remarkable performance on
GPQA, a multidisciplinary QA benchmark. Notably, the only source of reasoning problems from
other disciplines is derived from S1.1 dataset, and our training problems constitute a proper subset of
S1.1. However, our Double-Checker even shows significant improvements over S1 . 1, achieving
a21.1% performance gain for the 7B model and a 10.9% gain for the 32B model on GPQA. A similar
trend is also observed in LiveCodeBench and MMLU-Pro (Business and Law), further validating the
generalizability of Double-Checker, given that it was not trained on any related examples (see
App.[D.T). Additionally, Double—-Checker, which relies solely on SFT, performs comparably to
models trained with large-scale RL, such as LightR1. These results align with previous findings
that smaller models tend to benefit more from SFT than RL (DeepSeek-Al, 2025} |Team), 2025)).

5 ANALYSIS

5.1 THE EFFECT OF SELF-CRITIQUE

To verify the effectiveness of self-critique, we evaluate different model configurations on AIME24.
Figure [3| displays the results for both 7B and 32B models under the following settings:

* DS-Distill-Qwen: A distilled long-CoT baseline.
* Naive SFT: Fine-tuned with the same problems as our training set without explicit critical data.

* N=0,1,2,3: Our Double-Checker approach with N = 0,1, 2,3 rounds of inference-stage
self-critique and refinement.
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Figure 3: Accuracy comparisons on AIME24 for two model sizes (7B and 32B). We compare: (1)
DS-Distill-Qwen (a distilled baseline), (2) Naive SFT (fine-tuning without explicit critique),
and (3) Double-Checker with varying rounds of self-critique (N = 0, 1, 2, 3).

Table 2: Ablation study (in %) on Training Data.

Model AIME24 AIME25 MATHS00 Olympiad GPQA AVG
DeepSeek-R1-Distill-7B 56.7 43.7 92.2 59.0 354 57.4
Double-Checker-DS-7B naive SFT 57.1 433 91.4 58.6 28.7 55.8
Double-Checker-DS-7B exclude Dpirect 57.5 442 88.9 573 23.3 54.2
Double-Checker-DS-7B w.o. Qwen3 62.0 45.6 91.6 59.7 39.9 59.8
Double-Checker-DS-7B 66.4 48.1 92.7 60.0 40.4 61.5
Double—-Checker-DS-7B + data (N=2) 66.7 46.7 93.2 58.6 40.0 61.1

We notice that at the 7B and 32B scales, self-critique leads to immediate accuracy gains over the
distilled baseline. In the 7B setting, moving from N=0 (no refinement) to N=1 increases performance
from 57.3% to 64.6% on AIME24, with further rounds (N=2,3) pushing AIME24 up to 66.5%; by
contrast, Naive SFT yields only modest improvements over DS-Distill-Qwen. In the 32B
setting, Double-Checker starts with a higher performance even at N=0 (77.7% on AIME24 vs.
72.1%) and achieves 79.8% on AIME24 by N=1, after which performance saturates (79.6%—79.8%
on AIME24). This suggests that the 32B model acquires self-critique more rapidly than the 7B
model. Additionally, incorporating self-critical data during SFT proves beneficial for enhancing
direct inference ability as well (N = 0 vs. "naive SFT").

These results confirm the strong positive impact of self-critique. Even a single refinement round
(N=1) consistently brings notable accuracy gains over baselines, and multiple rounds can yield
further improvements—particularly at smaller scales (7B). In contrast, Wang et al.| (2025) shows
even decreased performance of N = 1 over N = 0 (direct inference). By explicitly learning to
critique and update its reasoning, Double—Checker effectively bridges the gap between “long
chain-of-thought generation” and “iterative self-improvement”, resulting in strong reasoning power.

5.2 ABLATION STUDY OF TRAINING DATA

To isolate the contributions of different training data components, we ablate whether (i) we include
the original direct-inference data (Dp;ect), (i1) we use a naive SFT approach without critique data,
and (iii) we exclude Qwen3-annotated examples in our curated dataset, (iv) we further collect training
examples that are correctly solved after two rounds of self-critique. Table [2]reports the results on
multiple math and reasoning benchmarks.

Excluding Direct Inference Data (exclude Dpirect). Removing the original direct-inference ex-
amples (Round 0 data) degrades average accuracy to 54.2%. This decline underscores the importance
of retaining a portion of direct inference data in the training mix to preserve the model’s overall
reasoning capability. We believe this occurs because training exclusively on Dg;1ique causes the
model to lose its ability to perform direct reasoning at N = 0.

Effect of removal of Qwen3 Data (w.o. Qwen3). Removing Qwen3-generated critical examples
reduces performance from 61.5% to 61.1% on average. Although not as large a drop as excluding
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direct data, this shows that Qwen3 training instances further enrich the critique set and boost final
performance. We believe that scaling up the critical data could yield further performance gains.

Additional Round-2 critique training data (+ data (N = 2). Adding additional examples that
are correctly solved after two rounds of critique during training yields no further improvements. We
hypothesize that this is due to the limited sample size (< 400) added, which may be insufficient to
influence the training process significantly. Despite the comparable final performance, incorporating
round-2 critique data helps alleviate the non-monotonic improvement from N = 1to N = 3 observed
in Figure [3 (left). More specifically, on AIME24, incorporating N = 2 data yields a monotonically
increasing performance across rounds, with scores of 57.1% — 62.3% — 64.0% — 66.7%.

Overall, these results confirm that our curated critique dataset, especially when combined with the
original direct-inference examples and auxiliary data from Qwen3, plays a pivotal role in achieving
the best performance. In other words, the model benefits from both (i) Conventional long CoT data
for maintaining its direct inference ability (/N = 0) and (ii) explicit self-critique examples for learning
to iteratively refine its solutions. (iii) potentially more diverse critical data.
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Figure 4: Token usage for AIME24 (left) and GPQA (right). Blue solid line: the per-round average
token count, orange dashed line: the cumulative token count over all rounds; green dash-dotted line:
the average token consumption for "naive SFT" baseline without iterative refinement.

5.3 ANALYSIS OF RESPONSE LENGTH

The token usage for different rounds of Double-Checker-DS-7B for AIME24 and GPQA is
shown in Fig. E[ We run up to three refinement rounds (n = 0, 1, 2, 3) with Double-Checker. We
then record both average and cumulative generated tokens used for the full conversation, including
thoughts, critiques, and summaries. We also provide the inference time analysis in App.[D.2}

On AIME24, the average tokens per round drops sharply: from 13.5k atn = Oto 4.6k atn = 1, and
continues decreasing across subsequent rounds (3.6k at n = 2, 3.1k at n = 3). A similar pattern
holds for GPQA, where the initial 10.9k tokens at n = 0 is reduced to roughly 2-3k in the later
rounds. Meanwhile, cumulative tokens grows steadily with each additional round: for instance, it
rises from 13.5k to 24.9k on AIME24 by n = 3, and from 10.9k to 17.2k on GPQA. Nevertheless,
each new round adds far fewer tokens than the first round. Notably, on GPQA, the total tokens spent
in our Double-Checker at N = 2 is even smaller than "naive SFT".

Interestingly, the tokens spent on the direct inference of our Double-Checker is fewer than those
of "naive SFT" baseline, indicating that incorporating critical data for SFT could also reduce the
token consumption at N = 0. While allowing more rounds naturally increases the total token count,
each round’s contribution is substantially smaller than that of the direct long-CoT baseline. Hence,
there is a clear trade-off between improved accuracy (via multiple critique/refine steps) and total
token usage. In practice, we find that even a single or two rounds of refinement often suffice to boost
correctness without incurring a prohibitive increase in cumulative tokens.

5.4 FURTHER ANALYSIS

Additional Results of Qwen3-4B. To validate our findings beyond the DeepSeek series, we conduct
additional experiments using Qwen3—-4B. We evaluate Double-Checker and, as before, isolate
the effect of the critique component. The results are reported in Table 3] The observations are
consistent with our previous findings. Since Qwen3-4B is already well-distilled, further SFT on
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Table 3: The effect of Critique on Qwen3-4B.
Dataset | Initial Model Naive SFT N=0 N=1 N=2 N=3

AIME24 74.4 71.3 70.6 756 762 785
AIME25 64.9 62.1 61.5 675 687 683

Table 4: Pass@1 vs Pass@N for DS—7B.

Benchmark initial model + ThinkTwice naive SFT Double-Checker
AIME24, pass@1 56.7 58.7 57.1 66.4
AIME24, pass@N 83.3 83.3 86.7 90.0
AIME25, pass@1 43.7 429 43.3 48.1
AIME2S5, pass@N 66.7 66.7 63.3 70.0

a small dataset slightly degrades performance on AIME24/25. In contrast, Double-Checker
surpasses the initial model already at N = 1, and its performance further improves with more rounds
of “critique-and-refine”. More specifically, compared to the initial model, Double-Checker
achieves gains of 4.1% on AIME24 and 3.4% on AIME2S.

Pass@1 vs. pass@N. To characterize the model’s performance ceiling better, we also report pass@ 16
on AIME24/25 in Table E[ For ThinkTwice, pass@N remains identical to that of the initial model,
indicating that without SFT, ThinkTwice primarily improves performance via reranking rather than
expanding the underlying performance boundary. In contrast, Double-Checker improves both
pass@1 and pass@N, suggesting that it not only enhances top-1 accuracy but also pushes the
performance boundary. Moreover, higher pass@N is beneficial for the exploration of subsequent RL.

Reliability of Critique. To quantify the reliability of the critiques, we report the critique error
rate for the first round in which the model declares its solution to be correct, but the final an-
swer is still wrong. On AIME24, this rate is 13.7% for Double—-Checker-7B and 4.5% for
Double-Checker-32B. This is consistent with the trends in Figure [3] suggesting that larger
models acquire effective self-critique capabilities more quickly and therefore require fewer iterations
in practice. We also provide a case in Figure [[T] where the critique fails to identify the main error
because it relies on an incorrect assumption. Furthermore, for problems that remain unsolved after N
= 3, we find that the critiques seldom identify the primary error, which, in turn, leads to inadequate
refinement suggestions.

6 CONCLUSION

We have presented Double—-Checker, aframework that explicitly enforces LLMs to critique and re-
fine their previous solutions for self-improvement. Our approach integrates generating reflection-like
reasoning and actively correcting potential errors through iterative self-critique. Experimental results
on multiple mathematical and multidisciplinary benchmarks demonstrate that Double—-Checker
consistently improves accuracy over comparable baselines, often by large margins. Furthermore, we
emphasize the pivotal role of self-critique during inference in enhancing the reasoning capabilities
of long-CoT LLMs. Double—-Checker demonstrates the value of equipping LLMs with a struc-
tured critique space and training them to reflect and refine their outputs, facilitating more reliable
self-improvement for complex reasoning tasks. A possible future direction is to use reinforcement
learning to train multi-round critique based on the current Double-Checker framework.

REPRODUCIBILITY STATEMENT

To facilitate reproducibility, we provide a detailed procedure of our Double-Checker in Section[3]
and present all training and evaluation setups in Section 4.1} and .2 and Appendix [B] All evalua-
tion datasets, the original source of the training set as well as the evaluated baselines used in our
experiments, are publicly available and properly referenced (see Appendix [C.I]and [B). Our codes
and datasets will be released upon acceptance for reproducibility.
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A DETAILED SETTINGS OF DOUBLE—-CHECKER

A.1 SETTING OF META-EXPERIMENTS

For the experiment in Sec. [3.1] we use the following probe to induce self-critique ability, which is
adapted from|Wang et al.[(2025)). The evaluation setting on AIME24 aligns with our main experiments

(see App.[B3).

To evaluate whether the long CoT LLMs can generate informative critiques using the probe, we
examine whether their generated content attempts to assess the correctness of their prior solution. If
they do not engage in this answer judgment, we consider the critique to be informative.

The Critique Probe

Please critique each reasoning step of your previous solution to this problem and explain whether
your solution is correct or not.

In your critique, you must verify whether any of your previous reasoning steps contain logical or
computational errors and suggest ways to correct them if any errors are found.

After critiquing your solution, you must conclude your judgment with *Conclusion: right/wrong
[END]’.

If your conclusion is ’right’, stop generating. If your conclusion is *wrong’, improve your previous

solution based on your critique, and present the final answer in| ANSWER |.

Critique:

Figure 5: The Probe of Our Experiment in Sec.

A.2 THE CRITIQUE SPACE

Our critique consists of three components: 1) an analysis of the summary, 2) actionable improvement
suggestions, 3) an answer correctness judgment (correct/incorrect).

We showcase one such example in Fig. [6]

14


https://github.com/GAIR-NLP/AIME-Preview
https://github.com/GAIR-NLP/AIME-Preview
https://arxiv.org/abs/2309.12284
https://arxiv.org/abs/2309.12284

Under review as a conference paper at ICLR 2026

The Design of Critque Space

<critique>

Analysis:

The initial approach incorrectly assumes that "exactly two" and "exactly three" categories can be
directly summed with those numbers to derive the count of residents owning all four items. This
overlooks the distinction between "exactly two" (and "exactly three") and the inclusion of the
universal set (candy hearts). The problem requires applying inclusion-exclusion principles to
account for overlaps among the four items, not just summing those who own exactly two or three.
The solution conflates the total population with direct arithmetic of exclusive categories, leading
to an invalid conclusion.

Improvement suggestions:

1. Re-examine the definitions of "exactly two" and "exactly three" in the context of a universal set
(candy hearts), recognizing that these groups inherently include ownership of the universal item.
2. Use inclusion-exclusion formulas to model overlaps between the four categories systematically.
3. Differentiate between residents owning all four items and those owning subsets (e.g., two
specific items plus candy hearts).

4. Set up equations based on known totals (e.g., total residents, counts for each item) to solve for
unknown overlaps.

Overall judgment:
Incorrect
</critique>

Figure 6: An Example of the Critique.

A.3 CRITIQUE GENERATION

To ensure the quality of critiques, we employ different prompts for correct and incorrect Ay (see
Sec.[3:2.1). The prompts are given in Fig.[7]and[§]

Prompt for Generating Critiques of Incorrect Answers

You are tasked with analyzing your last solution to a problem and providing constructive feedback
based on previous solutions. Do NOT provide direct solutions.

You have already know your last solution to the problem is incorrect.

Important: Do NOT mention something like ''you have already know your last solution is
incorrect" in your feedback.

Structure your response using the following format (without <format> tags):

<format>

Analysis:

{ Analysis}

Improvement suggestions:
{Suggestions}

Overall judgment:
{Incorrect}
</format>

Figure 7: The Prompt for Generating Critiques of Incorrect Answers.
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Prompt for Generating Critiques of Correct Answers

You are tasked with analyzing your last solution to a problem and providing constructive feedback
based on previous solutions. Do NOT provide direct solutions.

You have already know your last solution to the problem is correct.

Important: Do NOT mention something like ''you have already know your last solution is
correct' in your feedback.

Structure your response using the following format (without <format> tags):

<format>

Analysis:

{Analysis}

Improvement suggestions:
{Suggestions}

Overall judgment:
{Correct}
</format>

Figure 8: The Prompt for Generating Critiques of Correct Answers.

A.4 DISTILLATION DETAILS

After the data curation stage, training examples are categorized into two formats: (Q, Sp, C1) for
correct answers Ag and (@, So, C1,T1,.51) for incorrect answers. For simplicity, instances with
(Q, So, C1) are padded to (Q, So, C1, T}, S7) using a predefined template (see Fig.[9). Here, T{ and
S are negligible compared to the original reasoning Tj and summary Sy. During inference (as
described in Alg.[I), if a critique C,, predicts correctness, T;, and .S,, can be disregarded since the
extracted answer A,, from .S,, will match S,,_1.

Padding Template

Ty:

<think>

From my last analysis, I have already got the right answer.
</think>

/S
Sl .
<summary>

My previous solution is correct. Therefore, the answer is | ANSW ER |.

</summary>

Figure 9: The Padding Template of Training Examples, where ANSWER is Aj.

B DETAILED EXPERIMENTAL SETUP

B.1 TRAINING DATA

This appendix outlines the filtering criteria applied to our candidate question pool, focusing on two
primary principles: difficulty and answer verifiability. We detail the filtering pipeline for each dataset
source as follows:

S1.1 Dataset The dataset comprises 1,000 high-quality questions together with their ground-truth
answers sourced from multiple domains, with the reasoning trajectory annotated by DeepSeek—-R1.
However, some questions with open-ended answers can not be reliably evaluated using a rule-based
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evaluation framework. After the removal of these unverifiable instances, we retain 861 questions with
both validated answers and corresponding DeepSeek-R1 annotated reasoning trajectories. We will
also use this subset as our D g cc.

DeepMath-103K It contains 103K math problems, each annotated with two reasoning paths
generated by DeepSeek—-R1. We retain only 0.6K questions where the DeepSeek—-R1-annotated
reasoning paths are judged to be incorrect compared to ground truth answers by a rule-based evaluation
method. We bypass the initial generation stage of Double—-Checker and instead initialize the
reasoning process directly from the DeepSeek—-R1-annotated reasoning paths.

OpenRS & ORZ-Math-Hard The OpenRS dataset contains 7,000 mathematical reasoning prob-
lems, and ORZ-Math-Hard comprises 13,000 challenging math problems. Neither dataset provides
DeepSeek—R1-annotated reasoning trajectories. To filter simple questions, we generate four re-
sponses per question using DeepSeek-R1-Distill-Qwen-7B with temperature 0.6 and retain
only those questions where at least two responses are incorrect. For the remaining questions, we
generate four responses using DeepSeek-R1-Distill-Qwen-32B with temperature 0.6 and
retain only those with at least two incorrect responses. This yields 2.3K difficult problems from
OpenRS and 4.4K from ORZ-Math-Hard.

To balance the distribution of correct and incorrect initial summaries (Sg), we also exclude cor-
rectly solved questions from DeepMath-103K, OpenRS, and ORZ-Math-Hard based on their initial
generation by DeepSeek—R1.

Computational Costs for Data Construction The total computational cost of our data construction
pipeline consists of two parts: data filtering and critique data generation. For data filtering, S1.1
and DeepMath-103K are processed using only rule-based evaluation, which does not require GPU
resources. For OpenRS and ORZ-Math-Hard (20K problems in total), we first use DeepSeek-
R1-Distill-Qwen-7B to generate 4 responses per prompt, resulting in approximately 20K*4#*32K
(2.56 x 107) generated tokens. We then filter out about half of the prompts, leaving 10K problems
to be processed by DeepSeek-R1-Distill-Qwen-32B, again with 4 responses per prompt, yielding
roughly 10K*4%32K (1.28 x 10”) tokens. In other words, for data filtering, we generate approximately
2.56 x 10? tokens with the 7B model and 1.28 x 10° tokens with the 32B model. For critique data
generation, the average length of examples in our final training set is about 5.6K tokens (1,730
examples). For estimation, our candidate pool contains roughly 8K problems, and for each problem,
we generate an initial solution, a critique, and a refined solution. This corresponds to approximately
5.6K*8K*3 (1.34 x 109) tokens. For reference, DeepMath-103K (He et al., |2025)) consumes around
103K * 32K * 3 = 9.8 x 10° using DeepSeek-R1-671B.

About Data Quality Our questions are sourced from well-known open-source math training sets
(e.g., S1.1, DeepMath-103K), which already apply their own quality control. We further improve
quality by filtering out unverifiable questions using rule-based methods. In Section[3.2.1] we implicitly
describe several strategies for controlling the quality of our training data. For the refinement step,
we discard incorrectly solved questions, ensuring that the final answers (after one refinement step)
in our training set are all correct. For critique generation, we provide the correct/incorrect signal
to the critique generator to encourage accurate and faithful critiques. We also remove examples
whose formats are misaligned with our target schema (as illustrated in Figure[6). For the “overall
judgment” field, we implement scripts to ensure consistency between the overall judgment and the
actual correctness label. In summary, our data curation process imposes strict quality control on the
questions, solutions, and critiques.

B.2 TRAINING DETAILS

We train the DeepSeek-R1-Distill-Qwen—-7B and DeepSeek-R1-Distill-Qwen—-32B
our curated training set Dy, using full-parameter fine-tuning. The 7B model is trained on either
8xH800 GPUs or 8xH20 GPUs, while the 32B model is trained on either 8xH800 GPUs or 32xH20
GPUs. The training process employs DeepSpeed ZeRO optimization (Rajbhandari et al., [2020) (stage
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2 for 7B, and stage 3 for 32B) for efficient memory utilization and FlashAttention2 (Dao, |2023) for
accelerated training. Following|Ye et al.| (2025a)), we set the maximum sequence length to 16,384
tokens and use a batch size of 32, with a learning rate of 5 x 1075, Training times are approximately
0.7 hours per epoch for the 7B model on 8xH20 GPUs and 1.1 hours per epoch for the 32B model on
8xH800 GPUs.

B.3 EVALUATION DETAILS

We evaluate our models on six benchmarks covering diverse reasoning tasks. For mathematical
reasoning, we use:

* AIME24/AIME2S: Extremely difficult math competition problems, each dataset contains
only 30 examples.

* MATHS500 (Lightman et al.,|2023)): A high school level math problems, the subset of 500
problems is from the original test set of MATH (Hendrycks et al., [2021).

* OlympiadBench (He et al.| [2024): A benchmark of Olympiad-level problems requiring
advanced problem-solving skills. We only include the math subset for our evaluation.

For multidisciplinary reasoning, we use GPQA (Rein et al.|[2024), which covers questions spanning
biology, physics, and other domains.

Following |Ye et al.|(2025a), we adopt an unbiased pass@ 1 metric for datasets with limited test
examples (AIME24 and AIME2S5), generating 16 samples with decoding temperature 0.6. For other
benchmarks, we generate 4 samples per problem to report pass@ 1. For baseline models, we use the
top-p parameter suggested in their original papers, while for our models, we fix top-p = 1.0. Inference
is accelerated using vVLLM (Kwon et al.| 2023)), with a maximum sequence length of 32,768 tokens.

C RESULTS CLARIFICATION

C.1 RESULTS SOURCE

As described in Section .2] most of the results for open-source LLMs presented in Table [T] are
reproduced through our own experiments. However, for LLMs that require API access (e.g.,
OpenAI-0l1-1217), we have cited the results from their official technical reports or other sources
due to budget constraints. Similarly, the results for InftyThink (Yan et al., [2025)) are sourced from
their paper, as their code and models are not publicly accessible.

The sources of these results are detailed as follows:

* Results of InftyThink are from their paper (Yan et al., [2025).

* The results of OpenAI-ol-Preview on AIME24, MATH500 Hendrycks et al.| (2021]),
AMC23, GPQA (Rein et al.,[2024), and OlympiadBench-Math (He et al.,[2024) are from
LIMO (Ye et al.,|20254a).

¢ The results of OpenAI-o0l-mini, OpenAI-01-1217, DeepSeek—-R1 on AIME24,
MATHS500, and GPQA are from DeepSeek-R1 report (Guo et al., 2025).

¢ The result of OpenATI-ol-mini on UGMathBench is from UGMathBench (Xu et al.,
2025)).

* The results of OpenAI-ol-Preview, OpenAI-ol-mini, and DeepSeek-R1 on
AIME2S5 are from (Ye et al., [2025b).

For the Self-Refine baseline, we follow a similar setting to the GSM8K dataset in Madaan et al.
(2024), where the model is prompted with “There is an error in the solution above. To find the error,
go through the semantically complete solution and check if everything looks good.” after the initial
generation.
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D MORE RESULTS

D.1 ABOUT GENERALIZABILITY

To evaluate the generalizability of our Double—-Checker, we report additional results for the
7B model on LiveCodeBench (Jain et al., |2024) and the Business and Law subsets from MMLU-
Pro (Wang et al[2024b)). As shown in Table@ Double-Checker achieves performance improve-
ments on LiveCodeBench, Business, and Law, despite not being trained on any coding-specific
or social science examples. We believe that applying Double-Checker to training data from a
broader and more diverse range of domains would further enhance its generalizability to previously
unseen tasks. In particular, the data curation pipeline and training paradigm of Double-Checker
are directly transferable to other domains.

Table 5: Performance comparison across different benchmarks.

Model GPQA LiveCodeBench Business Law
DeepSeek-R1-Distill-7B (Our initial model) 354 38.4 61.1 14.3
DeepSeek-R1-Distill-7B naive SFT 28.7 38.5 61.7 14.9
Double-Checker-7B 40.4 394 64.3 17.2

D.2 ADDITIONAL COMPUTATIONAL COSTS ANALYSIS

We provide additional details on computational costs in this appendix. Table[6|summarizes the total
number of input tokens per round, including both the problem statement () and the previous summary
Sn_1. Our design discards intermediate reasoning content, retaining only summaries for subsequent
rounds, which minimizes input size relative to output size. For N = 0, the input consists solely of @,
while for N > 1, the input comprises ) + Sy_1. As shown, input tokens are negligible compared to
output tokens.

Additionally, Table[7|reports the average total inference time for Double-Checker on AIME24,
using a single H20 GPU. The inference time per response for the “Naive SFT baseline” is 9.42
seconds, whereas Double-Checker achieves cumulative averages between 7.78 seconds (N = 0)
and 9.47 seconds (N = 1). These results demonstrate that the added rounds do not significantly
increase computational cost.

E THE LLM USAGE DECLARATION

In this work, in addition to fine-tuning using LLMs, we also leverage them for data collection.
Specifically, we employ DeepSeek-R1 and Qwen3-235B to annotate our data according to our
predefined format in Section 3] Furthermore, we use GPT-5 to refine and polish our writing.

F LIMITATION AND BROADER IMPACT

Limitations. While Double-Checker demonstrates significant gains in long-CoT reasoning, it
does rely on a specialized LLM for initial critical solution generation and on well-defined correctness
signals for critique. We have primarily evaluated Double-Checker on mathematical problems
with clear ground-truth labels; extending it to more open-ended or partially supervised domains
remains an interesting direction for future research. Additionally, our current implementation uses
the model’ own critique and a fixed iteration limit /V for stopping. Investigating more adaptive
or confidence-based stopping criteria could further enhance the robustness and flexibility of our
approach. Furthermore, investigating the role of self-critique for reinforcement learning could also be
a promising direction. Although we have analyzed the quality of our critiques in Appendix there
may still be additional sources of bias that were not explicitly considered during data curation.

Broader Impact. By incorporating explicit self-critique, Double-Checker offers a pathway to
more transparent and responsible Al potentially reducing hallucinations and improving explainability
in applications such as education, research, and automated reasoning systems.
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Table 6: Total number of input tokens (including problem and previous summary) per round.

N=0 N=1 N=2 N=3
avg. input tokens | 450 970 740 700
input structure Q Q+Sy Q+S51 Q+5;

Table 7: The Average Inference time for Double-Checker on AIME24 using one H20 GPU.

N=0 N=1

avg time for this round | 7.78
avg cumulative time | 7.78

N=2 N=3
1.69 149 095
947 1096 11.92

G CASE STUDY

In this appendix, we present one case in Figure [T0]illustrating that Double-Checker can effec-
tively perform consistency checks on solutions to GPQA problems, and another case in Figure

demonstrating a typical failure mode of the critique.
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Case Study on GPQA

Question: Astronomers are currently observing a star with a radius equal to that of the Sun.
One hemisphere of the star is covered in dark spots with a filling factor of 20%. The star has an
effective temperature (Teff) of 6000K, and the spots exhibit a temperature difference of 1000K. As
only one hemisphere is spotty, photometric time-series observations will reveal periodic variations
in brightness due to rotational modulation. Interestingly, this situation can closely resemble the
presence of an exoplanet. To produce the same amplitude signal in the star’s light curve (if the
star was not covered by spots!), what should be the radius of a hypothetical exoplanet relative to
the radius of the host star (i.e., Rpl/Rstar)?

A. 032B. 0.11 C. 0.39D. 0.07

Initial Answer Summary: To determine the radius ratio of a hypothetical exoplanet that would
produce photometric time-series variations analogous to the spotted star’s light variation, we
analyze the temperature and area contributions of both the star’s spotted regions and the planet’s
disk.

Key Analysis: ... [skip due to the page limit]

Conclusion:

The problem’s phrasing creates ambiguity in interpreting the “filling factor” of 20%. If it refers
to 10% of the total stellar surface area (not just one hemisphere), the required radius ratio is
~ 0.32, which matches option A. However, if the filling factor refers to 20% of the total stellar
surface area, the required radius ratio is ~ 0.51, which does not match any option. Given the
provided choices, the most consistent interpretation is that the filling factor refers to 10% of the
total stellar surface area, and the correct answer is:

ANSWER: C
Critique:

Analysis: The solution correctly identifies the key components of the problem, including the
star’s luminosity variation due to spots and the planet’s impact on brightness. However, the
critical error lies in the comparison of amplitude terms. The star’s light variation is proportional
to the difference in luminosity between the spotted and unspotted hemispheres, while the planet’s
effect depends on the fraction of the star’s disk it covers. The mistake occurs in equating the
absolute values of the two amplitudes without properly accounting for the relative contributions
of the spotted regions (40% coverage) and the correct scaling of the planet’s fractional area. The
derivation incorrectly assumes the planet’s flux replacement without properly normalizing the
star’s total luminosity, leading to an unphysical result. Additionally, the problem’s phrasing about
“periodic variations in brightness” may imply a more subtle comparison, such as matching the
fractional amplitude relative to the star’s total flux rather than absolute luminosity differences.
Improvement suggestions: 1. Re-express the star’s light variation as a fractional change relative
to its total luminosity, ensuring the planet’s amplitude is also expressed as a comparable fractional
change. 2. Carefully distinguish between absolute luminosity differences (used for the star) and
fractional flux contributions (for the planet), avoiding direct equating of absolute values without
proper normalization. 3. Verify the physical plausibility of the derived radius ratio and adjust
assumptions if intermediate steps yield impossible results (e.g., Rp1/ R« > 1), which indicates a
flaw in the setup.

Overall judgment: Incorrect

Refinement: The problem involves determining the radius of a hypothetical exoplanet that would
produce photometric time-series variations mimicking the spotted star’s light curve. The star
has a radius equal to the Sun’s, an effective temperature of 6000 K, and a 20% filling factor of
spotted regions. The spots are cooler by 1000 K (5000 K), and the variations arise from rotational
modulation. The key is to compare the luminosity variation caused by the spots with the expected
variation from the planet.

Key Steps: [Skip due to page limit]

Recalculations: [Skip due to page limit]

Conclusion: The ambiguity in the filling factor’s interpretation led to conflicting results. The
most plausible resolution is that the 20% refers to one hemisphere, not the total surface area. This
resolves the discrepancy and aligns the calculations with the provided options. The correct answer
is:

ANSWER: A

Figure 10: Case Study on GPQA.
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Ilustration of Critique Failure

Question: Let ABCDFE be a convex pentagon with AB = 14, BC' =7,CD =24, DE = 13,
EA =26,and /B = ZE = 60°. For each point X in the plane, define f(X) = AX + BX +
CX + DX + EX. The least possible value of f(X) can be expressed as m + n,/p, where m
and n are positive integers and p is not divisible by the square of any prime. Find m + n + p.
Critique:

Analysis:

The problem involves finding the minimal value of the sum of distances from a point X to all five
vertices of a convex pentagon with given side lengths and two specified angles. The key insight is
to leverage geometric transformations, specifically reflections, to “unfold” the pentagon into a
plane where the minimal sum corresponds to a straight-line distance between two strategically
chosen points.

However, the exact configuration of reflections and the selection of these points require careful
consideration of the given angles and side lengths. The error likely stems from an incorrect choice
of reflection points or an incomplete analysis of how the reflections interact with the given angles
and side lengths, leading to an underestimation of the minimal sum.

Improvement suggestions:

1. Verify reflection strategy: Ensure that reflections are applied appropriately to both triangles at
vertices B and E, maintaining the 60° angles. This involves constructing reflections that align the
pentagon’s structure into a continuous path.

2. Path continuity check: After reflections, confirm that the constructed path from A to A’ (the
reflected point) passes through all original vertices and that the total distance corresponds to the
sum of all side lengths. This validates the reflection’s effectiveness.

3. Angle consistency: Double-check that the 60° angles at B and E are preserved in the reflected
configuration, as this directly affects the straight-line distance calculation.

4. Coordinate geometry validation: Use coordinate geometry to place the pentagon in a coordinate
system, compute reflections, and verify the straight-line distance between the reflected start and
end points. This provides a concrete check against abstract geometric reasoning.

Overall judgment: Incorrect.

Figure 11: Illustration of Critique Failure. In this specific case, the critique rests on a faulty
foundational assumption and therefore misdiagnoses the nature of the original error.
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