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Abstract

Natural language understanding (NLU) is001
a task that enables machines to understand002
human language. Some tasks, such as stance003
detection and sentiment analysis, are closely re-004
lated to individual subjective perspectives, thus005
termed individual-level NLU. Previously, these006
tasks are often simplified to text-level NLU007
tasks, ignoring individual factors. This not only008
makes inference difficult and unexplainable but009
often results in a large number of label errors010
when creating datasets. To address the above011
limitations, we propose a new NLU annotation012
guideline based on individual-level factors.013
Specifically, we incorporate other posts by the014
same individual and then annotate individual015
subjective perspectives after considering all016
individual posts. We use this guideline to017
expand and re-annotate the stance detection018
and topic-based sentiment analysis datasets.019
We find that error rates in the samples were020
as high as 31.7% and 23.3%. We further use021
large language models to conduct experiments022
on the re-annotation datasets and find that023
the large language models perform well on024
both datasets after adding individual factors.025
Both GPT-4o and Llama3-70B can achieve an026
accuracy greater than 87% on the re-annotation027
datasets. We also verify the effectiveness of028
individual factors through ablation studies.029
We call on future researchers to add indi-030
vidual factors when creating such datasets.031
Our re-annotation dataset can be found at032
https://anonymous.4open.science/r/Individual-033
NLU-A0DE.034

1 Introduction035

Natural language understanding (NLU) refers to036

the task of determining whether a natural lan-037

guage hypothesis can be reasonably inferred from038

a given natural language premise (MacCartney,039

2009). Common natural language understanding040

tasks include fake news detection (Shu et al., 2017),041

sentiment analysis (Wankhade et al., 2022), stance042
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(a) The original dataset contains text, target and label. LLM
judge on the text is different from the label.
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"Atheism in decline" is simply another way of stating "an
increase in stupidity and gullibility

TEXT2

FAVOR
RE-ANNOTATION

@macbloscaidh @noah_nonsense @religulous For many of us
atheism is the conclusion, not the premise. There is nothing
‘strange’ about this.

TEXT3

(b) Expanded dataset, add other posts of the same individual
(user) for the same target, and re-annotate the user’s stance.
The LLM Judge is consistent with the re-annotation label.

Figure 1: A typical example of potential label error in
stance detection.

detection (AlDayel and Magdy, 2021), toxicity de- 043

tection (Pavlopoulos et al., 2020), and sarcasm de- 044

tection (Joshi et al., 2017). Existing NLU datasets 045

are predominantly text-based, relying solely on 046

short text information without accounting for so- 047

cial factors. While text-level NLU simplifies many 048

tasks, its limitations begin to be recognized, such as 049

poor inference performance (Hovy and Yang, 2021; 050

Bhattacharya et al., 2025). So, some researchers 051

have propose frameworks integrating social factors 052

into NLU (Hovy and Yang, 2021). Additionally, 053

various studies have incorporated different social 054

factors such as user information and background 055

knowledge into specific tasks to improve NLU ac- 056

curacy (Yang and Eisenstein, 2017; Aldayel and 057

Magdy, 2019). 058
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However, current research has not explored in059

depth which NLU tasks will have huge deficiencies060

when using only textual information (without any061

other factors). In this paper, we define a type of062

NLU tasks as individual-level NLU tasks, where063

the labels reflect the identity or perspective of the064

individual (typically the web user who posts the065

text) rather than the content of the text itself. We066

argue that inference only with short texts is flawed067

in such tasks. Tasks that fall under individual-level068

NLU include sentiment analysis, sarcasm detection,069

and stance detection, etc. A key characteristic of070

these tasks is that their labels are inherently tied to071

the publishers rather than the readers. An NLU task072

that does not incorporate an individual’s perspec-073

tive is not considered individual-level NLU. Such074

tasks are usually annotated based on social consen-075

sus or objective facts. For example, in tasks such076

as nature language inference, the labels usually rep-077

resent a broadly accepted interpretation rather than078

an individual user’s perspective (Bowman et al.,079

2015). In fake news detection (Shu et al., 2017)080

and authorship detection (Huang et al., 2024), the081

label remains unchanged regardless of whether one082

or multiple individuals share or endorse it.083

This deficiency is reflected in the creation of084

the datasets. Current research often implicitly as-085

sumes that the labels in original datasets are accu-086

rate. However, individual-level NLU datasets are087

often created using text-level guidelines, and anno-088

tators’ interpretations may differ from those of the089

original publishers. Such misalignment can lead to090

a significant number of labeling errors. Prior works091

have attempted to mitigate this issue by leverag-092

ing the individual factors in the datasets. For in-093

stance, datasets like Amazon reviews (Zhang et al.,094

2015) and IMDB (Maas et al., 2011) assign la-095

bels directly based on user scores, reducing the096

likelihood of annotation inconsistencies. However,097

many individual-level NLU datasets, such as the098

Twitter stance detection dataset (Mohammad et al.,099

2016) and the Twitter sentiment analysis dataset100

(Rosenthal et al., 2019), depend mostly on manual101

annotation, since social media posts do not come102

with explicit "scores" and must be annotated man-103

ually or inferred through hashtags instead. A re-104

cent study demonstrates that large language models105

(LLMs) perform well when human annotators do106

but fail in cases where human annotators struggle to107

reach consensus (Li and Conrad, 2024). This sug-108

gests that inconsistencies among annotators stem109

from the inherent ambiguity of the text rather than110

annotator negligence. 111

From a sociolinguistic perspective, the attitude 112

of an individual should be tied to the original pub- 113

lisher’s intent at the time of posting (Kockelman, 114

2004), rather than being subject to the variability 115

of annotator interpretations. Annotation inconsis- 116

tencies often arise due to insufficient information 117

and poor data quality. This phenomenon is referred 118

to as systematic label errors (Cabrera et al., 2014). 119

A recent study (Garg and Caragea, 2024) identifies 120

potential label errors in the SemEval-2016 stance 121

detection dataset, with error rates reaching up to 122

22.7% for the Atheism category (see Figure 1 for 123

sample case). To address the limitations of text- 124

level NLU, some sarcasm detection datasets have 125

attempted to make annotators the original publish- 126

ers—meaning they generate and annotate their own 127

posts (Farha et al., 2022; Oprea and Magdy, 2019). 128

However, the volume of such intentionally created 129

data remains limited, making it difficult to scale for 130

large individual-level NLU tasks. 131

To address this research gap, we propose guide- 132

lines for two NLU subtasks: stance detection and 133

topic-based sentiment analysis. These guidelines 134

aim to identify and mitigate systematic labeling 135

errors that may exist in text-level NLU datasets. 136

Specifically, building on the prior finding that a 137

user’s stance on a specific perspective tends to re- 138

main consistent over time (Aldayel and Magdy, 139

2019), we incorporate additional posts from the 140

same user within a similar timeframe to assess the 141

accuracy of dataset labels. Our analysis reveals a 142

substantial number of labeling errors. To further 143

evaluate these errors, we employ three mainstream 144

large language models (LLMs) to evaluate the 145

datasets. Our findings indicate that LLMs achieve 146

exceptionally high accuracy on the re-annotated 147

datasets using only simple prompts, demonstrating 148

the necessity of introducing individual-level NLU 149

and individual factors. 150

We summarize our contributions as follows: 151

• We propose a novel guideline to reduce label- 152

ing errors in individual-level NLU. 153

• We identify that individual-level NLU datasets 154

often rely on text-level annotation methods, 155

leading to a high error rate, which even ex- 156

ceeds 30% on the most commonly used stance 157

detection dataset. 158

• We evaluate the newly re-annotated datasets 159

using LLMs. Our results demonstrate that 160

2



LLMs hold significant potential for individual-161

level NLU tasks, even surpassing crowd-162

sourced annotators in domains requiring spe-163

cialized knowledge.164

2 Related Work165

In this section, we will introduce existing meth-166

ods for detecting label errors. Then we will intro-167

duce pre-trained and large language models, and168

explain their potential in detecting label errors in169

the individual-level NLU task.170

2.1 Label Errors171

The inconsistency between the labels and172

groundtruths in the training dataset is often called173

"noisy labels" (Song et al., 2022). If the labels174

are inconsistent with the groundtruths in the test175

dataset, it is called label errors. Label errors are176

common in test datasets and may affect the evalua-177

tion of the model, there is an average of 3.3% label178

error in ten commonly used datasets (Northcutt179

et al., 2021b).180

A classic method for automatically detecting la-181

bel errors is confident learning (Northcutt et al.,182

2021a). After this, many methods have been pro-183

posed for detecting label errors. For example,184

some studies compare samples with their K-nearest185

neighbor samples (Zhu et al., 2022, 2023). If the K186

nearest-neighbor samples belong to a certain class187

and the sample to be corrected belongs to another188

class, the sample likely has a label error. Some189

studies have found that using pre-trained language190

models and fine-tuning them on a specific task, and191

then simply examining out-of-sample data points192

in descending order of fine-tuned task loss outper-193

forms confident learning (Chong et al., 2022).194

Large number of label errors are probably not195

due to the negligence of the annotators but the de-196

fects in the annotation guidelines themselves. For197

example, the 23.7% label error rate in the TADRED198

dataset is because of inappropriate guidelines (Sto-199

ica et al., 2021). Annotation guidelines serve as the200

instruction manual for annotators, drafted by prod-201

uct owners. The process can be simply summarized202

as follows: (1) Annotators are recruited and given203

data samples and the description of guidelines; (2)204

Annotators provide the labels based on their knowl-205

edge and experience, by strictly complying with206

the guidelines (Klie et al., 2024).207

2.2 Pre-trained Language Models 208

Before the emergence of large language models, 209

studies have shown that pre-trained language mod- 210

els are better than support vector machines or 211

other deep learning models (Ghosh et al., 2019). 212

Many works demonstrate that using external knowl- 213

edge can effectively enhance the performance of 214

individual-level NLU tasks such as stance detec- 215

tion tasks (He et al., 2022; Hanawa et al., 2019; Li 216

et al., 2021). Since large language models were 217

pre-trained with a large corpus, many researchers 218

began to explore their performance in individual- 219

level tasks such as stance detection (Zhang et al., 220

2022; Cruickshank and Xian Ng, 2023; Lan et al., 221

2024; Li and Conrad, 2024; Gatto et al., 2023), 222

sentiment analysis (Zhang et al., 2023; Korkmaz 223

et al., 2023). However, these works focus on how 224

to guide LLMs to achieve better performance, and 225

no work has focused on the role of LLMs in detect- 226

ing label errors in individual-level NLU tasks. If 227

the dataset is systematically and consistently mis- 228

labeled, the evaluation of LLMs can become both 229

misleading and unreliable. 230

3 Methodology of Re-annotation 231

In this section, we illustrate the process of miti- 232

gating label errors in individual-level NLU tasks. 233

We begin by highlighting the unique characteris- 234

tics of individual-level tasks. Next, we present our 235

methods, using representative tasks such as stance 236

detection and topic-based sentiment analysis. 237

3.1 Tasks and Dataset Selection 238

According to the definition of individual-level 239

NLU, annotators cannot directly infer a publisher’s 240

perspectives but can only approximate them using 241

indirect contextual information about the user. Re- 242

lying solely on a single piece of text often results in 243

inaccurate annotations. This highlights the critical 244

need for a more comprehensive understanding of 245

an individual’s background in NLU tasks, includ- 246

ing physiological attributes (e.g., gender, age) and 247

social factors (e.g., interests, occupation, and com- 248

munity affiliations). However, collecting such sen- 249

sitive information from social media presents sig- 250

nificant challenges, particularly regarding privacy 251

concerns. Therefore, it is essential to simplify the 252

problem by focusing on specific individual-level 253

NLU tasks while minimizing privacy risks. 254

Therefore, we focus on two representative tasks: 255

topic-based sentiment analysis and stance detec- 256

tion. One advantage of these tasks is that they have 257
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Figure 2: The process of manual re-annotation and LLMs judges. In the manual re-annotation, after finding other
posts related to the topic/target by individuals (network users), three annotators follow the guidelines to annotate
individual-level labels. In LLMs Judges, the input is divided into two parts: data and prompts.

Dataset Topics/Targets Tweets
Semeval Stance 5 1,129
Semeval Sentiment 60 4,346

Table 1: Statistics of two datasets.

clearly defined topics or targets, making it easier to258

collect relevant posts from the users. Other tasks259

such as sarcasm detection lack a specific target and260

often require a deep understanding of an individ-261

ual’s speaking style, interests, and other contex-262

tual factors, making data collection significantly263

more challenging. Additionally, previous studies264

have shown that users’ attitudes toward specific per-265

spectives tend to remain stable over short periods266

(Borge-Holthoefer et al., 2015; Aldayel and Magdy,267

2019). For example, in topic-based sentiment anal-268

ysis, if the topic is Arsenal, a dedicated Arsenal fan269

is expected to maintain a positive sentiment toward270

the team over time. For our study, we select two271

datasets: the SemEval-2016 Task 4 topic-based sen-272

timent analysis dataset (Nakov et al., 2019) and the273

SemEval-2016 Task 6 stance detection dataset (Mo-274

hammad et al., 2016). The basic statistics of both275

datasets are presented in Table 1. Stance detection276

has three classes: Favor, Against, and None. In277

topic-based sentiment analysis, the creators dis-278

card the Neutral and only keep the Positive and279

Negative classes.280

3.2 Data Expansion281

To expand the dataset, we collect user posts re-282

lated to the specified topic or target. We make283

the following assumption: given a set of posts284

X = x1, x2, ..., xn authored by a user about a topic285

or target t over a certain period, these posts should286

exhibit the same sentiment or stance. We further287

validate this assumption from a clustering perspec-288

tive. Previous research has clustered posts based289

on textual features at the text level (Samih and290

Darwish, 2021), where posts with similar textual291

characteristics are positioned closer together and 292

are more likely to share the same class label. At the 293

individual level, drawing from prior studies (Borge- 294

Holthoefer et al., 2015; Aldayel and Magdy, 2019), 295

we extend this idea by assuming that users and their 296

posts should be each other’s nearest neighbors. In 297

other words, if a dataset contains only one post x1 298

from a given user, and we add k additional posts 299

x1, ...xk, forming a cluster of nearest neighbors 300

that share the same label. Previous studies have 301

shown that detecting label errors requires as few as 302

two nearest neighbor samples (2-NN) (Zhu et al., 303

2022). so we set k = 2 for the dataset creation 304

(we also conduct experiments to demonstrate the 305

impact of k in section 6.2). However, certain edge 306

cases must be considered—such as when a user has 307

only one post related to t, or when the original post 308

itself isn’t directly related to t. We provide specific 309

guidelines for handling the cases in Section 3.3. 310

We start from the existing dataset, find the users 311

corresponding to these posts, and then use the Twit- 312

ter API to crawl other tweets from the same user 313

within a certain period of time based on the corre- 314

sponding keywords. This period is usually no more 315

than two years. For example, for the stance dataset, 316

we crawl the user’s tweets from January 2015 to 317

December 2016. The keywords (also called search 318

queries) corresponding to different targets are given 319

in the appendix. If more than three tweets are col- 320

lected from a user, we filter the tweets: We first 321

keep the tweets that explicitly contained the target 322

(e.g., the target was Legalization of Abortion and 323

the tweet explicitly contained abortion). If there 324

are not enough tweets (less than three tweets), we 325

manually collect the user’s tweets in the following 326

order: (1) tweets posted by the user related to the 327

target or topic (regardless of time, the closer to the 328

original tweet, the better); (2) tweets retweeted by 329

the user related to the target or topic (regardless of 330

time, the closer to the original tweet, the better); 331

(3) tweets posted by the user closest to the original 332
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tweet.333

Because some tweets have been deleted or re-334

stricted, we can only obtain the users corresponding335

to a part of the tweets. This is also the case in pre-336

vious studies (Aldayel and Magdy, 2019). In the337

stance detection dataset, we selected four targets:338

Atheism (AT), Climate Change is a Real Concern339

(CC), Feminist Movement (FM), and Legalization340

of Abortion (LA) for data expansion. In topic-341

based sentiment analysis, we select two tweets for342

each topic, giving priority to one with the label343

Positive and one with the label Negative. How-344

ever, if all tweets of a certain class of a certain topic345

are inaccessible, we select two tweets of the same346

class. The data statistics are shown in Table 2.347

3.3 Manual Re-annotation Guidelines348

After collecting user tweets, three annotators inde-349

pendently annotated them. Considering that we use350

LLMs for data evaluation and that the annotators351

may not understand some background knowledge,352

we allow the annotators to use search engines to353

assist in the annotation work but prohibit the use of354

LLMs.355

In the annotation, we first followed the guide-356

lines for constructing the SemEval-2016 datasets.357

According to the characteristics of expanded data,358

we propose a new guideline: for individuals whose359

sentiment/stance is difficult to determine, we use360

the following rules to annotate: (1) If none of361

the three posts can determine the individual’s362

stance/sentiment on the target, it is annotated as363

None (Neutral). (2) If one tweet clearly states364

that the stance is Favor (Positive) or Against365

(Negetive), and the remaining two tweets have366

unclear stances or are irrelevant to the target, the367

stance is still annotated as Favor (Positive) or368

Against (Negetive). (3) If more than half of the369

tweets is Favor (Positive)/Against (Negetive),370

please identify the user’s stance/sentiment as371

Favor (Positive)/Against (Negetive). Our372

goal is to re-annotate the labels of the original373

dataset, we cannot simply discard the samples374

when the three annotators are inconsistent. There-375

fore, if an inconsistency is found, the annotators376

will re-search the Twitter user’s information and377

discuss it until they reach a consensus. Since the378

topic-based sentiment analysis dataset discards neu-379

tral samples and only has positive and negative380

samples, the samples we finally annotate also only381

have positive and negative samples.382

4 Experiments 383

In this section, we introduce the large language 384

models used to evaluate Individual-level NLU per- 385

formance and then our evaluation metrics. 386

4.1 LLM Judges 387

We use three representative large language mod- 388

els: GPT-4o (Achiam et al., 2023), Llama3-70B 389

(Dubey et al., 2024) and PHI-4 (Abdin et al., 2024) 390

to evaluate the performance of the datasets after 391

expansion and correction. 392

For each user, we repeated the experiment three 393

times to demonstrate more robust results due to 394

the non-deterministic nature of LLMs (Xiong et al., 395

2023). Finally, we selected the category with the 396

highest probability as the predicted label. 397

To demonstrate that multiple posts are more ef- 398

fective than one post, we also conduct two abla- 399

tion experiments. The first ablation experiment 400

compares the performance when using the original 401

tweet and two newly collected tweets and the per- 402

formance when using the original tweet. The sec- 403

ond ablation experiment verifies the performance 404

of LLM when using different numbers of tweets. 405

In the second ablation experiment, not all users can 406

collect more than three tweets, so we only use users 407

with more than or equal to five tweets collected in 408

the stance detection dataset, and then randomly se- 409

lect one to five tweets from these users to input into 410

LLM to evaluate the performance. In the one-tweet 411

experiment, the input tweet can be different from 412

the tweets in the original dataset. 413

4.2 Evaluation Metrics 414

Similar to previous work, we calculate the label 415

error rate Re according to (1). 416

Re = Se/St (1) 417

Se is the number of error samples, and St is the to- 418

tal number of samples. Previous work (Mohammad 419

et al., 2016; Nakov et al., 2019) uses the average F1 420

value of positive and negative samples to evaluate 421

model performance. However, we find that in some 422

targets, the number of positive or negative samples 423

that can still be accessed is very small, and directly 424

using the average F1 value will cause a large bias. 425

Thus we use the Accuracy for evaluation. How- 426

ever, in the appendix, we also give the average F1 427

value of each model. 428

Accuracy = Sc/St (2) 429
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Figure 3: Some examples of correcting label errors. Using multiple posts from the same publisher can more
accurately determine the user’s sentiment or stance, and can effectively explain why this label is given.

Dataset Target Posts Error Error Rate

Stance

AT 133 30 29.3%
CC 114 22 19.3%
FM 114 50 43.9%
LA 130 54 41.5%

ALL 491 156 31.7%
Sentiment All Topic 120 28 23.3%

Table 2: Error rate statistics of different datasets

Se is the number of samples predicted correctly.430

Since a user may have multiple tweets in the431

dataset, each one may be annotated with a different432

label, we calculate Re and Accuracy based on the433

number of tweets rather than the number of users.434

5 Assessing Label Errors435

According to our guidelines, we evaluated the la-436

beling errors of the two datasets. In the stance437

detection dataset, there were 156 tweets with incor-438

rect labels. The error rate was as high as 31.7%.439

Among them, the error rates of Atheism, Femi-440

nism, and Legalization of Abortion were as high as441

29.3%, 43.9% and 41.5% respectively. In the topic-442

based sentiment dataset, the error rate is 23.3%.443

Table 2 shows the tweets and error rates in different444

targets or topics in the two datasets.445

We then perform a qualitative analysis of the446

errors in these labels. In the stance detection447

dataset, the target of Legalization of Abortion, a448

hashtag #repealthe8th repeatedly appears, which449

often means that the user is Irish and opposes the450

Eighth Amendment to the Irish Constitution. The 451

Eighth Amendment to the Irish Constitution is a 452

law against the Legalization of Abortion. Oppos- 453

ing the law means that the user’s stance on the 454

Legalization of Abortion is Favor. However, in 455

the original dataset, a large number of tweets are 456

annotated as Against. This is most likely because 457

the annotators are not Irish and do not understand 458

Irish culture and politics. This further illustrates 459

the complexity of annotations. More examples are 460

given in Figure 3. We also give more examples in 461

the appendix figure. 462

The sentiment analysis dataset only provides the 463

Tweet ID but not the original text. The stance de- 464

tection dataset provides both the Tweet ID and the 465

original text. We also conducted case studies on the 466

tweets in SemEval-2016 that are no longer avail- 467

able on the Internet and found that many tweets 468

have vague content and opinions without specific 469

context. It is difficult to infer the publisher’s stance 470

based on just one tweet. This shows that even if the 471

dataset is expanded, similar situations will occur. 472

6 Evaluation on Expanded Datasets 473

6.1 Quantitative Analysis 474

We first evaluate the performance of the three mod- 475

els on the new datasets. As shown in Table 3, 476

GPT-4o has an accuracy of more than 90% for 477

each target on the stance detection dataset, and 478

Llama3-70B has an accuracy of more than 80% 479

on each dataset. PHI-4 performs slightly worse, 480
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Figure 4: Performance on the Semeval stance detection
dataset using different numbers of tweets as LLM input.

with an accuracy of only 68% on some targets. In481

terms of overall accuracy, GPT-4o and LLama3-482

70B reached 92% and 88% respectively, and PHI-4483

was slightly worse, but also 79%. However, if we484

use the original labels (uncorrected dataset labels,485

OL) for evaluation, the accuracy of the three mod-486

els will drop to 65%, 64%, and 62% respectively.487

This shows that label errors in the original dataset488

will seriously affect the evaluation of model perfor-489

mance, and also shows that most LLMs can already490

make accurate predictions for the two tasks.491

6.2 Ablation Studies492

We conduct two ablation experiments to evaluate493

the validity of multiple tweets from the same user.494

Table 4 shows the results of the first ablation ex-495

periment. When using only the original tweet, the496

accuracy of all LLMs drops. This proves the ne-497

cessity of using individual factors. Different posts498

from the same individual can complement each499

other and enhance the accuracy of prediction.500

Then we input LLM with one to five tweets from501

the same user. We collected 281 users with more502

than five tweets, so we evaluated the effectiveness503

of multiple tweets on these 281 users. Since PHI-4504

performed poorly before, we used LLama3-70B505

and GPT-4o for experiments. Figure 4 shows that506

three tweets can achieve good accuracy. Although507

the performance can continue to improve by in-508

creasing the number of tweets, the improvement509

is significantly reduced. Therefore, using three510

tweets is a choice that takes both performance and511

efficiency into consideration.512

6.3 Case Study 513

We also conduct case studies of the results given 514

by LLMs. We focus on two types of samples: The 515

first type is samples where the new label is dif- 516

ferent from the original label. The second type is 517

samples where the new label is the same as the 518

original label, but the prediction results are differ- 519

ent when using multiple tweets and a single tweet. 520

We find that LLMs’ explanations were basically 521

consistent with the annotators’ cognition. Figure 5 522

shows a typical example. The sample is annotated 523

"Against" in both the new and original datasets, 524

but even humans find it difficult to judge the user’s 525

stance on Legalization of Abortion through the orig- 526

inal tweets. All three annotators also believe that 527

the original tweet did not mention abortion at all, 528

nor did it contain any clues supporting or opposing 529

abortion. When only one tweet is used for stance 530

detection, LLMs give a prediction result of "None", 531

which is consistent with the annotator’s cognition. 532

After using the newly added two tweets, a total of 533

three tweets for prediction, LLMs give the result of 534

"Against". The three annotators also give the label 535

"Against" based on the newly added tweets. This 536

proves that expanding the dataset and increasing 537

the information of the same user in the dataset is 538

crucial for individual-level NLU. More samples are 539

given in the appendix. 540

7 Discussion and Conclusion 541

Our research demonstrates the limitations of re- 542

ducing individual-level NLU tasks to text-level 543

tasks. The information lost in the reduction pro- 544

cess not only leads to poor model performance but 545

also causes annotators to misunderstand semantic 546

information, resulting in a large number of label 547

errors. Therefore, we call on dataset creators to 548

fully consider social factors and reasonably choose 549

guidelines to reduce systematic label errors when 550

creating individual-level datasets in the future. 551

Past studies have shown that online users’ per- 552

spectives of a topic or target do not change over 553

time. We draw inspiration from these conclusions 554

and propose an individual-level annotation guide- 555

line for stance detection and topic-based sentiment 556

analysis. We collect posts related to topics/targets 557

from online users over a period of time, use the 558

consistency of the posts for cross-validation, and 559

finally judge the stance or sentiment of the online 560

user. Case studies show that our method avoids 561

the ambiguous semantics of a single post, allowing 562
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Stance Detection Sentiment Analysis
Model AT CC FM LA Total Total (OL) Total Total (OL)

GPT-4o 92.48 92.98 92.98 91.53 92.46 64.77 89.17 78.33
LLama3-70B 86.47 91.52 83.33 89.23 87.58 64.56 92.50 78.33

PHI-4 68.42 83.33 84.21 81.54 79.02 61.51 92.50 76.67

Table 3: The performance of different models on the dataset after label correction. OL means original labels, which
is the label of the original datasets without correction.

Figure 5: Multi-posts example. In this case, although the user’s stance is "Against" in both the new and original
datasets, it is difficult or even impossible to infer the user’s stance from the text in the original dataset. After adding
other tweets from the user, LLM gives an accurate prediction.

for more accurate annotation, and the labels we563

give are more explainable. At the same time, our564

method only collects posts to avoid collecting a565

large amount of invalid user information.566

We used the re-annotated dataset to conduct567

zero-shot experiments on different LLMs. Compar-568

ing the labels with the original datasets, we found569

that incorrect labels seriously affect the evaluation570

model’s performance on the individual-level NLU571

task; the current LLM performs exceptionally well572

in stance detection and topic-based semantic analy-573

sis. Through ablation experiments and case studies,574

we demonstrated the effectiveness of multiple posts575

compared to a single post and also showed that576

LLMs have human thinking patterns when facing577

single and multiple tweets.578

Stance Detection Sentiment Analysis
Model MT ST MT ST

GPT-4o 92.48 69.25 89.17 74.17
LLama3 87.58 74.13 92.50 72.50
PHI-4 79.02 60.29 92.50 71.67

Table 4: Comparison of results using multiple tweets
and a single tweet. MT: Multiple Tweets. ST: Single
Tweet

8 Limitation 579

Our study also has some limitations. First, in 580

individual-level NLU, the user’s perspectives can 581

be determined not only through the tweets posted 582

by the user but also by using other information of 583

the user. For example, the user’s retweets, likes, fol- 584

lows, and profile. Although these data are rich, they 585

are highly heterogeneous compared to the tweets 586

posted by the user. For example, some user profiles 587

may contain information to determine the user’s 588

stance, while some users may not even have pro- 589

files. This may be because different users have 590

different habits when using social media. Effec- 591

tively utilizing and modeling this information is 592

one of our future directions. 593

Secondly, our current information retrieval meth- 594

ods are only applicable to tasks that involve deter- 595

mining topics, such as stance detection and topic- 596

based sentiment analysis. The characteristic of this 597

type of task is that we can use keywords to re- 598

trieve user posts. Some other individual-level NLU 599

tasks, such as sarcasm detection, do not have sim- 600

ilar characteristics and cannot find corresponding 601

user tweets by keywords. This means that when 602

facing this type of NLU task, we need new infor- 603

mation retrieval methods and models. This is also 604

the direction we need to explore. 605

Finally, our annotations are relatively small. 606

8



Individual-level annotations require full considera-607

tion of each post, which greatly increases the anno-608

tation cost. To verify the robustness of our method,609

we will increase the number of annotation samples610

and build a larger dataset in the future.611

9 Ethics Statement612

Our work on the datasets is conducted with a strong613

commitment to ethical principles. We prioritize pri-614

vacy by collecting only publicly available tweets615

and strictly adhering to relevant guidelines for an-616

notation and dataset sharing. In our research, we617

comply with the X Developer Agreement and Pol-618

icy, ensuring that all content is used solely for aca-619

demic research purposes. Tweets can only identify620

online users, not real individuals. Furthermore,621

we respect diverse religious beliefs and political622

perspectives.623

Additionally, our research does not diminish the624

contributions of previous dataset creators; rather,625

we deeply appreciate their efforts. The datasets626

they developed serve as the foundation of our work.627
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A Keywords in searching829

In topic-based sentiment analysis, we directly use830

topics as the keyword for search. In stance detec-831

tion, the keywords are:832

• Atheism: Atheism, God, Pray833

• Climate Change is a Real Concern: Climate,834

Globalwarming835

• Feminist Movement: Women, Feminism,836

Feminist837

• Legalization of Abortion: Abortion,838

Women, Legal839

B Prompts Design840

We use a very simple prompt:841

• For stance detection:842

Read the question, provide your answer, and843

your confidence in this answer. Please make844

sure that the confidence level of your answers845

adds up to 1. Only output confidence levels.846

Do not output any other things. Please decide847

the following users’ stance on the Target:848

Is it FAVOR, AGAINST, or NONE? These849

tweets are from the same user, so please as-850

sume they have the same stance. Tweet1851

Tweet2 Tweet3852

• For topic-based sentiment analysis:853

Read the question, provide your answer, and854

your confidence in this answer. Please make855

sure that the confidence level of your answers856

adds up to 1. Only output confidence levels.857

Do not output any other things. Please decide858

the following users’ sentiment on the Topic:859

Is it POSITIVE or NEGATIVE? These tweets860

are from the same user, so please assume they861

have the same sentiment. Tweet1 Tweet2862

Tweet3863

C Average F1 value 864

In previous work, the average F1 value of positive 865

and negative samples was often used to evaluate 866

model performance. The formula is as follows: 867

Favg =
FP + FN

2
(3) 868

FP is the F1 value of the positive sample, and FN 869

is the F1 value of the negative sample. In stance 870

detection, positive samples are samples with the 871

label Favor, and negative samples are samples 872

with the label Against. 873

Stance Detection Sentiment Analysis
Model Total Total (OL) Total Total (OL)

GPT-4o 94.36 68.61 88.44 77.08
LLama3-70B 90.29 68.94 92.06 76.67

PHI-4 78.87 65.96 92.06 74.88

Table 5: The average F1 value of different models on
the dataset after label correction. OL means original
labels, which is the label of the original datasets without
correction.
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D More Error Samples and LLM Responses874
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