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Abstract

Human perception of language depends on per-001
sonal backgrounds like gender and ethnicity.002
While existing studies have shown that large003
language models (LLMs) hold values that are004
closer to certain societal groups, it is unclear005
whether their prediction behaviors on subjec-006
tive NLP tasks also exhibit a similar bias. In007
this study, leveraging the POPQUORN dataset008
which contains annotations of diverse demo-009
graphic backgrounds, we conduct a series of010
experiments on six popular LLMs to investi-011
gate their capability to understand group differ-012
ences and potential biases in their predictions013
for politeness and offensiveness. We find that014
for both tasks, model predictions are closer to015
the labels from White and female participants.016
We further explore prompting with the target017
demographic labels and show that including018
the target demographic in the prompt actually019
worsens the model’s performance. More specif-020
ically, when being prompted to respond from021
the perspective of “Black” and “Asian” individ-022
uals, models show lower performance in pre-023
dicting both overall scores as well as the scores024
from corresponding groups. Our results sug-025
gest that LLMs hold gender and racial biases026
for subjective NLP tasks and that demographic-027
infused prompts alone may be insufficient to028
mitigate such effects.029

1 Introduction030

Large language models (LLMs) have shown031

promising capability in handling a wide range of032

language processing tasks from dialogue genera-033

tion to sentiment analysis, because of their abil-034

ity to learn human-like language properties from035

massive training data (Brown et al., 2020; Radford036

et al., 2019). An increasing number of researchers037

have started to use the zero-shot capabilities of038

LLMs to handle subjective NLP tasks, such as sim-039

ulating characters (Wang et al., 2023) and detecting040

hate speech (Plaza-del arco et al., 2023). However,041

subjective tasks pose a unique challenge: for some042

tasks, the desired task output systmatically varies 043

between population groups (Al Kuwatly et al., 044

2020)—what is rated highly for one group may 045

be rated low by another. Thus, using LLMs for 046

subjective tasks risks creating unfair treatment for 047

different groups of people (Liang et al., 2021). San- 048

turkar et al. (2023) find that when answering value- 049

based questions, LLMs tend to reflect opinions of 050

lower-income, moderate, and protestant or Roman 051

Catholic individuals. Despite that, few study ex- 052

amines whether LLMs have a similar bias when 053

handling subjective NLP tasks. 054

In this study, we investigate whether LLMs are 055

able to understand identity-based group differences 056

in subjective language tasks. More specifically, 057

leveraging the recently introduced POPQUORN 058

dataset (Pei and Jurgens, 2023), we prompt a range 059

of LLMs to test their ability to understand gender 060

and ethnicity differences in two subjective NLP 061

tasks: politeness and offensiveness. On both tasks, 062

we observe that LLMs’ zero-shot predictions are 063

consistently closer to the perceptions of females 064

compared to males and closer to White people in- 065

stead of Black and Asian people, reflecting intrinsic 066

model biases in subjective language tasks. 067

We further study the effect of directly adding de- 068

mographic information when prompting the mod- 069

els. To account for the nuanced changes in prompts, 070

we test a list of baseline prompts that do not include 071

the demographic information (e.g. “Do you think 072

the given comment would be offensive to a per- 073

son?”). We find that, compared with the baseline 074

prompts, adding demographic information actually 075

led to a lower prediction performance. This pattern 076

is consistent across different models. 077

Our study suggests that large language models 078

are not fully capable of understanding gender and 079

racial differences in subjective language tasks. Al- 080

though some studies attempt to use LLMs to mimic 081

behaviors of different groups or do data augmen- 082

tation for subjective tasks, our result reveals the 083
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Figure 1: Distribution of annotation results from different groups for both offensiveness and politeness tasks

potential risks in introducing further biases.084

2 LLMs and Social Factors085

A large line of recent work regarding LLMs has086

looked into whether they contain knowledge of so-087

cial factors analogous to that of human (Zhou et al.,088

2023). Some studies measure LLMs’ specific sets089

of personalities when prompted using established090

questionnaires of psychological traits (tse Huang091

et al., 2023; Binz and Schulz, 2023; Miotto et al.,092

2022; Pan and Zeng, 2023). Given this personality,093

studies have tried to use LLMs to provide large-094

scale labeling of tasks requiring social understand-095

ings with promising results (Ziems et al., 2023;096

Rytting et al., 2023). However, LLMs are also not097

perfect: the model outputs do not well represent098

the human population due to innate biases arising099

from the data used to train the models. This leads100

to LLMs being potentially biased with respect to101

gender (Lucy and Bamman, 2021) or political ideol-102

ogy (Liu et al., 2022), and also failing to represent103

particular demographic groups (Santurkar et al.,104

2023). Further, prompting itself possesses limita-105

tions such as being sensitive to the complexity or or-106

der of prompt sentences inputted to the model (Mu107

et al., 2023; Dominguez-Olmedo et al., 2023). A108

recent study that is in similar line with ours is that109

of Beck et al. (2023) which uses sociodemographic110

factors as prompts to examine model performance111

on several different tasks. While their methodology112

is similar to ours, we provide different findings, as113

our work tests whether these prompts are actually114

helping LLMs align more with the opinions pro-115

vided by samples of the specified demographics.116

3 Dataset and Method117

Data We use the POPQUORN dataset (Pei and Ju-118

rgens, 2023) as our testbed for experiments on119

LLMs. POPQUORN includes 45,000 annotations120

drawn from a representative sample of the U.S. 121

population and is diverse in terms of demograph- 122

ics such as ethnicity and gender. For this study, 123

we utilize annotators’ offensiveness and politeness 124

ratings, where each task is a 5-point Likert rating. 125

This study examines two types of identities: 126

gender and race. We focus on the categories 127

of [‘Woman’, ‘Man’] for gender, and [‘Black’, 128

‘Asian’, ‘White’] for race, as these have sufficient 129

statistical power to draw conclusions. For each 130

instance, we compute the average politeness and 131

offensiveness scores both for each identity group as 132

well as for the entire sample of annotators. These 133

average scores serve as the measures of the specific 134

group’s different perceptions. 135

Figure 1 shows the distributions of both over- 136

all and identity-specific scores for offensiveness 137

and politeness tasks. In terms of offensiveness, the 138

overall scores show a mean of 1.88 with a stan- 139

dard deviation of 0.76. For politeness, the mean of 140

overall scores stands at 3.31 with a standard devia- 141

tion of 0.91. For both tasks, the scores from men, 142

women, and White annotators closely mirror the 143

overall score distribution. Scores from Black and 144

Asian annotators, however, present diverged mean 145

and increased standard deviation. 146

Models To increase the generalizability of our 147

findings, we conduct experiments with a range of 148

open-source and close-source LLMs: FLAN-T5- 149

XXL (Chung et al., 2022), FLAN-UL2 (Tay et al., 150

2023), Tulu2-DPO-7B, Tulu2-DPO-13B (Ivison 151

et al., 2023), GPT-3.5, and GPT-4 (OpenAI, 2023). 152

Prompts We design prompts to instruct the models 153

to predict offensiveness and politeness scores for 154

each instance. Prompts were selected after prelimi- 155

nary experiments on a small scale to verify whether 156

the prompt can elicit valid responses. An example 157

prompt used in our experiments is illustrated in Ap- 158

pendix Table 1, and Appendix Table 2 presents the 159
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Figure 2: A comparison of the correlations between the LLM-generated responses and the annotations from
different social groups. Model predictions are closer to women and White people’s ratings of both offensiveness
and politeness.

list of all prompts used in our study. While prompts160

differ slightly in performance, our findings consis-161

tently align across tested prompts, as detailed in162

the following sections.163

Evaluation As the labels are on a scale from 1 to 5,164

for both subjective NLP tasks on offensiveness and165

politeness we evaluate our results by measuring166

Pearson’s r between the model’s predictions and167

the aggregated human ratings.168

4 Are Model Predictions Closer to169

Certain Demographic Groups?170

We compare models’ predictions derived from base-171

line prompts without any demographic informa-172

tion to the average ratings provided by annotators173

within each identity group. The correlation coef-174

ficients between the models’ baseline predictions175

and identity-specific labels are shown in Figure 2.176

Gender As shown in Figure 2 (left), LLMs’ percep-177

tions of both subjective tasks tend to align slightly178

more with the perceptions of women than those179

of men. For both tasks, the correlation between180

the LLM-generated responses and the annotated181

results is lower when conditioned on either gender,182

compared to that on the entire population. This im-183

plies that the annotations of men and women result184

in different distributions which are balanced out185

when averaged across the entire population, which186

is closer to the LLM’s predictions despite being187

slightly more aligned towards female scores.188

Ethnicity Figure 2 (right) demonstrates that mod-189

els’ predictions consistently have a higher corre- 190

lation with White people’s perception of both po- 191

liteness and offensiveness, compared to those of 192

Black or Asian people. These results suggest that 193

(1) the annotated score distributions between eth- 194

nicity groups differ more than that between gender, 195

and (2) LLMs’ perception of subjective tasks is 196

biased towards the perspectives of White people. 197

5 Does Adding Identity Tokens Improve 198

Alignment with Demographic Groups? 199

In the previous section, we find that LLMs’ predic- 200

tions on subjective NLP tasks are biased towards 201

certain demographic groups’ perceptions. Given 202

LLMs’ capabilities of understanding natural lan- 203

guage instructions, does adding identity tokens in 204

prompts help models tune their predictions for spe- 205

cific demographic groups? 206

Method We modify the prompt in Table 1 and 207

add demographic information when prompting the 208

model to predict group-based ratings on offensive- 209

ness and politeness (e.g., “How offensive does a 210

White person think the following text is?”). 211

Results Figure 3 shows the change in model perfor- 212

mance when adding identity tokens into prompts. 213

In the plots, the lighter bars represent the corre- 214

lation between models’ predictions with baseline 215

prompts and group-based human labels, while the 216

deeper bars represent the correlation between mod- 217

els’ perceptions derived from identity prompts and 218

the average rating from the corresponding group. 219
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Figure 3: Change of performance w/o identity prompts for both tasks. Lighter bars represent correlations between
models’ predictions with baseline prompts and group-based human labels, while darker bars represent correlations
between models’ perceptions derived from identity prompts and the average rating from the corresponding group.
Adding identity tokens consistently worsens the models’ performance on subjective NLP tasks.

We find that simply adding the identity token220

does not help models adjust their predictions. On221

the contrary, adding identity words negatively af-222

fects models’ performance in predicting subjective223

perceptions of the specific demographic group. In224

addition, this effect is disproportional for different225

gender/racial groups, and it varies with different226

models and subjective NLP tasks. In general, we227

observe a minimal drop in correlation coefficients228

after adding the identity token of man and woman.229

However, the models’ performance for both Asian230

and Black groups drops sharply after adding the231

words “Black” and “Asian” in the prompt. Such a232

result indicates that LLMs are not only biased in233

their predictions but also in the way that identity234

prompt affect their performances.235

6 Discussion236

Our experiment results support the belief that237

LLMs are more aligned toward certain demo-238

graphic groups than others when asked to make de-239

cisions regarding tasks such as determining polite240

or offensive content. For both of our tasks, we find241

that all of our tested LLMs provide answers which242

are closer to the annotations of White, female anno-243

tators compared to other demographic groups. Our244

findings contribute to the newly growing knowl-245

edge of types of demographic biases inherent in246

LLMs when asked to solve subjective tasks (Feng247

et al., 2023), signaling caution for potential appli-248

cations such as deploying LLMs for generating249

annotations at large scale (Ziems et al., 2023). We 250

discover that, unfortunately, directly inserting de- 251

mographic features into prompts does not make 252

models “think” from the perspective of certain de- 253

mographic groups. This is verified by LLMs not 254

better aligning with specific demographic groups 255

when adding their terms to prompts. On the con- 256

trary, we observe a uniform performance decrease 257

across all demographics when an LLM is prompted 258

to think as a specific demographic group. The abil- 259

ity of LLMs to consider various opinions, at least 260

from the perspective of demographic groups, seems 261

limited at its current stage. 262

7 Conclusion 263

We examine the gender and racial bias of LLMs 264

on two subjective NLP tasks: politeness and of- 265

fensiveness. We find that LLMs’ predictions are 266

consistently closer to White and female people’s 267

perceptions, a pattern consistent across six popular 268

LLMs like GPT4 and FLAN-UL2. We further ex- 269

plore whether incorporating identity tokens into the 270

prompt helps mitigate this bias. Surprisingly, we 271

find that adding identity tokens (e.g. “Black” and 272

“Man”) consistently lowers performance. Also, the 273

drop in correlation when adding “Black” or “Asian” 274

is significantly larger than that of adding “White” 275

in the prompt. Our results suggest that LLMs may 276

hold implicit biases on subjective NLP tasks and 277

we call for future studies to develop de-biasing 278

technologies to build fair and responsible LLMs. 279

4



8 Ethics280

This study investigates LLMs’ capability to repre-281

sent the opinions of different demographic groups282

when producing answers for subjective NLP tasks283

such as detecting offensiveness or politeness. As284

LLMs are increasingly being deployed in various285

settings that require subjective opinions, the fact286

that their opinions are significantly biased towards287

certain gender and ethnic groups raises a problem288

in their ability to remain neutral and objective re-289

garding different tasks. Especially, prior work has290

shown that LLMs can produce biased and toxic re-291

sponses when generating text provided the personas292

of specific individuals (e.g. Muhamad Ali) (Desh-293

pande et al., 2023). When conducting studies on294

LLMs to understand how they can simulate the295

opinions or perspectives of a particular individual296

or social group, the research should be guided to-297

ward a direction that can overcome existing prob-298

lems instead of introducing new problems such as299

AI-generated impersonation. Following, we dis-300

cuss the ethical implications of our study.301

During this study, we made a specific decision302

to categorize gender in a binary setting as male or303

female only. We acknowledge that our experiment304

settings miss out on non-binary forms of gender305

representation, which was inevitable due to data306

availability and how the original dataset was con-307

structed. Nevertheless, the representativeness of308

non-binary individuals and groups in LLMs is also309

an important topic regarding potential dispropor-310

tionateness. We call for future work in this direc-311

tion to expand the inclusiveness of social groups.312

When conducting large-scale analyses on313

datasets using LLMs, another topic of interest is314

minimizing financial costs and environmental im-315

pact. In this study, we do not require any finetuning316

or training stages and experiment only by inferring317

prediction results from publicly available LLMs.318

Except for GPT-3.5 and GPT-4, all models were319

able to run on a single A5000 GPU and took around320

six hours to run on the entire dataset under a single321

setting.322

9 Limitations323

Our study has the following limitations: (1) We324

only experiment with a limited list of LLMs due325

to the computational cost of running these experi-326

ments. We will release all the scripts to allow future327

researchers to test other models’ performance in328

understanding group differences. (2) In our ex-329

periment settings, we only select limited types of 330

ethnicity and gender categories for analysis due 331

to the sparsity of labels from people with other 332

identities, therefore, our study didn’t include sev- 333

eral important identity groups such as non-binary 334

genders and Hispanic people. (3) We only studied 335

two tasks: offensiveness ratings and politeness rat- 336

ings. As the datasets used for annotating these tasks 337

come from offensive Reddit comments and polite 338

emails, the biases reported in this study may not 339

generalize to other datasets and task settings. (4) 340

Our model predictions take the form of ordinal val- 341

ues, especially for ChatGPT, whereas the averaged 342

annotation scores are fractional values. (5) We do 343

not examine intersectional identities, while the bias 344

associated with populations defined by multiple 345

categories leads to an incomplete measurement of 346

social biases (Hancock, 2007). 347
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Appendix478

A Prompts479

Table 1 provides an example of the prompts used480

in the experiments.481

How does a person rate how
offensive the sentence is from 1
(not offensive at all) to 5 (very
offensive)
Options: 1, 2, 3, 4, 5
{Text}
Response (Provide the answer
without explaining your
reasoning):

Table 1: An example prompt for this study

Robustness check We test the robustness of our482

results with different prompt templates on the four483

open-source LLMs: FLAN-T5, FLAN-UL2, Tulu2-484

DPO-7B, and Tulu2-DPO-13B. As shown in Figure485

4, prompt templates have limited influence on the486

correlation coefficients between base prompts with-487

out identity words and labels representing the U.S488

population. It indicates that models’ perception of489

offensivenss and politeness does not change much490

with different ways of prompting.491

Table 2 lists the three prompt templates that are492

used as a robustness check.493

Templates
1 How does {identity} rate how {offensive/polite} the

sentence is from 1 (not {offensive/polite} at all) to
5 (very {offensive/polite}). Options: 1, 2, 3, 4, 5:
{text}"

2 If you are {identity}, how would you rate the {offen-
siveness/politeness} of the given sentence from 1 (not
{offensive/polite} at all) to 5 (very {offensive/polite}).
Options: 1, 2, 3, 4, 5: {text}"

3 Rate the {offensiveness/politeness} of the following
sentence using a scale of 1 (not {offensive/polite} at
all) to 5 (very {offensive/polite}) from the perspec-
tive of {identity}. Options: 1, 2, 3, 4, 5: {text}

Table 2: Prompt templates used in our study

B Experimentation details494

Computing infrastructure We use three495

NVIDIA RTX A5000 GPUs in our experiment. A496

full run of our experiment takes around 6 hours of497

GPU time.498

Data and model license We have checked that 499

our usage of the data and models are in compliance 500

with the corresponding license. 501

Packages We used the following packages in 502

our experiment: accelarate, datasets, 503

pandas, seaborn, transformers. 504

C Usage of AI Assistants 505

We use AI assistants to check the grammar of our 506

paper. 507
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Figure 4: There is little change of models’ performance when prompting with different templates.
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