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Abstract

Retrieval-augmented language model (RALM)001
represents a substantial advancement in the ca-002
pabilities of large language models, notably in003
reducing factual hallucination by leveraging ex-004
ternal knowledge sources. However, the relia-005
bility of the retrieved information is not always006
guaranteed. The retrieval of irrelevant data007
can lead to misguided responses, and poten-008
tially causing the model to overlook its inherent009
knowledge, even when it possesses adequate in-010
formation to address the query. Moreover, stan-011
dard RALMs often struggle to assess whether012
they possess adequate knowledge, both intrin-013
sic and retrieved, to provide an accurate answer.014
In situations where knowledge is lacking, these015
systems should ideally respond with “unknown”016
when the answer is unattainable. In response017
to these challenges, we introduces CHAIN-OF-018
NOTE (CON), a novel approach aimed at im-019
proving the robustness of RALMs in facing020
noisy, irrelevant documents and in handling un-021
known scenarios. The core idea of CON is to022
generate sequential reading notes for retrieved023
documents, enabling a thorough evaluation of024
their relevance to the given question and in-025
tegrating this information to formulate the fi-026
nal answer. We employed ChatGPT to create027
training data for CON, which was subsequently028
trained on an LLaMa-2 7B model. Our ex-029
periments across four open-domain QA bench-030
marks show that RALMs equipped with CON031
significantly outperform standard RALMs.032

1 Introduction033

Retrieval-augmented language models (RALMs)034

represent a novel framework that significantly ad-035

vances large language models (Touvron et al., 2023;036

OpenAI, 2023) by addressing key limitations such037

as reducing factual hallucinations (Ji et al., 2023;038

Zhang et al., 2023a), injecting up-to-date knowl-039

edge in a plug-and-play manner (Dhingra et al.,040

2022; Vu et al., 2023), and enhancing domain-041

specific expertise (Li et al., 2023; Qin et al., 2023).042

Wikipedia: … "It Must Have Been Love" is a song 
written by Per Gessle and performed by the Swe-
dish pop duo Roxette. The power ballad became 
the duo's third number one hit in United States.

Wikipedia: … "It Must Be Love" is a song written 
and originally recorded in 1971 by Labi Siffre. It was 
also recorded by ska/pop band Madness in 1981.

The answer is Labi Siffre. 

The first passage confirms that Roxette is the 
performer of “It Must Have Been Love.” How-
ever, the second passage refers to “It Must Be 
Love,” which is a different song and irrelevant 
to the question. Thus, the answer is Roxette.

RALM
with
CoN

Who performed "It Must Have Been Love”?

RALMw/oCoN

Figure 1: Compared with the current RALMs, the core
idea behind Chain-of-Note (CoN) is to generate sequen-
tial reading notes for the retrieved documents, ensuring
a systematic assessment of their relevance to the input
question before formulating a final response.

These enhancements primarily stem from integrat- 043

ing large language models (LLMs) with external 044

knowledge sources (Guu et al., 2020; Lewis et al., 045

2020; Borgeaud et al., 2022; Shi et al., 2023c). In 046

a typical RALM setup, a query is first processed 047

by a retriever that searches a vast evidence corpus 048

for pertinent documents. A reader then examines 049

these documents, extracting useful information and 050

formulating the final output answer. 051

However, there exist several issues with the cur- 052

rent RALM framework. First, there is no guarantee 053

that the information retrieval (IR) system will al- 054

ways yield the most pertinent or trustworthy infor- 055

mation. The retrieval of irrelevant data can lead to 056

misguided responses (Shi et al., 2023a; Yoran et al., 057

2023), and potentially causing the model to over- 058

look its inherent knowledge, even when it possesses 059

adequate information to address the query (Mallen 060

et al., 2023). Secondly, state-of-the-art LLMs of- 061
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ten hallucinate when addressing fact-oriented ques-062

tions, a deficiency that can be risky and may dis-063

courage users (Ji et al., 2023; Zhang et al., 2023a).064

Ideally, an intelligent system should be capable065

of determining whether it has enough knowledge,066

both intrinsic and retrieved, to provide an accurate067

answer. In cases where knowledge is insufficient,068

the system should respond with “unknown” when069

the answer cannot be determined. Based on the070

shortcomings of the standard RALM system, in071

this paper, we aims to improve the robustness of072

RALMs, mainly focusing on two pivotal aspects:073

(1) Noise Robustness: The ability of a RALM to074

discern and disregard noisy information present in075

irrelevant retrieved documents, while appropriately076

leveraging its intrinsic knowledge.077

(2) Unknown Robustness: The capacity of a078

RALM to acknowledge its limitations by respond-079

ing with “unknown” when given a query it does080

not have the corresponding knowledge to answer,081

and the relevant information is not found within082

the retrieved documents.083

In this work, we introduce a novel framework084

named CHAIN-OF-NOTE (CON), designed to en-085

hance the robustness of RALMs. The cornerstone086

of CON is to generate a series of reading notes for087

retrieved documents, enabling a comprehensive as-088

sessment of their relevance to the input query. This089

approach not only evaluates each document’s perti-090

nence but also pinpoints the most critical and reli-091

able information therein. This process effectively092

filters out irrelevant or less credible content, lead-093

ing to responses that are more precise and contex-094

tually relevant, as exemplified in Figure 1. Besides,095

CON enhances the capability of RALM to handle096

queries fall outside the scope of training data. In097

cases where the retrieved documents do not pro-098

vide any relevant information, CON can guide the099

model to acknowledge its limitations and respond100

with an “unknown” or provide possible explanation101

based on available data, enhancing reliability.102

To validate the effectiveness of the CON idea,103

we first prompt ChatGPT (OpenAI, 2023) to gener-104

ate a 10K training data based on questions collected105

from Natural Questions (NQ) (Kwiatkowski et al.,106

2019). Subsequently, we trained a LLaMa-2 7B107

model to incorporate the note-taking ability integral108

to CON. Our evaluation of the RALM, integrated109

with CON and compared to the standard RALM110

system, focused on three major aspects: (1) overall111

QA performance using DPR-retrieved documents,112

(2) noise robustness, assessed by introducing noisy 113

information to the system, and (3) unknown ro- 114

bustness, evaluated through queries not covered in 115

the LLaMa-2 pre-training data, i.e., real-time ques- 116

tions. The evaluations were conducted on the NQ 117

and three additional out-of-domain open-domain 118

QA datasets, namely TriviaQA (Joshi et al., 2017), 119

WebQ (Berant et al., 2013), and RealTimeQA (Ka- 120

sai et al., 2023). Our experiments show that (CON 121

not only improves overall QA performance when 122

employed with DPR-retrieved documents but also 123

significantly enhances robustness in both noise and 124

unknown aspects. This includes a +7.9 increase in 125

accuracy (measured by the exact match score) with 126

noisy retrieved documents, and a +10.5 increase in 127

the rejection rate for real-time questions1 that are 128

beyond the pre-training knowledge scope. 129

2 Related Work 130

2.1 Robustness of Retrieval-Augmented 131

Language Models 132

Retrieval-Augmented Language Models (RALMs) 133

represent a significant advancement in natural lan- 134

guage processing, combining the power of large 135

language models with the specificity and detail pro- 136

vided by external knowledge sources (Guu et al., 137

2020; Lewis et al., 2020; Izacard et al., 2022). Re- 138

cent studies highlight the impact of context rele- 139

vance on language model performance (Creswell 140

et al., 2022; Shi et al., 2023a; Yoran et al., 2023). 141

Notably, Creswell et al. (2022) demonstrated that 142

incorporating random or irrelevant contexts could 143

adversely affect QA performance. In contrast, Shi 144

et al. (2023a) discovered that adding irrelevant con- 145

text to exemplars or task-specific instructions can 146

sometimes enhance model performance, implying 147

that models might intrinsically possess capabilities, 148

developed during pre-training, to manage such sce- 149

narios. Most pertinent to our research is the study 150

by Yoran et al. (2023), which focused on training 151

RALMs to disregard irrelevant contexts. This ap- 152

proach, while distinct from our proposed solution, 153

underscores the importance of context relevance in 154

enhancing the effectiveness of RALMs. 155

2.2 Chain-of-X Approaches in Large 156

Language Models 157

Recent research shows that large language models 158

(LLMs) are capable of decomposing complex prob- 159

1We use real-time questions collected from RealTimeQA
after May 2023, which was not trained by LLaMa-2.
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lems into a series of intermediate steps, pioneered160

by the concept of Chain-of-Thought (CoT) prompt-161

ing (Wei et al., 2022; Kojima et al., 2022). The CoT162

approach mirrors human problem-solving methods,163

where complex issues are broken down into smaller164

components. By doing so, LLMs can tackle each165

segment of a problem with focused attention, re-166

ducing the likelihood of overlooking critical details167

or making erroneous assumptions. This sequen-168

tial breakdown makes the reasoning process more169

transparent, allowing for easier identification and170

correction of any logical missteps.171

The CoT methodology has been effectively ap-172

plied in various contexts, including multi-modal173

reasoning (Zhang et al., 2023b), multi-lingual sce-174

narios (Shi et al., 2023b), and knowledge-driven175

applications (Wang et al., 2023b). And addi-176

tionally, there has been a surge in the develop-177

ment of other chain-of-X methods, addressing di-178

verse challenges in LLM applications. These in-179

clude chain-of-explanation (Huang et al., 2023),180

chain-of-knowledge (Wang et al., 2023a), chain-of-181

verification (Dhuliawala et al., 2023) and IR chain-182

of-thought (Trivedi et al., 2023). For instance,183

Chain-of-Verification (Dhuliawala et al., 2023) gen-184

erates an initial response, formulates verification185

questions, and revises the response based on these186

questions, reducing factual errors and hallucina-187

tions in the response. Closely related to our work188

is IR chain-of-thought (Trivedi et al., 2023), which189

employs CoT to infer and supplement unretrieved190

information, thereby improving the accuracy of191

complex reasoning tasks. While chain-of-X ap-192

proaches have shown promise in enhancing LLMs’193

performance across various domains, their applica-194

tion in RALMs, particularly for improving robust-195

ness in noisy and unknown scenarios, is relatively196

unexplored. This gap signifies further research197

in applying these strategies to augment RALMs,198

thereby enhancing their robustness and reliability.199

3 Proposed Method200

3.1 Overview201

In this section, we introduce CHAIN-OF-NOTE, an202

innovative advancement for retrieval-augmented203

language models (RALMs). Specifically, CON204

framework generates sequential reading notes for205

the retrieved documents, which enables a system-206

atic evaluation of the relevance and accuracy of207

information retrieved from external documents. By208

creating sequential reading notes, the model not209

only assesses the pertinence of each document to 210

the query but also identifies the most critical and 211

reliable pieces of information within these docu- 212

ments. This process helps in filtering out irrelevant 213

or less trustworthy content, leading to more accu- 214

rate and contextually relevant responses. 215

3.2 Background of Existing RALMs 216

RALMs signify a transformative development in 217

language models, enhancing their output by incor- 218

porating external knowledge. These models oper- 219

ate by introducing an auxiliary variable, denoted 220

as d, which represents retrieved documents. This 221

inclusion allows them to consider a range of pos- 222

sible documents, thereby producing responses that 223

are more informed and precise (Lazaridou et al., 224

2022; Shi et al., 2023c). The RALM models can 225

be represented as p(y|x) =
∑

i p(y|di, x)p(di|x). 226

Here, x represents the input query, and y signifies 227

the model’s generated response. In practice, it is 228

infeasible to compute the sum over all possible doc- 229

uments due to the vast number of potential sources. 230

Consequently, the most common approach involves 231

approximating the sum over d using the k highest 232

ranked documents, and providing all these docu- 233

ments as part of the input. We assume, w.l.o.g., 234

that these documents are [d1, . . . , dk], yielding 235

p(y|x) =
∑k

i=1 p(y|di, x)p(di|x). 236

However, the existing RALMs suffer from sev- 237

eral limitations: 238

• Risk of Surface-Level Processing: When 239

directly generating an answer, language models 240

might rely on surface-level information without 241

deep comprehension. Thus, they could easily over- 242

look the nuances of question or documents, partic- 243

ularly in complex or indirect questions. 244

• Difficulty in Handling Contradictory Informa- 245

tion: When faced with documents containing con- 246

tradictory information, directly generating an an- 247

swer becomes challenging. The model may strug- 248

gle of these contradictions or to determine which 249

piece of information is more credible or relevant. 250

• Reduced Transparency and Interpretability: Di- 251

rect answer generation offers limited insight into 252

how the model arrived at its conclusion. This lack 253

of transparency makes it challenging for users to 254

understand the basis of the model’s conclusions. 255

• Overdependence on Retrieved Documents: Di- 256

rect generation can lead to an overreliance on the 257

content of the retrieved documents (i.e. tendency to 258

extract information from retrieved documents (Shi 259
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Wikipedia 1: Deadpool 2 is a 2018 American 
super-hero film based on the Marvel Comics 
character Deadpool distributed by 20th Cen-
tury Fox. … This movie was followed by 
releases  in 49 markets over the next few days, 
including the United States on June 1, 2018. 

When was the Deadpool 2 being released?

Wikipedia 2: … Deadpool 2 premiered at Lei-
cester Square in London on May 10, 2018 It
was released in United States on May 18, 
2018, having been previously scheduled for 
release on June 1 of that year. …

The first passage suggests that “Deadpool 2"
            released in the United States on June 1, 
2018. However, the second passage clarifies that 
the movie was actually released earlier, on May 18, 
having been rescheduled from the initially planned 
date of June 1. Based on information provided in 
above passage, the answer is May 18, 2018.

Wikipedia 1: The nostalgic and melancholic 
song recounts the type of girls with whom the 
singer had relationships at various years: when 
he was 17, “small-town girls ... on the village 
green”; at 21, “city girls who lived up the stairs”

Who wrote the song “When I was 17”?

Wikipedia 2: … “It Was a Very Good Year” , 
commonly unknown as “When I was 17”, was 
made famous by Frank Sinatra‘s version in D 
minor, which won the Grammy Award for Best 
Male Vocal Performance in 1966.

Wikipedia 1: The Divergent Series is a feature 
film trilogy. … Distributed by Summit Enter-
tainment and Lions-gate Films, the series has
three science fiction films set in a dystopian 
society: Divergent, Insurgent, and Allegiant.

When is the fourth movie of the 
Divergent series coming out?

Wikipedia 2: The film (Divergent) was a box 
office bomb, grossing just $179 million against 
its budget of $142 million, becoming the low-
est grossing “Divergent” film. This led initially 
to budget cuts on the fourth and final film. …

The first passage discusses the song remin--
iscing about relationships at different ages

but does not specify the songwriter. The second 
clarifies the song often mistakenly called “When I 
Was 17” is actually “It Was a Very Good Year,” Both 
passages do not explicitly mention the songwriter, 
but imply the correct title. Based on my know-
ledge, the answer is Ervin Drake.

The first passage suggests the "Divergent" 
series was initially planned as a trilogy, 

while the second passage discusses the poor box 
office leads to budget cuts for a potential fourth 
movie. However, neither passage confirms the 
release date of the fourth film in Divergent Series. 
Given this lack of specific information and my 
current knowledge, the answer is unknown.

(a) CoN: Relevant -> Find the answer (b) CoN: Irrelevant -> Infer the answer (c) CoN: Irrelevant -> Answer Unknown
Figure 2: Illustration of the CHAIN-OF-NOTE (CON) framework with three distinct types of reading notes. Type
(a) depicts the scenario where the language model identifies a document that directly answers the query, leading
to a final answer formulated from the retrieved information. Type (b) represents situations where the retrieved
document, while not directly answering the query, provides contextual insights, enabling the language model to
integrate this context with its inherent knowledge to deduce an answer. Type (c) illustrates instances where the
language model encounters irrelevant documents and lacks the necessary knowledge to respond, resulting in an
“unknown” answer. This figure exemplifies the CoN framework’s capability to adaptively process information,
balancing direct information retrieval, contextual inference, and the recognition of its knowledge boundaries.

et al., 2023a)), ignoring the model’s inherent knowl-260

edge base. This can be particularly limiting when261

the retrieved documents are noisy or out-of-date.262

3.3 The Chain-of-Note Framework263

The CHAIN-OF-NOTE (CON) framework presents264

a solution to the challenges faced by retrieval-265

augmented language models (RALMs). This266

framework significantly enhances the ability of267

RALMs to critically assess retrieved documents268

through a structured note-taking process. Specifi-269

cally, it involves generating concise and contextu-270

ally relevant summaries or notes for each document.271

This method allows the model to systematically272

evaluate the relevance and accuracy of informa-273

tion drawn from external documents. By creating274

sequential reading notes, CON not only assesses275

the pertinence of each document to the query but276

also pinpoints the most reliable information and277

resolves conflicting information. This approach278

effectively filters out irrelevant or less trustworthy279

content, leading to responses that are both more280

accurate and contextually relevant.281

Given an input question x and k retrieved doc-282

uments [d1, · · · , dk], the model aims to gener-283

ate textual outputs comprising multiple segments284

[yd1 , · · · , ydk , y]. Here, ydi signifies the tokens for285

the i-th segment, representing the reading note for 286

the corresponding document di, as shown in Fig- 287

ure 2. After generating individual reading notes, 288

the model synthesizes the information to create a 289

consolidated final response y. The implementation 290

of the CHAIN-OF-NOTE (CON) involves three key 291

steps: (1) designing the notes ydi , (2) collecting the 292

data, and (3) training the model. 293

3.3.1 Chain-of-Note Format Design 294

The framework primarily constructs three types of 295

reading notes, as shown in Figure 2 , based on the 296

relevance of the retrieved documents to the input 297

question: First, when a document directly answers 298

the query, the model formulates the final response 299

based on this relevant information, as shown in Fig- 300

ure 2(a). Second, if the retrieved document does 301

not directly answer the query but provides useful 302

context, the model leverages this information along 303

with its inherent knowledge to deduce an answer, 304

as shown in Figure 2(b). Third, in cases where the 305

retrieved documents are irrelevant, and the model 306

lacks sufficient knowledge to answer, it defaults 307

to responding with “unknown", as shown in Fig- 308

ure 2(c). This nuanced approach mirrors human 309

information processing, striking a balance between 310

direct retrieval, inferential reasoning, and the ac- 311
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knowledgment of knowledge gaps.312

3.3.2 Data Collection313

To equip the model with the ability to generate314

such reading notes, it’s essential to gather appro-315

priate training data. Manual annotation for each316

reading note is resource-intensive, so we employ317

a state-of-the-art language model – ChatGPT – to318

generate the notes data. This method is both cost-319

effective and enhances reproducibility. We initiate320

this process by randomly sampling 10k questions321

from the NQ (Kwiatkowski et al., 2019) training322

dataset. ChatGPT is then prompted with specific323

instructions and in-context examples to the three324

distinct types of note generation (detailed in Ap-325

pendix A.4). The quality of ChatGPT’s predictions326

is subsequently assessed through human evalua-327

tions on a small subset of the data before proceed-328

ing to the entire set. The NQ dataset is chosen329

as our primary dataset due to its diverse range of330

real user queries from search engines. However,331

to ensure the model’s adaptability, we also test332

its performance on three additional open-domain333

datasets, including TriviaQA, WebQ, and Real-334

TimeQA, showing its generalization capabilities335

to out-of-domain (OOD) data.336

3.3.3 Model Training337

After collecting 10K training data from ChatGPT,338

the next step is to use them to train our CHAIN-OF-339

NOTE (CON) model, which is based on an open-340

source LLaMa-2 7B (Touvron et al., 2023) model.341

To do this, we concatenate the instruction, question342

and documents as a prompt and train the model to343

generate notes and answer in a standard supervised344

way. Our in-house LLaMa-2 7B model learns to345

sequentially generate reading notes for each doc-346

ument to assess their relevance to the input query.347

Responses are generated based on the document’s348

relevance, enhancing accuracy and reducing mis-349

information. If all documents are irrelevant, the350

model either relies on inherent knowledge for an351

answer or responds with “unknown” if the answer352

cannot be determined accurately.353

Weighted Loss on Notes and Answers. A354

unique aspect of our training approach is the im-355

plementation of a weighted loss strategy. This in-356

volves varying the loss weights assigned to reading357

notes and answers. In our preliminary studies, we358

observed that assigning equal loss to both compo-359

nents can reduce the quality of the final answer and360

prolong the training time for convergence. This361

Datasets Full size IR Recall Subset size

NQ 3,610 73.82 2,086
TriviaQA 7,993 89.95 7,074
WebQ 2,032 64.22 1,231

Table 1: Dataset statistics. The recall evaluation is based
on DPR retrieval on the full test set..

issue arises mainly because notes, being length- 362

ier, contribute disproportionately to the loss. To 363

overcome the drawback, we alternate the focus of 364

the loss function: 50% of the time, the next token 365

prediction loss is computed on the entire notes and 366

answer sequence [yd1 , · · · , ydk , y], and the remain- 367

ing 50% of the time, the next token prediction loss 368

is calculated solely on the answer y. For more 369

mathematical details, please refer to Appendix A.5. 370

This strategy is designed to ensure that while the 371

model learns to generate contextually rich reading 372

notes, the primary focus remains on the accuracy 373

and reliability of the final answer. 374

4 Experiments 375

4.1 Experimental Settings and Evaluations 376

4.1.1 Datasets and Splits 377

We conducted comprehensive experiments using 378

three benchmark datasets in open-domain question 379

answering (QA): NQ (Kwiatkowski et al., 2019), 380

TriviaQA (Joshi et al., 2017), and WebQ (Berant 381

et al., 2013), with further details provided in Ap- 382

pendix A.2. Additionally, we employed Real- 383

TimeQA (Kasai et al., 2023) as a special case to 384

evaluate “unknown” robustness. 385

The evaluation was conducted based on two 386

evaluations sets: full set and subset evaluation. 387

Firstly, akin to traditional open-domain QA evalu- 388

ation, we assessed the models using all questions 389

from the test set to evaluate the overall QA per- 390

formance. The documents were retrieved using 391

DPR, and the top-k documents were fed into the 392

generator. We adhered to the same test splits for 393

the open-domain QA setting as used by Izacard and 394

Grave (2021); Karpukhin et al. (2020). For Trivi- 395

aQA, evaluations from LLaMa-2 (Touvron et al., 396

2023) were conducted on the Wikipedia dev set 397

comprising 7,993 examples. Therefore, we also 398

follow the same evaluation on this dev set to facili- 399

tate comparisons with their performance. Secondly, 400

to assess the model’s noise robustness and un- 401

known robustness, we extracted subsets from the 402

above test sets that contained relevant documents 403
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Models
NQ TriviaQA WebQ Average

EM F1 EM F1 EM F1 EM F1

LLaMa-2 w/o IR 28.80 37.53 63.19 68.61 28.30 42.77 35.98 44.27

DPR + LLaMa-2 47.39 55.81 74.92 81.53 29.58 43.51 48.49 56.97
+ CHAIN-OF-NOTE 48.92 57.53 76.27 82.25 32.33 46.68 50.46 58.78

(+1.53) (+1.72) (+1.35) (+0.72) (+2.75) (+3.17) (+1.97) (+1.81)

Table 2: Overall QA Performance on the entire test sets. Equipped with the same retrieved documents, our CHAIN-
OF-NOTE outperforms the standard RALM system on three open-domain QA datasets.

Models
Noise NQ TriviaQA WebQ Average
Ratio EM F1 EM F1 EM F1 EM F1

LLaMa-2 w/o IR - 42.89 49.44 67.76 72.80 40.29 56.44 50.31 59.56

DPR + LLaMa-2
100%

34.28 41.74 55.30 61.67 29.58 46.34 39.72 49.92
+ CHAIN-OF-NOTE 41.83 49.58 64.30 70.00 36.85 53.07 47.66 57.55

(+7.55) (+7.84) (+9.00) (+8.33) (+7.27) (+6.73) (+7.94) (+7.63)

DPR + LLaMa-2
80%

54.28 61.03 73.83 80.02 35.46 52.70 54.52 64.58
+ CHAIN-OF-NOTE 56.63 63.23 75.89 81.24 40.60 56.54 57.70 67.00

(+2.35) (+2.20) (+2.06) (+1.22) (+5.14) (+3.84) (+3.18) (+2.42)

DPR + LLaMa-2
60%

61.44 67.94 78.44 83.65 37.01 54.16 58.96 68.58
+ CHAIN-OF-NOTE 63.43 69.33 78.79 84.07 41.26 56.91 61.16 70.10

(+1.99) (+1.39) (+0.35) (+0.42) (+4.25) (+2.75) (+2.20) (+1.52)

DPR + LLaMa-2
40%

64.62 71.12 80.56 86.76 38.40 55.60 61.19 71.16
+ CHAIN-OF-NOTE 65.91 72.22 81.72 87.11 42.16 58.15 63.26 72.49

(+1.29) (+1.10) (+1.16) (+0.35) (+3.76) (+2.55) (+2.07) (+1.33)

DPR + LLaMa-2
20%

67.21 73.69 81.73 87.89 39.95 56.66 62.96 72.75
+ CHAIN-OF-NOTE 70.00 76.08 82.86 88.24 44.36 60.13 65.74 74.82

(+2.79) (+2.39) (+1.13) (+0.35) (+4.41) (+3.47) (+2.78) (+2.07)

DPR + LLaMa-2
0%

69.23 75.57 83.34 89.44 42.24 58.59 64.93 74.53
+ CHAIN-OF-NOTE 73.28 79.86 83.52 88.94 46.16 62.38 67.65 77.06

(+4.05) (+4.29) (+0.18) (-0.50) (+3.92) (+3.79) (+2.72) (+2.53)

Table 3: Evaluation on Noise Robustness. The CHAIN-OF-NOTE framework shows superior performance compared
to the standard RALM system, particularly notable at higher noise ratios.

in the retrieved list. We then enumerated each re-404

trieved document to determine if it was a golden405

document for the given question. Based on the406

noise ratio r, for instance, if the top-k documents407

are needed for the generator, then k ·r would be the408

number of noisy documents, and k · (1− r) would409

be the number of relevant documents. For example,410

when noise ratio is 20% and top-5 documents are411

needed, then 4 are relevant documents, and 1 is ir-412

relevant documents. During the enumeration of the413

retrieved documents, we populated two lists; when414

one list reached its limit, we stopped adding more415

documents to that list until both lists were com-416

plete. In instances where no relevant documents417

are retrieved by the DPR for certain questions, we418

exclude these from robustness evaluation. There-419

fore, the subset is smaller than the original test set,420

as shown in Table 1.421

Models
Noise RealTimeQA
type EM F1 RR

DPR + LLaMa-2 Retrieval 15.62 19.85 6.07
+ CHAIN-OF-NOTE noise 15.72 20.31 12.95

DPR + LLaMa-2 Random 14.52 18.69 7.16
+ CHAIN-OF-NOTE noise 15.53 20.22 17.65

Table 4: Evaluation on Unknown Robustness. The CON
shows better performance than standard RALM system.

4.1.2 Baseline Methods 422

For fair comparability, we trained all models using 423

the same training set, with the main difference be- 424

ing in the input and output formats. As outlined in 425

the methods section, we denote an input question 426

as x and its corresponding answer as y. Besides, di 427

represents the i-th retrieved document, and ydi is 428

the associated reading note for that document. Here 429

we show the difference of methods to compare. 430
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Figure 3: Evaluation on Noise Robustness with two different scenarios: noisy documents obtained through retrieval
and completely random documents sampled from the entire Wikipedia.

LLaMa-2 w/o IR: This model is trained to directly431

generate an answer from the input question, with-432

out relying on any external retrieved information.433

Essentially, it learns the function f : x → y, trans-434

forming a given question x directly to answer y.435

DPR + LLaMa-2: This approach trains the model436

to generate an answer not only from the question437

but also by incorporating retrieved documents. It438

learns the function f : {x, d1, · · · , dk} → y, mean-439

ing it transforms the question x and a set of re-440

trieved documents {d1, · · · , dk} into an answer y.441

DPR + LLaMa-2 with CHAIN-OF-NOTE: In this442

model, the training process involves generating443

reading notes for each retrieved document before444

formulating the final answer. It learns the function445

f : {x, d1, · · · , dk} → {yd1 , · · · , ydk , y}, thereby446

enabling the model to process the question x and447

retrieved documents {d1, · · · , dk} to produce read-448

ing notes {yd1 , · · · , ydk} and the final answer y.449

4.1.3 Evaluation Metrics450

For the evaluation of open-domain QA perfor-451

mance, we have employed two widely recognized452

metrics: Exact Match (EM) and F1 score, as sug-453

gested by prior work in the Chen et al. (2017);454

Karpukhin et al. (2020); Zhu et al. (2021). For455

EM score, an answer is deemed correct if its nor-456

malized form – obtained through the normalization457

procedure delineated by (Karpukhin et al., 2020)458

– corresponds to any acceptable answer in the pro-459

vided list. Similar to EM score, F1 score treats the460

prediction and ground truth as bags of tokens, and461

compute the average overlap between the predic-462

tion and ground truth answer (Chen et al., 2017).463

Besides, we use reject rate (RR) to evaluate the464

unknown robustness when given questions beyond465

a language model’s knowledge scope.466

4.2 Evaluation on Overall QA Performance467

We compared our method and various baselines468

across three open-domain QA benchmarks, as de-469

tailed in Table 2. We noted that RALM (DPR + 470

LLaMa-2) with retrieval functionality consistently 471

outperformed LLaMa-2 without retrieval. This im- 472

provement is closely tied to the effectiveness of the 473

retrieval process. As indicated in Table 1, DPR 474

demonstrates markedly superior retrieval perfor- 475

mance on the NQ and TriviaQA datasets compared 476

to WebQ. Consequently, the benefits of retrieval 477

are more pronounced on NQ and TriviaQA. 478

Furthermore, when comparing our enhanced 479

RALM, which integrates CON, with the standard 480

RALM, our method persistently shows better per- 481

formance. There is an average improvement of 482

+1.97 in EM scores across all three datasets. Delv- 483

ing deeper, we find that this improvement varies 484

depending on whether DPR successfully retrieves 485

relevant documents. Specifically, the average im- 486

provement is +1.2 when DPR retrieves relevant 487

documents and +2.3 when it does not on the NQ 488

dataset. This disparity suggests that our CON im- 489

prove RALM’s in scenarios where more noisy doc- 490

uments are fetched in the first retrieval stage. This 491

observation aligns with our findings on noise ro- 492

bustness, which are elaborated upon in the subse- 493

quent sections detailing our experimental results. 494

4.3 Evaluation on Noise Robustness 495

Our evaluation of noise robustness was carried out 496

under two scenarios: using noisy documents ob- 497

tained through retrieval (by removing relevant doc- 498

uments from the retrieved sets and retaining the top- 499

ranked irrelevant ones) and using completely ran- 500

dom documents sampled from the entire Wikipedia. 501

Noisy retrieved documents often contain mislead- 502

ing information due to their semantic similarity to 503

the input question, contrasting with random docu- 504

ments which represent total noise. 505

Table 3 shows that RALM enhanced with CON 506

consistently outperforms the standard RALM, es- 507

pecially in scenarios with exclusively noisy doc- 508

uments. An average improvement of +7.9 in EM 509

7



Question: When was the last Summer Olympics in the USA Answer: 1996
Wikipedia document #1: In Chicago’s 2016 Summer Olympics bid, the games would have been held from
July 22 to August 7, with the Paralympics held between August 12 and 28. The plan emphasized use of
Chicago Park District ... (Wikipedia page: Chicago bid for the 2016 Summer Olympics)
Wikipedia document #2: The 1996 Olympics are the most recent edition of the Summer Olympics to be
held in the United States. Los Angeles will host the 2028 Summer Olympics, 32 years after the games were
held in Atlanta. ... (Wikipedia page: 1996 Summer Olympics)
(Other retrieved Wikipedia documents are omitted.)
Standard RALM: 2016 ✘

RALM with CHAIN-OF-NOTE: Wikipedia passage #1 discusses Chicago’s bid for the 2016 Summer
Olympics, but does not mention whether it is a successful bid. Wikipedia passage #2 confirms that the 1996
Summer Olympics were the most recent edition of the Summer Olympics to be held in the United States.
Based on the information given in above passages, the answer is 1996 ✔

Table 5: Case Study. Our RALM with CHAIN-OF-NOTE shows a deeper understanding of document relevance to
questions compared to Standard RALM, going beyond surface-level terms for more accurate responses.

score on fully noisy documents is observed on three510

open-domain QA datasets, in average. Experiments511

with lower noise ratios also consistently demon-512

strate the improvements brought by CON, aligning513

the overall performance with that presented in Ta-514

ble 2. We observed that when presented with en-515

tirely noisy documents, both the standard RALM516

and our CON performed worse than the original517

LLaMa-2 without IR. This suggests that RALMs518

can be misled by noisy information, leading to519

more hallucinations. However, our model can per-520

form almost as well as the original LLaMa-2 with-521

out IR, indicating its noise robustness and its capa-522

bility to ignore irrelevant information.523

Furthermore, our comparison with random noise524

revealed several important observations. Figure 3525

illustrates that both standard RALM and RALM526

with CON perform better with random documents527

than with noisy retrieved ones. This indicates that528

semantically relevant noisy documents are more529

likely to mislead the language model into produc-530

ing incorrect information. Moreover, in both noisy531

scenarios, our method shows enhanced robustness532

compared to the standard RALM.533

4.4 Evaluation on Unknown Robustness534

Table 4 illustrates that our RALM equipped with535

CON exhibits superior robustness in handling un-536

known scenario, particularly evident in the Real-537

TimeQA benchmark. This benchmark falls com-538

pletely outside the model’s domain and contains539

real-time information that was not part of the540

LLaMa-2 pre-training data. Despite this, models541

are still capable of providing correct answers in542

some cases, as the answers remain consistent over543

time. In comparison to the standard RALM sys-544

tem, our method shows a significant improvement,545

exceeding +10.5 in its ability to reject to answer 546

questions in unknown scenario. The evaluation is 547

based on reject rate (RR), i.e., number of rejected 548

questions / total questions. This highlights our 549

model’s enhanced capability to discern and disre- 550

gard information that is unfamiliar or not learned 551

during its initial training phase. 552

4.5 Case Studies 553

In Table 5, the question pertains to the most recent 554

Summer Olympics held in the USA. The standard 555

RALM is misled by the mention of "Chicago’s 556

bid for the 2016 Summer Olympics." Lacking a 557

deep comprehension of the content, it incorrectly 558

focuses on the more recent year (2016), resulting 559

in an inaccurate answer. In contrast, the RALM 560

with CON carefully analyzes the information. It 561

notes that while Chicago bid for the 2016 Olympics, 562

there’s no confirmation of it being a successful bid. 563

This leads to the correct conclusion that the most 564

recent Olympics in the USA were held in 1996. 565

5 Conclusion 566

In this paper, we introduce the CHAIN-OF-NOTING 567

(CON) framework, a novel methodology designed 568

to enhance the robustness of RALMs. The central 569

concept of CON revolves around the generation of 570

sequential reading notes for each retrieved docu- 571

ment. This process allows for an in-depth assess- 572

ment of document relevance to the posed question 573

and aids in synthesizing this information to craft 574

the final answer. We utilized ChatGPT to gener- 575

ate the initial training data for CON, which was 576

further refined using an LLaMa-2 7B model. Our 577

tests across various open-domain QA benchmarks 578

reveal that RALMs integrated with CON consider- 579

ably surpass traditional RALMs in performance. 580
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6 Limitations581

One significant limitation of the CHAIN-OF-NOTE582

(CON) approach is the increased inference cost583

attributed to the generation of sequential notes.584

This process, while beneficial for assessing the585

relevance and integrating external knowledge, in-586

evitably leads to prolonged response times. This587

delay is particularly noticeable in time-sensitive588

applications, where speed is as crucial as accu-589

racy. Additionally, the efficiency of the CoN sys-590

tem heavily relies on the succinctness and relevance591

of the notes generated, which may vary depending592

on the complexity of the retrieved documents.593
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A Appendix841

A.1 More Related Work of842

Retrieval-Augmented Language Model843

Retrieval-Augmented Language Models (RALMs)844

represent a significant advancement in natural lan-845

guage processing, combining the power of large846

language models with the specificity and detail pro-847

vided by external knowledge sources (Guu et al.,848

2020; Lewis et al., 2020; Izacard et al., 2022).849

These models first leverage a retriever to scan a850

vast evidence corpus, such as Wikipedia, to iden-851

tify a set of documents pertinent to the user’s query.852

Following this, a reader component is employed853

to meticulously analyze these documents and for-854

mulate a response. This two-pronged approach855

ensures both relevance and depth in the generated856

answers. Recent follow-up work has mainly fo-857

cused on improving the retriever (Karpukhin et al.,858

2020; Qu et al., 2021; Sachan et al., 2022; Ma859

et al., 2023) or the reader (Izacard and Grave, 2021;860

Cheng et al., 2021; Yu et al., 2022), training the861

system end-to-end (Lewis et al., 2020; Singh et al.,862

2021), and integrating the retrieval systems with863

large-scale black-box language models (Yu et al.,864

2023a; Shi et al., 2023c; Yu et al., 2023b; Trivedi865

et al., 2023). Another line of RALMs such as kNN-866

LM (Khandelwal et al., 2020; Zhong et al., 2022)867

retrieves a set of tokens and interpolates between868

the next token distribution and kNN distributions869

computed from the retrieved tokens at inference.870

The evolution has also led to the emergence and871

popularity of retrieval-augmented products, such872

as ChatGPT plugin, Langchain, and New Bing.873

A.2 Dataset Information874

– TriviaQA (Joshi et al., 2017) contains a set of875

trivia questions with answers originally scraped876

from trivia and quiz-league websites.877

– WebQ (Berant et al., 2013) consists of questions878

selected using Google Suggest API, where the an-879

swers are entities in Freebase.880

– NQ (Kwiatkowski et al., 2019) were collected881

from real Google search queries and the answers882

are one or multiple spans in Wikipedia articles iden-883

tified by human annotators.884

A.3 Implementation Details885

In the retrieval phase, we employed886

DPR (Karpukhin et al., 2020) to retrieve887

documents from Wikipedia. We accessed the888

model via direct loading from the official DPR889

repository hosted on GitHub. Subsequent to 890

retrieval, our fine-tuning process for the LLaMA- 891

2 (Touvron et al., 2023) model runs for 3 epochs 892

with a batch size set to 128, leveraging the 893

DeepSpeed library (Rasley et al., 2020) and 894

the ZeRO optimizer (Ma et al., 2021), with 895

bfloat16 precision. The learning rates are set to 896

{1e-6, 2e-6, 5e-6, 1e-5, 2e-5}, and the empirical 897

results indicated that 5e-6 yielded the best model 898

performance, hence we standardized the learning 899

rate for all reported numbers. Greedy decoding 900

is applied during inference on all experiments to 901

ensure deterministic generations. 902

A.4 Instruction Prompts 903

(1) For standard RALM, the instruction is: 904

Task Description: The primary objective is to 905

briefly answer a specific question. 906

(1) For RALM with CON, the instruction is: 907

Task Description: 908

1. Read the given question and five Wikipedia 909

passages to gather relevant information. 910

2. Write reading notes summarizing the key points 911

from these passages. 912

3. Discuss the relevance of the given question and 913

Wikipedia passages. 914

4. If some passages are relevant to the given 915

question, provide a brief answer based on the 916

passages. 917

5. If no passage is relevant, direcly provide answer 918

without considering the passages. 919

920

A.5 Weighted Loss 921

In the weighted loss function: 50% of the time, 922

the next token prediction loss is computed on the 923

entire notes and answer sequence [yd1 , · · · , ydk , y], 924

and the remaining 50% of time, the next token 925

prediction loss is calculated solely on answer y. 926

L(θ) = −[

|Y |∑
t=1

log (pθ(yt|y<t, X))+ 927

|Y |∑
t=dk

log (pθ(yt|y<t, X))], 928

where |Y | is the number of all tokens in the answer 929

sequence [yd1 , · · · , ydk , y]. 930
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