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Abstract

Surgeons measure spinopelvic parameters from X-ray images to evaluate spinopelvic
alignment preoperatively for surgical planning. Automatic extraction of these parameters
not only saves time but also provides consistent measurements, avoiding human error. In
this paper, we introduce a new approach to automatic spinopelvic parameter extraction,
which considers landmarks as objects. The landmarks are extracted using a deep learning
object detection algorithm that can address the drawbacks of heatmap-based regression.
The model is evaluated using two datasets totalling 1000 lateral spinal and pelvic X-ray
images. Acceptable accuracy is achieved when comparing the reference manual parameter
measurements with those obtained automatically by our prediction model.
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1. Introduction

Surgeons use spinopelvic parameters for preoperative evaluation and diagnosis of spinal and
pelvic malalignment disorders. For the analyses, they prefer to use X-ray images, which
impose lower doses of radiation than CT-scans, taken in standing position to reflect true
alignment under the effect of the physiological axial loads on the spine. The most important
parameters to be evaluated are the Sacral Slope (SS), Pelvic Tilt (PT), Pelvic Incidence (PI),
Lumbar Lordosis (LL), and Sagittal Vertical Axis (SVA). Certain anatomical landmarks are
used to extract these parameters from lateral X-ray images. Manual annotation of these
landmarks is time-consuming and the accuracy of this process is dependent on the annotator
and image quality. To improve consistency, there has been a growing interest in automatic
approaches that extract these parameters. Deep Learning (DL) methods have produced the
best results to date in terms of landmark-prediction accuracy. Heatmap-based regression,
the most common method used for landmark detection in recent studies (Weng et al.,
2019; Korez et al., 2020; Yeh et al., 2021), has some inherent drawbacks. We are thus
motivated to introduce a new approach with an inspiration taken from keypoint detection
(McNally et al., 2021), in which landmarks are considered as objects using bounding boxes.
An existing object detector has been adapted for our use. After a brief introduction to
our approach, it is validated using two datasets containing manually annotated landmarks.
The automatically extracted spinopelvic parameters are then compared with those extracted
using the manual annotations.
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2. Material and Method

In total, 750 (3-foot standing) lateral spine X-ray images (DS1) were collected from patients
who had been referred to the Grand River Hospital (GRH), Kitchener, Canada (2016-2022).
We also used another dataset of 250 lateral lumbar spine and pelvic images (DS2), provided
by Intellijoint Surgical. The datasets were divided into training (80%), validation (10%), and
test (10%) sets. To automatically extract the spinopelvic parameters of interest, we consider
landmarks as objects, and calculate the spinopelvic parameters (SS, PT, PI, LL, and SVA).
The landmarks are extracted through deep learning object detection using the YOLO algo-
rithm (Redmon et al., 2016), which can address the drawbacks of heatmap-based regression
like overlapping heatmap signals and post-processing requirements (McNally et al., 2021).
Our landmark object concept is an imaginary object representation in which the coordinates
of a landmark are considered at the center of a bounding box (bx, by) with equal width
(bw) and height (bh) (McNally et al., 2021). In the labeled dataset, 10 classes of landmark
objects have been defined (ci), which are centers of femoral heads, and anterior/posterior
points of S1, L1, C7 superior end plates, and L5 inferior end-plate. Therefore, the resulting
label includes the class number and bounding box features Ci = (ci, bxi, byi, bwi, bhi). The
labels have been manually annotated using Matlab (Figure 1-A). The sizes of the landmark
object bounding boxes have been optimized for the best prediction accuracy.

3. Results and Discussion

The model has been evaluated using two datasets, and the results are shown in Table 1.
Spinopelvic parameters are calculated from automatically extracted landmarks, and the
model’s prediction accuracy is evaluated based on manual labels. Considering the limited
number of images, especially in DS2, our approach showed good performance. In addition,
the model was able to detect required landmarks even when they are covered with an
obstacle such as the protective lead shield that often covers the femoral head.

Figure 1: A: Manual labeling of landmarks and specifying bounding boxes. B: Extracted
landmarks as objects with different confidences, trained model output, evaluated
with the test set. C: choosing the highest confidence for each landmark as the
prediction results and calculation of the spinopelvic parameters
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Table 1: Statistical comparison of the main values of reference manual parameter measure-
ments (GT) and those obtained automatically by the prediction model (PR) along
with standard deviations (SD) of each parameter evaluated in the two datasets
(DS1 & DS2) and relative accuracy of prediction (Acc)

Error Mean PR (±SD) Mean GT (±SD) Acc (%)
DS1 DS2 DS1 DS2 DS1 DS2 DS1 DS2

SS◦ 5.7 7.9 42.5 (8.7) 35.9 (14.8) 38.9 (10.3) 30.5 (10.4) 87.1 74.1
PT◦ 2.7 2.5 18.1 (10.6) 21.7 (21.4) 19.3 (9.4) 22.1 (19.5) 85.0 88.4
PI◦ 6.3 8.4 53.6 (10.2) 62.4 (9.1) 50.8 (12.6) 56.7 (13.7) 88.7 85.1
LL◦ 9.7 9.5 47.5 (21.4) 33.9 (17.1) 46.2 (16.2) 37.1 (17.8) 80.3 74.3

SVAcm 0.7 - 4.4 (4.8) - 3.4 (3.2) - 84.7 -

The outputs of the model are bounding boxes (objects) with different confidences, of
which the center of each box is the predicted landmark (Figure 1-B). The predictions with
the highest confidence in each class are the actual required outputs needed to calculate
the spinopelvic parameters (Figure 1-C). The spinopelvic parameters have been calculated
using the extracted landmarks. Table 1 indicates the comparison of the parameters obtained
from Ground Truth (GT) labels and those from predicted landmarks.
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