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Abstract

Diffusion models have demonstrated remarkable success in high-fidelity image
synthesis and prompt-guided generative modeling. However, ensuring adequate
diversity in generated samples of prompt-guided diffusion models remains a chal-
lenge, particularly when the prompts span a broad semantic spectrum and the
diversity of generated data needs to be evaluated in a prompt-aware fashion across
semantically similar prompts. Recent methods have introduced guidance via di-
versity measures to encourage more varied generations. In this work, we extend
the diversity measure-based approaches by proposing the Scalable Prompt-Aware
Rény Kernel Entropy Diversity Guidance (SPARKE) method for prompt-aware
diversity guidance. SPARKE utilizes conditional entropy for diversity guidance,
which dynamically conditions diversity measurement on similar prompts and
enables prompt-aware diversity control. While the entropy-based guidance ap-
proach enhances prompt-aware diversity, its reliance on the matrix-based entropy
scores poses computational challenges in large-scale generation settings. To ad-
dress this, we focus on the special case of Conditional latent RKE Score Guid-
ance, reducing entropy computation and gradient-based optimization complexity
from the O(n3) of general entropy measures to O(n). The reduced computa-
tional complexity allows for diversity-guided sampling over potentially thousands
of generation rounds on different prompts. We numerically test the SPARKE
method on several text-to-image diffusion models, demonstrating that the proposed
method improves the prompt-aware diversity of the generated data without incur-
ring significant computational costs. We release our code on the project page:
https://mjalali.github.io/SPARKE.

1 Introduction

Diffusion models [1} 2} 3] have rapidly become a prominent class of generative models, achieving
state-of-the-art results in several generative modeling tasks [2} 4} |S]]. Notably, their ability to produce
intricate and realistic image and video data has significantly advanced various content creation
pipelines [6, [7, |8, [9]. Despite these successes, ensuring sufficient diversity in generated outputs
remains an area of active research, particularly in prompt-guided diffusion models, where the diversity
of generated samples needs to be evaluated and optimized while considering the variability of the
input prompts.

Diversity in prompt-guided sample generation also plays a critical role in ensuring fairness and
lack of mode collapse in response to a certain prompt category, implying that the outputs do not
collapse in response to a group of prompts with similar components. Therefore, an adequately diverse
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Figure 1: Overview of the proposed SPARKE method in generating images at different iterations in
comparison to the vanilla Stable Diffusion-XL [3]] model. We also compare the conditional-RKE
guidance in SPARKE with the baseline Vendi Score guidance [10] (unconditional, in latent space).

prompt-guided generation model is supposed to provide varied and balanced outputs conditioned
on each prompt category. For example, in geographically diverse image synthesis, the generation
model is supposed to represent a broad spectrum of regional styles, preventing overrepresentation
of dominant patterns while ensuring fair coverage across different locations [[10]. Similarly, in data
augmentation for visual recognition, generating a semantically varied set of samples enhances the
model’s generalizability and reduces biases in prompt-guided sample creation [11} [12].

A recently explored strategy for diversity-aware generation in diffusion models is to utilize a diversity
score for guiding the sample generation. One such method is the contextualized Vendi score guidance
(c-VSG) [10]. The c-VSG approach builds upon the Vendi diversity measure [13]], which is a kernel
matrix-based entropy score evaluating diversity in generative models. The numerical results in [10]
demonstrate the effectiveness of regularizing the Vendi score in guiding diffusion models toward more
diverse sample distributions over multiple rounds of data generation. Another method, CADS
tends to improve sample diversity through the perturbation of conditional inputs, typically resulting
in an increased Vendi score.

Although the mentioned diversity-score-based diffusion sampling methods apply smoothly to the
unconditional sample generation without a varying input prompt, a scalable prompt-aware extension
to prompt-guided diffusion models remains a challenge. As discussed in [10]], one feasible framework
extension to prompt-guided generation can leverage a pre-clustering of prompts to apply the Vendi
diversity guidance separately within every prompt cluster. However, in successive queries to prompt-
guided generative models, prompts often vary in subtle details, making their pre-clustering into a
fixed number of hard clusters challenging. In addition, relying on small clusters of highly similar
prompts could lead to limited diversity across prompt clusters, due to missing the partial similarities
of the prompts in different clusters.
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Prompt: A dog standing chasing birds along a cobblestone street in Europe.

Figure 2: Comparison of latent entropy-based diversity guidance (ours) vs. ambient entropy diversity
guidance in Latent Diffusion Models (LDMs). The experiment is performed with the SD-XL LDM.

In this work, we propose Scalable Prompt-Aware Rény Kernel Entropy Diversity Guidance (SPARKE)
in diffusion models, applying the conditional entropy-based diversity score family [[15] of the latent
representation in the latent diffusion models (LDMs). As illustrated in Figure[I] SPARKE directly
incorporates prompts into the diversity calculation without pre-clustering. This extension enables a
more dynamic control over the diversity calculation with varying prompts, which can be interpreted as
an adaptive kernel-based similarity evaluation without grouping the prompts into clusters. According
to the conditional entropy guidance in SPARKE, we update the kernel matrix of generated data by
taking the Hadamard product with the kernel matrix of input prompts. Applying an appropriate kernel
function for text prompts, the updated similarity matrix will assign a higher weight to the pairwise
interaction of samples with higher prompt similarity.

While the conditional entropy guidance offers flexibility by relaxing the requirement for explicit hard
clustering of the prompts, it relies on computing the gradient of the matrix-based entropy of the kernel
matrix, which will be computationally expensive in large-scale generation tasks. Since the entropy
score is computed for an n X n kernel similarity matrix of n samples, the entropy estimation of its
eigenvalues would need an eigendecomposition, leading to O(n?) complexity. This computational
cost would be heavy in settings where thousands of samples need to be diversified across a large set
of prompts. Thus, while conditioning diversity on prompts improves the adaptability of our proposed
approach, we further need to develop a computationally scalable solution to extend the approach to a
larger-scale generation of diverse data.

To improve scalability while preserving diversity-aware generation, we propose applying the order-2
Renyi matrix-based entropy, defined as the RKE Score [16], in the SPARKE approach. This RKE-
based formulation replaces eigenvalue decomposition with a Frobenius norm-based entropy measure,
which significantly reduces computational overhead. As a result, the complexity of entropy estimation
reduces to O(n?), while the gradient-based optimization in guided diffusion models can be performed
even more efficiently in O(n) time due to the canceled terms with zero gradients. By integrating these
computational improvements, we introduce SPARKE framework, which maintains the advantages of
prompt-conditioned diversity guidance while making large-scale sample generation feasible.
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Figure 3: Qualitative Comparison of samples generated by the base latent diffusion model (LDM),
PixArt-3, and Stable Diffusion XL, vs. LDM guided via our proposed SPARKE guidance.

To evaluate the effectiveness of our approach, we perform several numerical experiments on standard
text-to-image generation models. Our results indicate that Conditional RKE Score Guidance not
only scales efficiently to a large number of prompts but also maintains high sample diversity while
preserving fidelity. Compared to prior methods, our approach achieves a more balanced trade-off
between diversity and computational efficiency, making it suitable for real-world generative modeling
applications that require scalability. The following is a summary of the contributions of our work:

* We introduce the conditional entropy score guidance as a prompt-aware diversity promotion tool in
sampling from diffusion models.

* We propose using the order-2 Renyi kernel entropy (RKE) score to reduce the computational
complexity of the entropy-based diversity guidance.

* We propose the application of entropy guidance in the latent space of latent diffusion models,
improving the efficiency and performance in the entropy-based diversity guidance (See Figure[2).

* We test our method on several state-of-the-art diffusion models (see Figures[3) and text-to-image
benchmarks, indicating its ability to improve sample diversity and computational efficiency.

2 Related Works

Standard and Latent Diffusion Models. Diffusion generative models [3]] learns to reverse
an iterative noising process, effectively estimating the gradient of the data log-density (the Stein
score [18]]) to generate new data samples. This approach has shown remarkable capabilities in
synthesizing high-fidelity images [6 [19] 20} [7]. Despite the impressive results, a primary limitation
of diffusion models was the substantial computational cost, particularly when operating directly
in high-dimensional spaces like pixel space. To address this challenge, Latent Diffusion Models
(LDMs) [4, 21]) perform the forward and denoising processes in an encoded latent space, enabling
high-quality images such as Stable Diffusion [4} [5] and video [22] 23] 8] synthesis at a large scale.

Conditional Generation with Guidance. The ability to control generative processes with specific
conditions is increasingly crucial for practical applications, based on conditional inputs like text-



guided [20} 24} 25]], class labels [6], style images [26} [27], or human motions [28], etc. Methods
for conditional generation with guidance are categorized as either training-based or training-free.
Training-based approaches either learn a time-dependent classifier that guides the noisy sample x;
towards the condition y [6 24} [29] 25]], or directly train the conditional denoising model €q (¢, t, y)
via few-shot adaptation [26} |4, [30]. In contrast, training-free guidance aims at zero-shot conditional
generation by leveraging a pre-trained differentiable target predictor without requiring any training.
This predictor can be a classifier, loss function, or energy function quantifying the alignment of a
sample with the target condition [31}132}[33134]. Our work can be included as a training-free guidance
approach that applies conditional entropy scores guidance to enhance the diversity of samples.

Quantifying Diversity and Novelty. Diversity is quantified using both reference-based [35}136] and
reference-free metrics. Reference-free metrics include the Vendi Score [13, 137, 38|, the RKE score
[16] for unconditional models, and the Conditional-RKE [15]] and Scendi [39] scores for conditional
models. Also, the diversity metrics have been extended to online and distributed model selection tasks
[40! 411 142L /43]]. For novelty, prior work [44, 45! 46| analyzes how generated samples differ from a
reference model, with [45]46] proposing a spectral method to measure the entropy of novel modes.
[47, 148,149, 150] also introduce kernel-based methods to compare and align two embeddings. In this
work, we propose a novelty guidance approach that operates with respect to a reference dataset.

Guidance for Improving Diversity. A common strategy in diffusion-based generative modeling
is the use of guidance mechanisms to balance quality and diversity [51} 152} [53]]. For example,
classifier-free guidance methods [52] considerably enhance prompt alignment and image quality but
often compromise diversity due to overly deterministic conditioning. Several works have attempted
to address this diversity challenge. To encourage diversity, [54] introduced a strategy that samples
from the data manifold’s low-density regions, however, their method operates directly in pixel space,
posing challenges in adapting it effectively to latent diffusion frameworks. Another line of work
is fine-tuning. In [S5], the authors provide a finetuning method using Reinforcement Learning to
improve the diversity of generated samples using a diversity reward function.

Recent works tackle this problem in the denoising phase. The CADS framework [[14] shows that
adding Gaussian noise to the conditioning signals during inference increases sample diversity. Particle
Guidance (PG) [56] employs non-IID sampling from the joint distribution defined by a diffusion
model combined with a potential function that maximizes pairwise dissimilarity across all samples,
independent of semantic context. Similar to PG, ProCreate [57] uses DreamSim embeddings to find
similar images via log energy and maximizes embedding-space distances. The concurrent method
SPELL [58] adds repellency terms during sampling to prevent samples in a batch from being too
close. These methods maximize across all samples without considering the prompts. However, these
methods are prompt-agnostic, while ours dynamically conditions diversity guidance on the input.

The recent work [[10] introduces contextualized Vendi Score Guidance (c-VSG), enhancing generative
diversity during the denoising process using Vendi Score [13]]. Their approach, however, requires the
same prompts, restricting its applicability across diverse prompt scenarios. To tackle this issue, [15]]
uses Conditional-Vendi score guidance for a prompt-aware diversity guidance. On the other hand, our
method leverages the RKE Score [16]] to significantly enhance computational efficiency and sample
complexity. Additionally, we propose prompt-aware guidance inspired by [[15], enabling adaptive
soft-clustering and effective conditioning on semantically distinct prompts. Moreover, unlike [10],
which applies guidance based on latent encoded features of reference images, our strategy directly
applies guidance within the diffusion model’s latent space, saving computational costs and enabling a
prompt-aware diversity improvement.

3 Preliminaries

3.1 Kernel function and Vendi diversity scores

Consider a sample x € X in the support set X'. A function k : X x X — R is called a kernel

function, if for every integer n € N and sample set {z1, ..., z,} € X, the following kernel similarity
matrix K € R™*" is positive semi-definite (PSD):
k(x1,21) - k(xy,2,)
Kx=| - : &)
E(p,x1) -+ k(Tn,xn)



We assume that the kernel function is normalized, i.e., k(xz,z) = 1 for every z € X. For a
general (potentially unnormalized) kernel k, one can define its normalized counterpart as k(x,y) =
k(x,y)/\/k(z,x) k(y,y), which we apply whenever normalization is required. The Rényi Kernel

Entropy (RKE) diversity score [[16] is defined and analyzed as the inverse Frobenius norm-squared of
the trace-normalized kernel matrix:

—2
RKE(ry......z) = exp Ha(16x)) = |48, @

where || - || denotes the Frobenius norm. As theoretically shown in [16], the RKE score can be
regarded as a mode count of a mixture distribution with multiple modes.

To extend this entropy-based diversity scores to conditional (i.e., prompt-aware) diversity mea-
surement for prompt-guided generative models, [[15] propose the application of conditional kernel
matrix entropy measures, resulting in the following definition of order-2 Conditional-RKE given the
Hadamard product %K x O K of the output data K x and input prompt K kernel matrices:

K 2
Conditional-RKE (1, ..., Zpit1, ..., 1,) 1= 5|

S L @
[5x © K|

Note that here the Hadamard product of the prompt (¢1,...t,) kernel matrix Kr and output
(z1,...x,) kernel matrix Kx is defined as the elementwise product of the matrices, which is
guaranteed to be a PSD matrix by the Schur product theorem.

3.2 Conditional Latent Diffusion Models

Latent Diffusion Models (LDMs) [4] can achieve scalability and efficiency by performing the
diffusion process within a compressed latent space, rather than directly in pixel space. A pre-trained
autoencoder is used in LDMs, consisting of an encoder £ and a decoder D. The encoder £ maps
high-dimensional images & € R7*W*C to a lower-dimensional latent representation zg = £(x) €
R">wxe while the decoder D reconstructs the images & = D(z() from a denoised latent variable
zg. The forward diffusion process applies in the latent space as z; = \/atzg + /1 — az€;, where
€ ~ N(0,I) and oy € are predefined noise schedule parameters. Then the conditional LDMs with
conditions y are trained to predict the noise €y(z¢, ¢, y) at each time step ¢, also learn the score of
pe(ze|y) [17.3]:

ngnEzhef,,tyy |:H€9(Zt7t? y) - ft“g = Inein]Ezt,EtytﬂJ |:H69(Ztatvy) +v1-— atvzt Ingt(Zt|'y)||§:| :
“
4 Scalable Prompt-Aware Diversity Guidance in Diffusion Models

Utilizing the kernel-based entropy diversity scores and latent diffusion models (LDMs) described
in Section[3.2] we introduce a scalable conditional entropy-based framework extending the recent
Vendi score-based approach [[10] in diversity-guided generative modeling to prompt-aware diversity
enhancement that suits the conditional text-to-image models. Specifically, we first propose extending
the order-1 Vendi score to the general matrix-based order-a Rényi entropy and subsequently to the
conditional order-« Rényi entropy for achieving higher prompt-conditioned diversity. In addition, we
demonstrate a computationally efficient special case in this family of diversity score functions by
considering the order-2 entropy measures. This choice of entropy function leads to the RKE-guidance
and Conditional-RKE guidance approaches for enhancing overall diversity and prompt-aware diversity
in sample generation via diffusion models.

4.1 Diversity guidance via general order-o. Renyi Entropy and RKE scores

The existing diversity score-based guidance approach, including the Vendi guidance in [10]], optimizes
the diversity score of the embedded version of the generated outputs, e.g. the CLIP embedding [59]]
of image data generated by the prompt-guided diffusion models. However, such a guidance process
by considering an embedding on top of the diffusion model is computationally expensive and may
not lead to semantically diverse samples. As discussed in [[13}|37], computing the order-1 Vendi score
and its gradients requires at least Q(n2-357) computations for n samples, and in practice involves



O(n?) computations for the eigen-decompositions of kernel matrices. This computational complexity
limits practical window sizes of the existing Vendi guidance approach to a few hundred samples, i.e.
the guidance function cannot be computed by a standard GPU processor for a sample size n > 500.

To reduce computational complexity, we extend the order-1 Vendi score guidance to the general
order-a Rényi kernel entropy, and adopt the specific case o = 2, referred to as the RKE score [16].
This formulation significantly lowers computational cost and is defined as:

n n

] - (S ) o

i=1 j=1

ERKE(Z(U, ey z(")) =

with kernel matrix (Kz);; = k(2%, 20)) computed directly for the latent representations and n
denotes the total number of generated samples. Therefore, applying Lrkg as the guidance potential
function reduces the computational complexity from O(n?) in order-1 Vendi score to O(n?), enabling
significantly larger batch sizes during the guided sampling process and resulting in higher efficiency.

4.2 Diversity-Guided Sampling in Latent Diffusion Models

In contrast to previous work using order-1 Vendi score as the diversity guidance in ambient image
space [10]], we integrate efficient IRKE score diversity guidance directly into latent-space sampling.
Standard LDMs employ classifier-free guidance (CFG) [52] for conditional sampling, iteratively
denoising latents z;_; from the noisy latents z, at time step ¢ via reverse samplers:

z¢—1 < Sampler(zy, €g(24,t,Y)), ©)

To efficiently promote diversity within the latent space, we optimize the Inverse-RKE (IRKE) score
loss. Proposition[T]defines this loss and its gradient:

Proposition 1. Let Z7 = {z(l), P z(”)} denote a set of n generated data. Let kernel function
k: Z x Z — R be symmetric and normalized, i.e. k(z,z) = 1 for every z € Z. Then, we observe
that the function [,RKE(Z(I), ceey z(”)) in Eq. (B) changes montonically with the Inverse-RKE function
L:[RKE(z(l), cee z(”)) = l/ﬁRKE(z(l), .. ,z(”)), whose gradient with respect to z(™ is:

n—1
V o) LIRKE O Z (29, 2V o k(2, 2M). (7N

i=1

The above Proposition [T|implies that an optimization objective maximizing Lrkg to promote diversity
can be equivalently pursued by minimizing Lirkg, reducing the computational complexity from
O(n?) to O(n). Leveraging this computational efficacy, our approach directly updates the gradient of
Lirke rather than computing the gradient of Lgrkg to the latent 2, allowing for an efficient, explicit
diversity-promoting update. Specifically, for Latent Diffusion Models (LDMs), we introduce the
following diversity-guided sampling via Eq. (7)) in each time step ¢:

zi 2z —1n-VymLrke (IRKE Diversity Guidance) 8)

where 7 represents the guidance scale and n denotes the number of previously generated samples.

4.3 Conditional Prompt-Aware Diversity Guidance

To explicitly capture prompt-conditioned diversity and focus on the computational efficiency of
order-2, we introduce the Conditional RKE loss:

1)

K 2
'Y aay(n)): H YHF

|Kv o Kzl

n)

C))

Leonarke(zY, ..., 2

where (Ky)i; = ky (y¥,y)) denotes the similarity among condition (e.g., prompts) embeddings.
Similarly, we reduce the computational complexity from O(n?) to O(n), by computing the gradient
of Conditional Inverse-RKE (Cond-IRKE) defined in Proposition [}

Proposition 2. Let Z denote a set of n generated data, andY = {y(l), y y(")} is the set of
corresponding conditions. Let the kernel function k be symmetric and normalized. Then, we observe

that the function Leonarxe(z0, ..., 200 yM . y™) in Eq. @) changes montonically with
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Algorithm 1: Scalable Prompt-Aware Latent IRKE Diversity Guidance

Input: Latents {z("), ... 2("=D} prompt features {y*), ...y}, kernel functions k,
ky, denoising model €y, diffusion reverse sampler, guidance scale w, diversity guidance
scale 7, decoder D
Output: Diverse generated samples {5:(")} with prompt features y(™)
fort =T to1do
Compute CFG guided noise: éé") =(1+w)- ea(z,gn), ty™) —w - € (zﬁ”), t);
Perform one-step denoising: 2\, + Sampler(z{™, &\ ;
2
Compute Kz, Ky, and £C0nd—IRKE = %HKZ ® KYHF 5
Compute the gradients g(”) =V, (n-1) LCond-IRKE }
(n) (n) _ n- g(n) .

Update latents: z,"} < z;_
Decode final samples: &™) = D(z(()n))
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Figure 4: Comparison of SPARKE (Conditional RKE) Guidance with baselines on 2D GMMs.
the Conditional Inverse-RKE function Lcong.irxe(z™0, ..., 20y . y™) = ||I~(Z o Ky 1%,

whose gradient with respect to 2™ is:
n—1

Voo Leonairie < Y kz (20, 20 ky (Y, y ™)V o kiz (20, 2). (10)

i=1
Then we propose the following prompt-aware diversity-guided sampling via Eq. (T0) in time step ¢:
Zt<— 2t —1N- VZ(7L>£Cond_1RKE (COHd-IRKE DiVCI’Sity Guidance) (11

Algorithm [T] provides an explicit outline of this procedure. This Cond-IRKE guidance explicitly
aligns the diversity of generated samples with respective prompts, while significantly maintaining
the computational efficiency in gradient calculation. In Appendix [B.3] we provide a theoretical
interpretation based on a stochastic differential equation.

5 Numerical Results

We evaluated the performance of the SPARKE framework on various conditional diffusion models,
where our results support that SPARKE can boost output diversity without compromising fidelity
scores considerably. For the complete set of our numerical results, we refer to the Appendix [D}

Baselines. We compare our method with CADS [[14]], Particle Guidance [56]], and Contextualized
Vendi Score Guidance (c-VSG) [10]. In experiments without a reference, we use VSG [10].



Table 1: Quantitative comparison of guidance methods on Stable Diffusion 2.1.

Method CLIPScore T KDx10%> | Cond-Vendi Score  Vendi Score + In-batch Sim.x 10> |
SD (No Guidance) 31.20 52.37 26.54 369.37 80.36
¢-VSG [10] 28.75 56.25 27.91 376.48 79.82
CADS 29.89 55.08 28.73 380.08 79.44
latent RKE Guidance (Ours) 30.18 55.37 29.88 387.59 79.01
SPARKE: latent Cond-RKE (Ours) 30.96 53.15 32.57 405.51 75.68
Stable Diffusion 2.1
Prompt-Unaware Diversity Guidance SPARKE: Prompt-Aware Diversity Guidance
(RKE score) (Conditional RKE score)

In-batch Sim.: 79.01 In-batch Sim. : 75.68

. @ 3y AN RIS »

Prompts: (1) iter #7927: a blue plate with an orange a cracker some lettuce and a twist bar, (2) iter #8354: A dis
and snacks., (3) iter #9287: An orange, chocolate, cracker, and piece of lettuce on a plate

h contains an orange

Figure 5: Comparison of SPARKE prompt-aware diversity guidance via conditional-RKE score vs.
diversity-unaware diversity guidance using the RKE score on SD 2.1 text-to-image generation.

Models. We used Stable Diffusion [60] and the larger-scale Stable Diffusion XL (SDXL) [3],
and PixArt-Y [61] in our experiments on text-to-image generation. We also provide additional
experimental results on different SOTAs in the Appendix.

Evaluation. We compared our method with baselines in terms of output diversity and fidelity. Fidelity
was measured using CLIPScore [62], and KID [63]] to evaluate prompt quality and consistency,
and Density [36] where a reference dataset was available. For diversity, we used Vendi [13] and
Conditional-Vendi [13]] scores, and we used Coverage [36] when a reference dataset existed. We
measured diversity within each prompt cluster using the in-batch similarity score [56], calculated as
the average pairwise cosine similarity of image features in a batch.

Synthetic Datasets. We compare our method on 2D Gaussian mixture benchmarks [64], training
a diffusion model with the DDIM sampler [65] and fine-tuning hyperparameters (see Appendix [C).
Figure [] shows that CADS covered the modes’ support but with a slight distribution shift, while
¢-VSG better adhered to the modes at the cost of lower diversity. PG and SPARKE both covered the
modes well, with SPARKE producing fewer noisy samples due to its clustering-based structure.

Comparison of Entropy Guidance Effects in Latent and Ambient Spaces. We compared latent-
space guidance (SPARKE) with CLIP-embedded ambient-space guidance from ¢-VSG [10] using
modified GeoDE categories [66]. As qualitatively shown in Figure [2] CLIP-ambient led to visual
artifacts and offered less improvement in output visual diversity, while latent guidance produced more
semantically diverse outputs. We also provided quantitative results in Table[5] which show that latent
guidance achieves higher diversity. Also, latent guidance requires significantly less GPU memory
(=~20GB vs. ~35GB), offering substantially better computational efficiency.

Comparison of Prompt-Aware Diversity Guidance vs. Unconditional Guidance. We generated
images for 10,000 MS-COCO prompts [67] using Stable Diffusion 2.1, comparing latent RKE condi-
tional guidance (prompt-aware) against unconditional RKE guidance (prompt-unaware). Figure[3]
shows unconditional diversity guidance becomes less effective over time, while SPARKE’s prompt-
aware approach remained effective throughout all 40k iterations. Table[T|confirms that prompt-aware



Table 2: Comparison of diversity and fidelity metrics across different models and methods.

Method CLIPScore t KDx10?| Cond-Vendi Score T Vendi Score{ In-batch Sim.x10? |
SDXL 31.17 66.37 27.54 309.54 81.67
SDXL + SPARKE 30.47 62.62 31.17 313.80 717.75
PixArt-2 31.01 65.37 26.45 307.36 83.84
PixArt-X + SPARKE 30.66 63.86 32.14 322.25 78.81

Novelty Guidance Using SPARKE
Latent Diffusion Model (No Guidance)

>

Cats/Dogs
63%

—=>Latent Diffusion Model + SPARKE Guidance (Ours) Cats/Dogs

15%

Figure 6: Novelty guidance with SPARKE. Using the prompt "A young lady walking with an animal
in the park," samples are generated with respect to a reference set of cat and dog images, resulting in
more novel samples compared to the base model.

methods achieve higher diversity while preserving image quality and prompt alignment. Also, Table 2]
provides the quantitative results for SD-XL and PixArt-X.

Novelty Guidance Using SPARKE. We evaluated novelty guidance by using the SPARKE method
to guide an SD-XL model with a reference dataset of cat and dog images. As shown in Figure[6} this
approach successfully reduced the generation of cats and dogs, yielding more novel samples with
respect to the reference dataset and resulting in a more balanced distribution of other animals.

Computational Efficiency Comparison. We evaluated SPARKE’s computational efficiency by
comparing its runtime and peak memory with the baselines over 1000 text-to-image generations using
a 50-step diffusion process on an NVIDIA RTX 4090. The results, as shown in Table 3] indicate that
SPARKE requires significantly lower runtime and less memory (as it functions in the latent space).

Table 3: Comparison of runtime and GPU memory usage for different guidance methods.

Model + Guidance Method Runtime per sample (s) GPU Memory Peak (GB)
Stable Diffusion v1.5 1.620 £+ 0.265 3.178 + 0.001
SD-1.5 + SPARKE (Ours) 1.752 £ 0.287 3.230 £ 0.025
SD-1.5 + ¢-VSG 3.079 £+ 0.296 8.665 + 0.116
SD-1.5 + Particle Guide (Pixel) 4912 £0.312 7.531 £0.032
SD-1.5 + Particle Guide (DINOvV2) 9.102 £ 0.271 20.133 +£0.038

6 Conclusion and Limitations

In this work, we proposed the prompt-aware SPARKE diversity guidance approach for prompt-based
diffusion models. The SPARKE method aims to improve the diversity of output data conditioned on
the prompt, so that the diversity guidance process takes into account the similarity of the prompts.
We also proposed the application of RKE and Conditional-RKE scores in the latent space of LDMs
to boost the scalability in the SPARKE method. Our numerical results of applying SPARKE to the
stable-diffusion LDMs indicate the method’s qualitative and quantitative improvement of variety in
generated samples. A limitation of our numerical evaluation is its primary focus on image generation
diffusion models. Future exploration can extend SPARKE’s application to other modalities, such as
video and text diffusion models. Furthermore, combining SPARKE’s entropy guidance with other
diversity-enhancement techniques for diffusion models presents another interesting future direction.
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A Preliminaries on Diffusion Models

A.1 Denoising Diffusion Probabilistic Models (DDPMs)

Denoising diffusion probabilistic models (DDPMs) [l 2] define a generative process by reversing
a fixed Markovian forward diffusion that progressively adds Gaussian noise to data. Given a data

sample xo ~ po(xp), a time step t € [T] = {1,..., T}, the forward process gradually adds noise to
construct a noisy data point ¢; = \/a;xo + /1 — €, where €, ~ N(0, I) is standard Gaussian
noise and a; € [0, 1] monotonically decreases with time step ¢ to control the noise level. The diffusion
model €y : X X [T] — X is trained to predict the noise €; at each time step ¢, also learn the score of

pt($t) (L7, 3]
. . 2
memEmheht [||eg(act,t) - et||§} = mem]Ewt,ef,,t {Hee(mt,t) + V1 -V, logpt(a:t)HQ} , (12)

The reverse process obtained by x;_1 ~ pt_l‘t(:ct_l |&;) is not directly computable in practice,
multiple efficient reverse samplers are proposed [63} 168, 169]. In the commonly-used DDIM [65]]
sampler, we sample x;_1 by:

Ly — \/ati'()\t
— o, 2
R A N

- &1

where oy is the DDIM parameter, and the clean sample Z; given x; is estimated according to

Tweedie’s Formula [[70, [71]]:
xy — 1 — areg(xy, t)
Vv Qi

+ o€, (13)

(14)

Lo|t =

A.2 Conditional Generation via Guidance.

In conditional generation tasks like text-to-image synthesis, diffusion models learn to approximate
the conditional distribution p(xo|y) given conditions y (e.g., text prompts). From the view of score
functions [[17,[3]], we denote the conditional score as:

Va, log pi(xi|y) = Vg, logpi(xs) + Vg, log p(y|x:), (15)

Conditional Score Unconditional Score Guidance Score

The strategies of conditional generation via guidance can be roughly divided into two categories:
Training-based methods and training-free methods.

Training-based Guidance. Training-based guidance methods include several strategies. One
approach, Classifier-Guidance, initially proposed in [3} [6], requires training an additional time-
dependent classifier to estimate the guidance score f(x,t) = Eagmpoy, (Ja0) f(®0) = f(20). Alter-
natively, other training-based techniques involve few-shot fine-tuning of base models or the use of
adapters [4,[30] to achieve conditional control.

A distinct yet training-based approach is Classifier-Free Guidance (CFG), introduced by [52]. Unlike
methods requiring a separate classifier, CFG integrates the condition y as a direct input to the
conditional denoising network €g (x4, ¢, y). It is enabled by a joint training procedure where the
model also learns to make unconditional predictions by randomly dropping the condition y with a
specific probability during each training iteration. During inference, CFG estimates the conditional
noise prediction as follows:

é@(mtvtvy) = (1 +w) : 69(:ct,t,y) —w- EQ(mtat)7 (16)

where the guidance scale w > 0 adjusts the strength of conditional guidance. These various training-
based guidance methods have demonstrated considerable effectiveness with the availability of training
resources.

Training-free Guidance. An alternative category for conditional guidance is training-free guid-
ance. Instead of requiring additional training, these methods directly introduce a time-independent
conditional predictor f on the estimated clean data f (5:0‘,5, y), which can be a classifier, loss func-
tion, or energy function quantifying the alignment of a generated sample with the target condi-
tion 32} 33} 134, [72]. Then the estimation of the guidance score via training-free approaches is:

Va, logpi(ylz:) := =V, f (Zor,y) » (17)
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where the clean sample for the predictor is estimated by Tweedie’s Formula [70, [71]:

- m— /1 —aep(xy, )
molt = \/OTt .

(18)

B Proofs

B.1 Proof of Proposition 1

Proof. Let Kz be the kernel matrix with entries (K z);; = k(z(¥, 2(9)). The RKE loss is given by:
1 TI‘(Kz)

Lrxe(zM,. .., z™) = — (19)
||I(Z||2 Zl 12] 1 (z(z Z(J))2
The Inverse-RKE function Lirkg is defined by:
1 :L TL k z( ) z(])
ACIRKE(Z(l)w--;Z(n)) — _ Z 1 =1 ( ) 7 (20)
ﬁRKE(Z(l),...,Z(n)) TI‘(Kz)

Given that the kernel function % is normalized, i.e., k(z, z) = 1 for all z € Z, the trace of the kernel

matrix Kz is:
WILEUE RE
1

Substituting this into the expression for ,CIRKE(Z( Lz ) in Eq. (20):

1 n n
EIRKE<Z(1)7 o (n) = Z Z k(z (Z) (J) 1)
i=1 j=1
Now, we want to compute the gradient of EIRKE(z(l), ce z(”)) with respect to z(™M);
1 n n ) )
1 n)\ __ 7 2
vz(n>£IRKE(z( ),...,z( )) —Vz(n) ﬁz;;k(z(),z(J)) s (22)
=1 j=

Since 1/n? is a constant with respect to z("):

Voo Lrxe(zW, . 2M) = =V )

Z k(z (J) , (23)

n n
=1 ]:1

(3

Let S =37, Y% ) k(2(%, 20))2. We need to find V) S. The terms in the sum S that involve
z(") are those where i = n or j = n (or both). We can split the sum into:

n—1ln—1

S = Z Z k(z®, 2002 (Terms not involving z(™)
i=1 j=1
n—1

+ ) k("2 (=ni#n)
i=1

n—1
+ Z E(z™ 2002 (i =n,j #n)

+h(z, 22 (i =n,j=n)

Using the symmetry of the kernel, k(z(™, 20)) = k(z(), 2("), the second and third sums are

identical:
n—1ln—1

S=> "> k(z",z9)? 42 Z @) 22 4 k(2 2(M)2 (24)

i=1 j=1
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Now, we compute the gradient of S with respect to z(™):

n—1ln—1 n—1
V.S =V m Z Z k(z®, 2002 | 4V _ (2 Z k(z(i),z("))2> +V.m (k(z(”), z("))z) ,
i=1 j=1 i=1
(25)
The first term is zero because it does not depend on z(™). For the second term:
Vi (2 > k(zW,2M) ) =2 Z Vam ( 2" ))2>
=2 Z 2k(2D, 2NV o k(2@ M) (26)
_4Zk NV o k(2@ 2(M),
For the third term, since k(z, z) = 1 (normalized kernel), this term is constant:
Vo (k(z("), z<">)2) = V. (12) = Vo (1) = 0, 27)
According to Eq. (26) and Eq. (Z7), we have the gradeitn for S:
n—1
VoS =4> kD, 20V, k(z9, 20), (28)
i=1
Substituting this back into the gradient of Lirxg (2, ..., 2(™) in Eq. @3):
n—1
Vzm)L'IRKE(Z(l), .. -,Z( )) = ) (42/@@( )7Z( ))Vzw)k(z( )72( ))>
) R (29)
=— Z k(2D 200V o k(2D 2(M)),
i=1
Since 4/ n? is a positive constant (for n > 1), we have the following:
n—1
V o) LIRkE X Z k(z(i),z(”))vzm)k(z(i), z(")). (30)

i=1
This proves the form of the gradient.

Regarding the monotonic relationship Lirkg = 1/LrkE, LrkE is always positive (Tr( K 2)2 =n?>0
and the denominator kf > 0; for it to be non-zero, not all kernel values can be zero), then

ERKE > (0. Therefore, (flﬁ“‘]: = [:2 < 0, which means that Lirkg is a strictly monotonically
decreasing function of Lggg. This completes the proof of Proposition 1. O

B.2 Proof of Proposition 2

Proof. Let Kz be the kernel matrix for the data Z with entries (K z);; = kz (2", 20)). Let Ky be
the kernel matrix for the conditions Y with entries (Ky );; = ky (y,y)). The normalized kernel

matrices are K, = K, /Tr(K ) and Ky = Ky /Tr(Ky).
Given that the kernel functions k7 and ky are normalized, their traces are:

n

= zn:kz(z(i),z(i)) = Z 1=n
i1

i=1

Zkyy() Zl—n
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So I?Z = Kz/n and I?y = Ky/n
The Conditional Inverse-RKE function is defined as:

ACCond-IRKE(z(l)a ey z(n), y(l)a e 7y(n)) = HI?Z © I?Y”%’? (31)
where ® denotes the Hadamard (element-wise) product. The entries of K 7 ® K y are:
(Kz ® Ky)ij = (f(z)z'j(f(Y)zj
1
fk (1) () k (1) ,(5)
n z(2",2Y)) - (v, y") (32)

= ﬁkz(z(i), Z(j))]{jy(y(l 7y(y))7

The squared Frobenius norm is the sum of the squares of its elements, then we have the following
according to Eq. (31):

LA o N2
Loonamke(Z;Y) =D Y (sz(zu),zm)ky(y(z),ym))
== (33)

n n

Z kz(z®, 202 ky (y@, 402,
7=1

1
1
i=1j=

nd

Now, we want to compute the gradient of Lconarke(Z; YY) with respect to z(™) according to Eq. @:

Vot Lcond RKE(Z;Y) = — Vo 00) Z Z kz (29,202 ky (™, y9)? |, (34
=1 j=1
Let So = Y0y Y0 kz (29, 20)2ky (y), yU))2. We need to find V) Sc. The terms in the
sum S¢ that involve z() (through k) are those where i = n or j = n (or both), and the terms
ky (y@,49)) do not depend on z(™. We can split the sum as follows:

n—1ln—1
Sc = Z Z kz(z, 29)2ky (y@, 492 (terms not involving z™)

i=1 j=1

n—1
+ ) kz (29,20 ky (y Py ™) (G =mn,i#£n)

i=1 35)
n—1

+ 3 ka (27, 29)2ky (y ™,y D)2 (i =n,j #n)
j=1

+kz (2", 20)2ky (™, y™)2, (i=mn,j=n)

Using the symmetry of the kernels, kz(2(™,20)) = kz(20), 2(™) and ky(y™,y")) =
ky (y(j ), y(”)), the second and third sums are identical. Then we have:

n—1n-—1
Se = Z Z leg (20, 200)2ky (y@ 4 0))2
i=1 j—l (36)
49 Z kz(z (n) kY( (n)) + kz(z(")7 z(”))Qky(y(”),y(”))Z,
Now, we compute the gradient of S¢ with respect to z(™):
n—1ln—1 ) .
V. Sc =V Z Z kz (29, 29)2ky (y D y9))2
i=1 j=1
1
j , (37
Vi (2 D kz(z, 20 ky<y<">,y<">>2>
i=1

+ V. (kz(z("),z(”))Qky( (n) y(n)) )
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The first term is zero because it does not depend on z(™). For the second term:

n—1
Ve (22kz(z(i)7Z(”))QkY(y(i)7y(”))2> = 2Z/€Y ¥y, 9"V, 0 (k‘z( @, 22 )
=1

i=1

=23 hy(y®,y™)? (ka(z(i)7 2N kg (20, z<n>))

n—1
=43 k2 (29, 2 ky (¥, y ™)V 00 k2 (20, 2),
i=1

(38)
For the third term, since k7 (2™, 2(") = 1 and ky (y™),y(™) = 1 (normalized kernels), this term
is constant:

Vam (kz(z(")7Z(”))QkY(y("),y(”))2> = V.w(1?-1%) = V(1) =0, (39)
So we have:
n—1
VamSo =4 kz(z%, 20 ky (y©, 4 ™)’V 0 kg (29, 2), (40)
i=1
Substituting this back into the gradient of Lcong-irke(Z;Y) in Eq. 33):
V.o LeondRre(Z;Y) = vy (42 kz(z "Nky (@, y™)2V o kz(z(i)vz(n))>
i=1 (41)
zfzkz z() () )k:y( y( )) V.mkz(z (4) Z(n))7
=1
Since 4/n* is a positive constant (for n > 1), we finally get:
n—1
Vot Leonairke < Y kz(27, 20 ky (Y@, y ™)V o kg (27, 2). (42)
i=1
This proves the form of the gradient.
Regarding the monotonic relationship: From Eq. (9), we have:
Comma(z:¥) = — e (43)
e et
Tr(Ky©OKz)
We have shown that Tr(Ky © Kz) = n, since (Ky © Kz)i = ky (y@, gk (2, 20)) =
1-1=1. Also, | Ky|% = || Ky /n|% = | Ky |%/n?. Substituting these into the formulation for
Lcond-rEe 1n Eq. @3):
ELLSdlr: 2= | By |7 Ky |17
Leond-rkg(Z;Y) = —12 L == L = £ (44)
. H%H? LKy 0 Kz|% 1Ky © Kz|%
From the definition of Lcongrke(Z;Y) in Eq. BI)), we have:
~ K; Ky|* 1
Leonarke(Z;Y) = [|[Kz © Ky ||} = HZ o =X| = HHKZ ® Ky||%, (45)
Let Cy = ||Ky||%. This term depends only on the conditions Y and is constant with respect

to z("). Cy is always positive since the kernel function K7y is positive semi-definite and not all

kernel values can be 0. From the formulation for Lcongrxe in Eq. (B;fl) we have | Kz © Ky ||§7 =
n*Leonarke(Z; Y). Substituting this into the formulation for £cong.RKE:

Cy

Lcond- Z:Y) = . 46

Cond-RKE(Z;Y') A L coma ke (Z:) (46)

Since Cy / ntisa positive constant, then Lcongrke(Z;Y) is a strictly monotonically decreasing

function of Lconarke(Z;Y). Thus, they change monotonically with respect to each other. This

completes the proof of Proposition 2. O
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B.3 Interpretation of SPARKE

Our method, SPARKE, can be theoretically interpreted as an interacting particle system where
sequential samples z(1),z(2) ... z(") evolve along a gradient flow to minimize an energy potential,
thus improving prompt-aware diversity. This process is described by the following sequential
stochastic differential equation:

, 2t
dz™ = |—f(z™ ') + g/ g ) (Vz<n) log pyr (2™) = 7V 4y LeondiRKE (21, - - - ,Zn))] dt-+g(t")dw,

(47)
The core insight of SPARKE is to employ the Conditional Rényi Kernel Entropy (Conditional RKE)
as a differentiable objective for promoting diversity. Following [[16], the order-2 RKE score serves
as a differentiable objective for counting the modes of a particle distribution. Furthermore, the
Conditional RKE score in [[15] quantifies the internal diversity conditioning on the prompt categories.
SPARKE defines a gradient flow that optimizes the Conditional RKE score, and sequentially drives
samples to cover distinct modes, while the conditional mechanism ensures the prompt-aware diversity
guidance potential.

C Implementation Details and Hyperparameters

In the kernel-based guidance experiments of SPARKE and the baselines with kernel entropy diversity
scores, we considered a Gaussian kernel, which consistently led to higher output scores in comparison
to the other standard cosine similarity kernel (see Section [D]for ablation studies). We used the same
Gaussian kernel bandwidth ¢ in the RKE and Vendi experiments, and the bandwidth parameter choice
matches the selected value in [[15,[13]]. The numerical experiments were conducted on 4 x NVIDIA
GeForce RTX 4090 GPUs, each of which has 22.5 GB of memory.

C.1 Experimental Configuration for Table/[l]

We evaluated the methods listed in Table[T]in the following setting. We used Stable Diffusion 2.1 with
aresolution of 1024 x 1024, a fixed classifier-free guidance scale of Wcrg = 7.5, and 50 inference
steps using the DPM solver. We used the first 10,000 prompts of the MS-COCO 2014 validation set
and fixed the generation seed to be able to compare the effect of the methods. For the methods, we
used the following configuration to generate the results reported in Table[T}

The hyperparameter tuning was performed by performing cross-validation on the in-batch similarity
score, selecting the hyperparameter values that optimized this alignment-based metric. Note that
the in-batch similarity score accounts for both text-image consistency and inter-sample diversity
as discussed in [56]]. Due to GPU memory requirements (as mentioned in Section B.2 in [56]),
we were unable to evaluate the Particle Guide baseline [56] on SD v2.1. Following the provided
implementation of this baseline for SD v1.5, we conducted this baseline’s experiments only on SD
vl.5.

Stable Diffusion. We used the standard CFG guidance and DPM solver with no additional diversity-
related guidance.

CADS. Following the discussion in Table 13 of [14], we set the threshold parameters as 7; = 0.6 and
75 = 0.9, = 1, and used a noise scale of 0.25.

¢-VSG. We note that the reference [[10] considered GeoDE [66] and DollarStreet [73]] datasets, in
which multiple samples exist per input prompt. On the other hand, in our experiments, we considered
the standard MSCOCO prompt set where for each prompt corresponds we access a single image,
making the contextualized Vendi guidance baseline in [10] not directly applicable. Therefore, we
simulated the non-contextualized version of VSG. For selecting the Vendui score guidance scale,
we performed validation over the set {0, 0.04,0.05, 0.06, 0.07}, following the procedure in [[10]. A
guidance frequency of 5 was used, consistent with the original implementation. To maintain stable
gradient computation for the Vendi score, we implemented a sliding window of 150 most recently
generated samples, as gradient calculations became numerically unstable for some steps beyond this
threshold.

latent RKE Guidance. We used a Gaussian kernel with bandwidth 0,4 = 0.8 and used = 0.03
as the weight of RKE guidance. To balance the effects of the diversity guidance in sample generation,
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Figure 7: Illustration of input-based Gaussian output used for the conditional diffusion model in
Figure[d] As displayed, the output 2D Gaussian vector is generated centered around the mean vector
specified by the input prompt number.

the RKE guidance update was applied every 10 reverse-diffusion steps in the diffusion process,
which is similar to the implementation of Vendi score guidance in [[10]. Unlike VSG, which requires
a sample window limit, RKE guidance operates without window size constraints, leveraging the
complete history of generated samples for gradient computation.

SPARKE (latent Conditional RKE Guidance). We considered the same Gaussian kernel for the
image generation with bandwidth ¢,,, = 0.8 and used bandwidth parameter oc.; = 0.3 for the
text kernel. The guidance hyperparameter was set to = 0.03, as in RKE guidance. Similar to the
RKE and Vendi guidance, the SPARKE diversity guidance was applied every 10 reverse-diffusion
steps. Unlike VSG but similar to RKE, SPARKE uses the complete history of generated samples for
guidance.

C.2 Experiment Settings in the results of Table[d] and Figure 4

We conducted additional experiments using Stable Diffusion v1.5 with a resolution of 512x512. We
created a prompt set by performing K-Means clustering on the MSCOCO 2014 validation prompts.
Specifically, we clustered the MS-COCO prompt dataset via the spectral clustering in the CLIP
embedding space, into 40 groups and randomly drawn 50 prompts from each cluster, resulting in a
total of 2,000 prompts. To evaluate the performance of our method with the baselines with different
seeds, we generated five samples per prompt using seeds 0, 1, 2, 3, and 4, yielding a total of 10,000
images for each method. The complete list of prompts is included in the supplementary materials.

For all the tested methods, we considered the settings described in Section [C.T} including a classifier-
free guidance scale of Wcrg = 7.5, 50 reverse-diffusion steps, and the DPM solver. For the Particle
Guide baseline, we used the following settings:

Particle Guide. We applied the original implementation provided by the repository of [56]]. Since
the method operates on repeated generations of the same prompt, we generated five samples per
prompt using seeds 0 through 4. The coefficient parameter was set to 30, following the original
implementation.

Gaussian Mixtures. We used conditional diffusion models in Figure[d In Figure[7} we illustrate how
the centers of clusters were used as inputs to the diffusion model to simulate conditional generation.

D Additional Numerical Results

In this section, we provide additional numerical results for the SPARKE guidance method.

Ablation studies on the kernel function choice in SPARKE. In Figure[9] we compared the outputs
of applying SPARKE with the cosine similarity kernel and the Gaussian kernel in the latent space of
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Stable Diffusion XL

Increase in SPARKE Guidance

Prompt: A person standing next to the  Prompt: A man sits at a table in front of a
water and an umbrella. plate of food.

Figure 8: Qualitative results for various diversity guidance scales from n = 0 (no guidance) to
1 = 0.09. The results are generated using Stable Diffusion XL with the same Gaussian kernel.

SDXL. As shown in the figure, the Gaussian kernel seems able to exhibit more diverse features, and
therefore, the diversity of its images looks higher than the outputs of the cosine similarity kernel.

Hyperparameter selection for SPARKE. In Figure[8] we analyzed the impact of different diversity
guidance scales 7, ranging from O to 0.09. This range was explored to investigate the trade-off
between generation quality and diversity. We observed that as 7 gradually increased, there was a
corresponding increase in image diversity and a relative decrease in image quality. As a result, we
chose 1 = 0.03 in our experiments to show the balanced trade-off.

Effect of Classifier-Free Guidance scale on SPARKE guidance. We study the Classifier-free
guidance’s impact on SPARKE for the Stable Diffusion 1.5 model, demonstrating how our method
alleviates the known quality-diversity trade-off [52]]. We changed the CFG scale from 2 to 8 while
using the same setting of SD 1.5 as mentioned in Section [C.2] We evaluated SPARKE’s effect on the
quality-diversity trade-off using Precision/Recall metrics in Figure[T2)and Density/Coverage metrics
in Figure [T} Our results show that SPARKE guidance maintains diversity in a high CFG scale while
preserving acceptable generation quality. Additionally, the Vendi score and Kernel Distance (KD)
evaluations in Figure[T0]show the same trend. Qualitative comparisons of generated samples at CFG
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Gaussian Kernel Cosine Kernel

Prompt: A dog standing guarding the entrance of a historic palace in East Asia.

Figure 9: Qualitative comparison between SPARKE numerical results applying Gaussian (RBF)
kernel and Cosine similarity kernel on Stable Diffusion XL.

scales w = 4, 6, 8 are presented in Figure [I3] demonstrating that SPARKE produces diverse outputs
without compromising quality.

Additional quantitative comparison with the baseline diversity-guided diffusion-based sample
generations. Similar to Table[I] we compare different guidance methods on Stable Diffusion 1.5

[60] in Table[d]

Latent space vs. ambient space. We compared latent-space guidance (as in SPARKE) with the
CLIP-embedded ambient-space guidance in c-VSG [10] using three categories from the GeoDE
dataset [66] and modified it with GPT-4o [74]. We use a similar prompt template as mentioned in
Table 7 in [10] to add more details to the prompt. We provide additional samples in Figure[T4 We
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Figure 10: Comparison of image generation diversity and quality in the DiT-XL-2-256 model,
analyzing the impact of SPARKE guidance through Vendi Score and Kernel Distance.
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Figure 11: Comparison of image generation quality and diversity in the DiT-XL-2-256 model,
analyzing the impact of SPARKE guidance through density and coverage metrics.

also provide quantitative results in Table[5|shows that although CLIP-based Vendi scores were slightly
higher for CLIP-embedded ambient guidance, which could be due to optimizing Vendi with the CLIP
features, the DINOv2-based Vendi scores and in-batch similarity scores indicate higher diversity for
the latent Vendi entropy guidance that we proposed for LDMs. Furthermore, latent guidance can be
performed with a considerably lower GPU memory (in our implementation ~20GB for the latent
case vs. approx35 GB for the ambient case), resulting in higher computational efficiency.

We use the following template:

Prompt to GPT-40: "You are an expert prompt optimizer for text-to-image models. Text-to-image
models take a text prompt as input and generate images depicting the prompt as output. You translate
prompts written by humans into better prompts for the text-to-image models. Your answers should be
concise and effective. Your task is to optimize this prompt template written by a human: "object in
region". This prompt template is used to generate many images of objects such as dogs, chairs, and
cars in regions such as Africa, Europe, and East Asia. Generate one sentence of the initial prompt
templates that contains the keywords "object” and "region" but increases the diversity of the objects
depicted in the image."

Additional qualitative comparisons of vanilla, baseline diversity guided, and SPARKE prompt-
aware diversity guided diffusion models. We compared the SPARKE prompt-aware diversity
guidance method with state-of-the-art conditional latent diffusion models, including Stable Diffusion
2.1, Stable Diffusion XL [5]] and PixArt-> [61]].

Additional qualitative comparisons between prompt-aware (conditional RKE score) and prompt-
unaware (RKE score) diversity guidance methods are presented on SD 2.1 (Figure[I3). Building on
these observations, our results demonstrate that SPARKE improves prompt-aware diversity more
effectively than prompt-unaware RKE guidance, as quantified by In-batch Similarity [56].

Furthermore, we showed additional results applied to PixArt-3 (Figure[I6) and Stable Diffusion XL
(Figure[I7).The qualitative comparison of SPARKE and without guidance shows SPARKE guidance
significantly improves prompt-aware diversity relative to the baseline, highlighting its efficacy across
varied latent diffusion model architectures.
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Figure 12: Comparison of image generation quality and diversity in the DiT-XL-2-256 model,
analyzing the impact of SPARKE guidance through precision and recall metrics.

Table 4: Quantitative comparison of guidance methods on Stable Diffusion 1.5 (Table 2 in the main
text, extended to SD 1.5).

Method CLIPScore T KDx10? | AuthPct? Cond-Vendit Vendi{ In-batch Sim.x10% |
SD v1.5 [60] 30.15 1.045 73.86 25.41 350.28 81.25
¢-VSG [10] 27.80 1.078 74.92 26.78 357.39 79.71
CADS [14] 28.94 1.049 75.44 27.60 360.99 78.23
Particle Guide [56] 29.50 1.056 72.58 27.24 345.50 79.50
latent RKE (Ours) 29.23 1.081 78.02 28.75 369.50 78.30
SPARKE (Ours) 29.31 1.071 80.92 31.44 386.42 76.67

Table 5: Comparison of diversity metrics between (CLIP-embedded) ambient and latent guidance.

Guidance Method ISt VendiScorecrp T Vendi Scorepnovz T In-batch Sim.|
(CLIP-embedded) Ambient VSG [10] 5.45 5.34 13.33 0.28
Latent VSG 7.24 4.42 25.22 0.15
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DiT-XL-2 + SPARKE (Ours)

DiT-XL-2 Model

Figure 13: Qualitative comparison of DiT-XL-2 with different classifier free guidance scales: (Left
side) standard DiT-XL-2 (Right side) DiT-XL-2 with SPARKE prompt-aware diversity guidance.
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latent Vendi Score Guidance CLIP-(Ambient) Vendi Score Guidance (c-VSG)

Prompt: A dog standing guarding a livestock enclosure in Africa.

Figure 14: Comparison of latent entropy guidance vs. CLIP-(ambient) entropy guidance on SD-XL.
Additional Samples for Figure 2}
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Stable Diffusion 2.1

SPARKE: Prompt-Aware Diversity Guidance Prompt-Unaware Diversity Guidance
(Conditional RKE score) (RKE score)
In-batch Sim. : 75.68 In-batch Sim.: 79.01

YL e

Prompts: (1) iter #6219: This is an image of a bench overlooking a béach, (2) iter #6537: A white bench sitting that overlooks an
ocean view, (3) iter #9353.A white wooden bench sitting on top of a green hill next to the ocean.

Prompts: (1) iter #1300: A bird on a branch on the ground, (2) iter #1375: A very cute little bird standing on some rocs,
(3) iter #3234: A small bird standing on top of a rock near grass.

Prompts: (1) iter #242: Two dogs are looking up while they stand near the toilet in the bathroom, (2) iter #3475: Two small
dogs standing in a restroom next to a toilet, (3) iter #4875: Small dogs standing in a restroom next to a toilet.

Prompts: (1) iter #6365: A wooden bench with snow in a forest, (2) iter #7348: a wood bench is outside covered in snow,
(3) iter #9237: A winter scene of a park bench covered in snow among the trees

W\

N

Prompts: (1) iter #8034: A person wearing winter gears skis down a mountain, (2) iter #8527: A woman hiking across a
mountain with skis., (3) iter #9275: A man on ski's that is standing in the snow.

Figure 15: Comparison of SPARKE prompt-aware diversity guidance via conditional-RKE score
vs. diversity-unaware diversity guidance using the RKE score on SD 2.1 text-to-image generation.
Additional Samples for Figure [3}
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PixArt-Z

/ " M )‘A,‘.A

Prompts: 1. A relaxed cat sitting still on a chair, 2. A fluffy cat sitting calmly on a seat, 3. A peaceful cat on top of a simple chair.

L/

L {* )

Prompts: 1. A young woman holding an apple, 2. A female holding an apple and smiling, 3. A woman showing apple with both hands.

Figure 16: Qualitative Comparison of samples generated by standard PixArt-3 vs. SPARKE diversity
guided PixArt-3.
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Prompts: 1. A man sitting quietly and reading a book, 2. A man reading book on a bench, 3. A man reading a book in a relaxed setting

'y @

Prompts: 1. A young woman holding an apple, 2. A female holding an apple and smiling, 3. A woman showing apple with both hands.

Figure 17: Qualitative Comparison of samples generated by standard Stable Diffusion XL vs.
SPARKE diversity guided Stable Diffusion XL.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: We made the main claims in the abstract and Section 1.
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It s fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We stated the limitations in Section 6.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: We provided the assumptions and proofs in Section 4 and the Appendix.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We disclosed all the information to reproduce the experimental results in
Section 5 and the Appendix.

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: We provided access to the code in the supplementary materials.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.
* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We specified the details in Section 5 and the Appendix.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: We provided statistical significance in Section 5.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.
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It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We provided sufficient information on the computer resources in Section 5 and
the Appendix.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: We conducted the code of ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We discussed improving diversity in generative models ,which would have
potentially positive societal impacts.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: We don’t have risks of misuse.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We credited and explicitly mentioned the assets in Section 5 and the Appendix.
Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: We don’t release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: We do not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: We do not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: We do not involve LLMs as any important, original, or non-standard compo-
nents.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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