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ABSTRACT

Designing rewards is crucial for applying reinforcement learning in practice.
However, it is difficult to design a shaping reward which can accelerate agents’
learning process without biasing the original task’s optimization objective. More-
over, the low-dimensional representation of the reward and value function (i.e.
scalar value) may also be an obstruction during the learning process. This paper
contributes towards tackling these challenges, by proposing a new method, called
Multi-Reward Fusion (MRF). MRF take as input a list of human designed re-
wards, which contains the information from multiple perspectives about the task,
and learns separate policies for each component of the reward list. We formulate
the problem of learning the target policy as a distillation task, propose a novel
method which can selectively distills knowledge from the auxiliary policies, and
theoretically show the feasibility of this method. We conduct extensive experi-
ments and show that the MRF method performs better than state-of-the-art reward
shaping methods.

1 INTRODUCTION

For applying reinforcement learning in real-world tasks, how to design a suitable reward function is
a challenging problem. A common way for addressing this problem is reward shaping (RS), which
transforms the human prior knowledge into shaping reward, so that the agents can be guided to learn
faster and better with the combination of the original and new rewards. In early works, hand-crafted
reward function had been used in robot behavior learning Dorigo & Colombetti (1994)Randløv &
Alstrøm (1998). But the introduced shaping reward may deviate the converged policy away from
the optimal policy of the original task. The potential-based reward shaping (PBRS) method Ng et al.
(1999) firstly solved this problem by designing the shaping reward via the form of the difference of
potential values, which guarantees the policy invariance. Although PBRS and its variantsDevlin &
Kudenko (2012); Grzes & Kudenko (2008); Harutyunyan et al. (2015); Wiewiora et al. (2003) have
good mathematical characteristics, sometimes it doesn’t work due to its weak driving force. The
phenomenon result from the invariance of the state-action value function by using PBRS, whose
aid to policy learning is less straightforward. Moreover, the automatic shaping approaches Marthi
(2007); Hu et al. (2020); Fu et al. (2019) learn to take advantage of multiple auxiliary shaping reward
functions by adjusting the weight vector of the reward functions.

All of these exist works about reward shaping are trying to find a feasible way to introduce human
prior knowledge into agents’ learning process. However, when using these architectures we have
to face such a dilemma: how to generate useful shaping rewards? The design of the rewards di-
rectly affect the results of training. For example, only when the shaping rewards transformed from
prior knowledge are completely helpful, PBRS and its variants may work. Although, the automatic
shaping approaches can alleviate this problem to some extent, their computational complexity is
prohibitive.

We consider that the multiple sources of reward setting, recommended in hybrid reward architectures
(HRA) Van Seijen et al. (2017) and RD2 Lin et al. (2020), may be more suitable than the traditional
scalar form of the reward. Because, a useful reward usually contains information from multiple
perspective of the same task. For example, when we design reward functions for training a Doom
agent Lample & Chaplot (2017), designers should consider in multiple perspectives such as object
pickup, shooting, losing health, and losing ammo. These multi-perspective sources of rewards are
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high-dimensional information, directly mapping them to a scalar is very rude and will lose a lot of
information.

In this paper, we use a list of shaping rewards sourcing from different perspectives to train a list of
critics. Each critic corresponds to a policy. And we use the relationship between the list of critics to
decide how to learn from these policies by distillation. In this process, except the target policy and
target critic, all of the other auxiliary critics and policies are trained in offline wayAn et al. (2021).
The contributions of this paper are as follow:

• We use multi-perspective sources of rewards to train the agent to prevent information loss
caused by dimensionality reduction (i.e., summation the shaping rewards into one scalar).
In this process, we transform the optimization objective of optimization Haarnoja et al.
(2018a) into a new form of policy distillation, and prove the equivalence of these two
optimization objectives theoretically.

• We provide a gradient similarity-based regularization method to eliminate the effects of
adverse rewards automatically. This regularization can improve convergence efficiency.

• Empirically, our method can make better trade-off between the policy invariance and driven
power from the shaping rewards. Moreover, the auxiliary policies’ offline training can
proceed in parallel, which can spare training time.

2 BACKGROUND

2.1 SOFT ACTOR CRITIC

In this paper, we consider the soft actor critic framework Haarnoja et al. (2018a; 2017) of reinforce-
ment learning and adopt Morkov decision process (MDP) as the mathematical model. Formally,
MDP can be denoted as a tuple M =< S,A, P, r, p0, γ >, where S is the state space, A is the
action space, P : S × A × S → [0, 1] denotes the state transition function, r : S × A → R is the
reward function, p0 : S → [0, 1] is the probability distribution of the initial state, and γ ∈ [0, 1] is
the discount rate. Normally, the purpose of reinforcement learning is to find a policy of an agent
π : S × A → [0, 1] in an MDP, which can maximize the expectation of the accumulative rewards
Es∼ρπ,a∼π[r(s, a)]. Here, ρπ(s) =

∫
S

∑∞
t=1 γ

t−1p0(s
′)p(s′ → s, t, π) denotes the distribution of

the state and p(s′ → s, t, π) means the probability that state s is visited after t steps from state s′

under policy π. Usually, we represent the policy π by a neural network and the parameters of this
neural network can be denoted as θ.

According to the soft actor critic (SAC) method, the entropy of the policy also needs to be maximized
to stimulate exploration. And the Bellman operator can be denoted as : Qϕ(s, a) = r(s, a) +
γEs′∼ρπ [V (s′)]], where V (s) = Ea∼π[Q(s, a) − α log π(a|s)], ϕ is the vector of parameter in
critic neural network. Here, α is the temperature parameter. In Haarnoja et al. (2018b), α is used
to maintain the constraint of the entropy of policy Es∼ρπ,a∼π[− log π(a|s)] ≥ H. Moreover, It
is worth mentioning that the the policy parameters are learning to minimizing the expected KL-
divergence Es∼ρπ [DKL(πθ(·|s)|| exp(Qϕ(s,·))

Zϕ(s)
)], where Zϕ(s) is a normalization term, which can be

ignored during training.

2.2 RELATED WORK

2.2.1 REWARD SHAPING

The traditional reward shaping usually means that modifying the original reward with shaping
reward functions which introduce domain knowledge, such as PBRS and its theoretical analy-
sisWiewiora et al. (2003); Laud & DeJong (2003), automatic reward shaping Marthi (2007); Grzes
& Kudenko (2008), multi-agent reward shaping Devlin & Kudenko (2011); Sun et al. (2018); Wang
et al. (2022), belief reward shaping Marom & Rosman (2018), ethics shapingWu & Lin (2018), and
reward shaping via meta learning Zou et al. (2019). The automatic reward shaping methods, such as
the automatic successive reinforcement learning (ASR) framework Fu et al. (2019) and the bi-level
optimization of parameterized reward shaping (BiPaRS) Hu et al. (2020), have the similar motivation
of this paper, namely letting the agent learn from the knowledge that should be focused on. Instead
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of considering how to adjust the weight of each component of the shaping reward, we directly learn-
ing multi-perspective state-action value functions and corresponding policies by multi-perspective
rewards. It’s meaningful to mention that each component of the traditional shaping reward can be
seen as one source of the multi-perspective rewards.

2.3 HYBRID REWARD ARCHITECTURE

Hybrid Reward Architecture (HRA) Van Seijen et al. (2017) proposes a hybrid architecture to model
the value functions for the rewards source from different perspectives. Their work justifies that
learning from multi-perspective source of the rewards can improve sample efficiency empirically.
HRA is built upon the Horde architecture Sutton et al. (2011) , which trains a separate general
value function (GVF) for each pseudo-reward function. The work about reward decomposition
Lin et al. (2020) also demonstrates that learning from multiple reward functions is beneficial. The
structured policy iteration Boutilier et al. (1995) also supports this viewpoint. In these works, the
multiple sources of rewards can be seen as auxiliary tasks, which serve as additional supervision
for the agent to learn multi-perspective value functions and better representations of the task in
different perspectives. However, in this paper, we not only learn multi-perspective value functions
via multi-perspective sources of the rewards, but also learn the corresponding multi-perspective
policies which are supplied for the distillation of the agent. Through our method, we only need
to add the information we focused into the multi-perspective rewards’ list without paying attention
to how to adjust the weight of each reward’s component. Furthermore, our method learning target
policy by distilling from the auxiliary policies which is more direct than previous methods and has
higher data efficiency.

3 METHOD

Given an Markov decision process < S,A, P, r, p0, γ > and a shaping reward function f : S×A→
R

n×1, we denote the output of reward function as f(s, a) = [r1, r2, · · ·, rn, 0]T. The vector of multi-
perspective rewards, which is composed by these shaping rewards and the original reward, can be
formalized in the additive form as r = ro + f . In this paper, we label derivatives (such as Qo, πo) of
the original reward ro with subscript o.

3.1 RELATIONSHIP BETWEEN AUXILIARY POLICY πi AND TARGET POLICY πo

Let Qi represents the state-action value function which is learnt via ri (i.e. the ith component of
r). And Q = [Q1, Q2, · · ·, Qn, Qo]

T corresponds to the state-action value function of r. For the
reason that all the rewards describe the same task from different perspectives, there must exist some
implicit connection between each component of Q. And we use the additive form to describe the
relationship of the components of Q as:

Qπ
o =

n∑
i=1

wiQ
π
i (1)

where wi : S × A → R is the weight of each Qi (i.e. the ith component of Q). As long as
n ≥ 2, Eq.( 1) must exist a solution w = [w1, w2, · · ·, wn] Marcus & Minc (1992). When
we use the SAC framework, the loss function of the policy πo can be represented as Lπo

=

Es∼ρπo [DKL(πθo(·|s)||
exp( 1

αQϕo (s,·))
Zϕo (s)

)]. Furthermore, via this loss function, the relationship be-
tween the policies π = [π1, π2, · · ·, πn] and the target policy πo can be described in the form of
distillation as shown in Eq.( 2).

Lπo
= Es∼ρπo [DKL(πθo(·|s)||

exp( 1
α

∑
wiQ

πo
i (·|s))

Z(s)
)]

≤ Es∼ρπo [
∑

λi(s, ξ)DKL(πθo ||πi) +

∫
a

πθo(log
∑

λi(s, a)
πi

exp qi
α

)

where λi =
|wi|∑
|wj |

qi = Qπo
i

wi

∑
|wj |

|wi|
]

(2)

3



Under review as a conference paper at ICLR 2023

where λi means the confidence coefficient of the corresponding policy πi, and ξ ∈ A is the outcome
of using the mean value theorem of integrals. And λi is normalized in the range of [0, 1], which is
helpful for using the Jensen’s inequality Rudin (1987). For the reason that the determinacy of policy
πo is gradually increased in the training process, we approximate ξ by the mean of the distribution
of πo, which is usually represented by a Gaussian distribution, to simplify the calculation.

3.2 λ’S LEARNING ARCHITECTURE

The architecture of the λ calculator unit is shown in Fig.( 1). To satisfy the equation constraint
shown in Eq.( 1), we want to describe the feasible set in an affine form as:

Q̂ = [Q1, Q2, · · ·, Qn]
T

{w| < Q̂,w >= Qo} = {Fz+ ŵ|z ∈ R(n−1)×1}
(3)

where F ∈ R
n×(n−1), ŵ ∈ R

(n−1)×1, and z ∈ R
n×1 is the output of neural network. LU

decomposition method Trefethen & Bau III (1997) can be used here to calculator F and ŵ:

Q̂ = PLU L =

[
L1

L2

]
ŵ = P

[
L−T
1 U−TQo

0

]
F = P

[
−L−T

1 LT
2

I

] (4)

where P ∈ Rn×n is the permutation matrix, L ∈ Rn×1 is the unit lower triangular matrix ( L1 ∈
R

1×1,L2 ∈ R(n−1)×1 ), and U ∈ R1×1 nonsingular upper triangular matrix.

Figure 1: The architecture of λ calculator

3.3 THE SIMILARITY REGULARIZATION FOR LEARNING λ

Sometimes, some components of r are not helpful for the agent tackling the task. The correspond-
ing state-action value function Qi ∈ Q may also be diverging or getting meaningless, which may
be an obstacle to the convergence of λ calculator. Hence, we propose a gradient similarity-based
regularization to mitigate this trouble.

M =
∂Q̂

∂a
· (∂Qo

∂a
)T

=

[
<

∂Q1

∂a
,
∂Qo

∂a
>,<

∂Q2

∂a
,
∂Qo

∂a
>, · · ·, < ∂Qn

∂a
,
∂Qo

∂a
>

]T

Lreg =< 1M<0,w ◦w >

(5)

where ∂Qi

∂a i ∈ [1, 2, · · ·, n, o] is the gradient of Qi, M ∈ Rn×1 is the mask matrix, and 1M<0 :

R
n×1 → R

n×1 is the indicator function. We use this form to restrict the output of λ calculator
corresponding to the useless Qi.
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3.4 MULTI-REWARD FUSION ARCHITECTURE

MRF breaks through the traditional methods of using shaping rewards. Instead of working on the
better representation of state-action value, we directly learning the policy by distillation of the aux-
iliary policies. On account of our method is based on SAC, the loss function of the critic can be
formulated as:

LQ(ϕ) =
∑
i

E(s,a,s′)∼D[
1

2

(
Qϕi

(s, a)− (ri(s, a) + γ(Ea′∼πi
[Qϕ̄i

(s′, a′)− αi log πi(a
′|s′)]))

)2
]

where i ∈ [1, 2, · · ·, n, o]
(6)

where D represent the replay buffer, ϕ̄i is the parameter vector of the target state-action neural
network. For the auxiliary policies, we design their loss function in the form of SAC:

Lπaux
(θ) =Es∼D[

∑
i

Ea∼πi
[αi log(πθi(a|s)−Qi(s, a))]]

where i ∈ [1, 2, · · ·, n]
(7)

In section 3.1, the upper bound of Lπo
have been demonstrated (More details can be seen in Ap-

pendix 3.1). Here, we will use this upper bound to optimize the target policy of the agent. And the
optimization objective of policy can be replaced as:

Lπo
(θo,φ) =Es∼D

[∑
i

λφi
(s, ā)DKL(πθo(·|s)||πi(·|s)) +Ea∼πo

[log
∑

λφi
(s, a)

πi

exp qi
αi

]

]
where i ∈ [1, 2, · · ·, n]

(8)

where φ is the parameter of λ calculator, and ā is the mean of a Gaussian policy πo, mentioned in
section3.1. The optimization objective of the automatic temperature α is shown in Eq:9.

Lα(α) =
∑
i

Ea∼πo
[−αi log πi(a|s)− αiH] (9)

where H is the target entropy. Through minimize Eq:9, the policy πo can gradually satisfy the
constraint Es∼ρπ,a∼π[− log π(a|s)] ≥ H, meanwhile, the auxiliary policies πi will not be similar
with πo. We name the resulting actor-critic algorithm as Multi-Reward Fusion (MRF) and present
the detailed procedure in Algorithm 1 and Fig.( 2)

Algorithm 1 Multi-Reward Fusion (MRF)
Initialize parameter vectors ϕ, ϕ̄, θaux, θo, φ.
for each iteration do

for each environment step do
a ∼ πθo(·|s)
s′ ∼ p(·|s, a)
D ← D ∪ {(s, a, r(s, a), s′)}, where r(s, a) ∈ R(n+1)×1

end for
for each gradient step do

ϕi ← ϕi − βQ∇ϕLQi
for i ∈ {1, 2}

θaux ← θaux − βπaux
∇θaux

Lπaux

Fix θo, then φ← φ− βφ∇φ(Lπo + Lreg)
Fix φ, then θo ← θo − βπo∇θoLπo

α← α− βα∇αLα

ϕ̄← τϕ+ (1− τ)ϕ̄
end for

end for

where βQ, βπaux
, βφ, βπo

, βα, τ are the hyperparameters of MRF, more details can be seen in
Appendix B.
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Figure 2: The architecture of MRF

4 EXPERIMENTS

4.1 EFFECTIVENESS OF COSINE SIMILARITY REGULARIZATION

This experiment we mainly discuss that if the similarity-based regularization proposed in section 3.3
is effective. To facilitate the research, we chose Random Walk task Sutton & Barto (2018) as the
experimental scene. It is a simple discrete environment, where the agent only needs to choose turn
left or turn right to approach the goal state. Except reaching the goal state where the agent will
receive a +100 reward, each step the agent gets a reward −0.1 from the environment. The diagram
of Random Walk environment is shown in Fig.( 3). SL and SG are used to denote the leftmost
terminal state and the goal state, respectively. We adopt the basic MRF algorithm as the base leaner,
which do not set Lreg as the component of λ calculator’s optimization objective. And compare this
method’s performance with the MRF which using similarity regularization.

Figure 3: Random Walk Environment

Test Setting: The test of each method contains 1,000,000 training steps. During the training process,
a 10-episode evaluation is conducted every 1,000 steps. The maximal length of an episode is 10.
The shaping reward functions we designed is shown as follow:

r1(s) = −∥SG − s∥2
r2(s) = ∥SL − s∥2
r3(s) = ∥SG − s∥2
r = ro + [r1, r2, r3, 0.0]

T

(10)

where r1 and r2 encourage the agent approaching the goal state, r3 is the interference term. Em-
pirically speaking, r1 is much direct than r2. Because using r2 may guide the agent unwilling to
terminate the task.

Results: The performance of these two method are shown in Fig.( 4)
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Figure 4: The training process of all perspectives policies

The ’worker:i’ i ∈ [0, 1, 2] corresponds to the multi-perspective auxiliary policies, and ’worker:3’
is the behavior policy. Firstly, we recognize that different shaping rewards may result in different
scales of the value function, as shown in Fig.( 4.1). The scale difference would result in the λ
calculator convergence difficulties, which have been mentioned in section 3.3. The phenomenon,
demonstrated in Fig.( 4.1) and Fig.( 4.1), can also imply that the large gap between the input Q may
make the lamda calculator ineffective. With the huge difference of the input values, λ calculator
can not make the right decision about which shaping reward needs to be attention.

After using the regularization we proposed, we can find that the λ calculator are easily to learn
which policy needs to be distilled. It’s worth mentioning that the mean similarity in Fig.( 4.1) and
Fig.( 4.1) are calculated by Eq 5. It means that the higher mean similarity is, the corresponding
auxiliary policy is more likely to be ignored, when we using the regularization.

(a) V (s) of MRF without regularization

(b) V (s) of MRF with regularization

Figure 5: V (s) result from MRF with and without regularization, during 106 training process

4.2 EFFECT OF THE SHAPING REWARDS’ NUMBER

This part we will find the effect of the number of shaping rewards. We suspect that quantity will
not directly affect performance. Because we regard the essence of reward shaping as introducing
effective information, and the amount of effective information for a task is limited. We choose
Hungry-Thirsty Singh et al. (2009) as the experiment environment, which isn’t adequate to devise a
good reward signal via the intuition alone.

In this environment, the agent has movement actions and two special actions available:
a) eat—with which the agent can consume food at the food location
b)drink—with which the agent can consume water at the water location
When the agent eats food, it becomes not-hungry for one time step, after which it becomes hungry
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(a) MRF without regularization (b) MRF with regularization

(c) MRF without regularization (d) MRF with regularization

Figure 6: The effect of regularization on λ calculator

again. When the agent drinks water, it becomes not-thirsty for a random period of time (when
not-thirsty, it becomes thirsty with probability 0.1 at each successive time step).

Test Setting: The maximal episode length is set as 200, and the training process lasts 1,000,000
update steps. The shaping rewards are designed as follow:

ρ0 = [1eat,1drink]
T, ρ1 = [1HT ,1HT̄ ,1H̄T ,1H̄T ]

T,

w1 = [Neat, Ndrink]
T, w2 = [−0.05,−0.01, 1.0, 0.5]T,

r1 =< w1, ρ0 >, r2 =< w1, w1 >, r3 =< w2, ρ1 >,

r4 = −∥Seat − s∥2, r5 = −∥Sdrink − s∥2,

(11)

where N means the count of the events, namely eat food and drink water, subscript H and T rep-
resent the agent is hungry or thirsty, respectively. We mainly compare the performance of the MRF
using different number of shaping rewards. We set MRF 0 (namely SAC without shaping rewards),
MRF 5 (ro+[r1, r2, r3, 0.0, 0.0]), MRF 7 (ro+[r1, r2, r3, r4, r5, 0.0, 0.0]), where ro is the original
reward of the task. We usually set two ’0.0’ in the reward list. Because the multi-perspective rewards
corresponds to Q1, Q2 · ··, Qn, Qo, and we want to make it easy for the policy to be polarized to the
auxiliary policy πn under the constraint Eq. 1.

Results: The performance of MRF using different numbers of shaping rewards are shown in Fig( 7).
We can find that the introduce information can encourage the agent learning, but the performance
gap between MRF 5 and MRF 7 is limited. It means that an appropriate amount of decoupled infor-
mation can promote agent learning, but the effect of information introduced will become saturated
as the number of shaping rewards increasing.

4.3 PERFORMANCE OF MRF

We believe that our method can show advantage in the problem of energy optimal control. Because
the commonality of these problems is the sparse rewards, only at terminal state their rewards include
the information about the completion of tasks. Hence, we choose two environments: Mountain Car
and Lunar Lander. These tasks are all the continuous version in Gym (Brockman et al. (2016)) and
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Figure 7: The performance of different shaping reward number

we have converted these tasks into the form of energy optimal control problem, namely the environ-
ment’s rewards become sparse. The performance of MRF are shown in Fig.( 4.3) and Fig.( 4.3).

(a) Mountain Car (b) Lunar Lander (c) Hopper

Figure 8: The performance of MRF in different tasks

In Mountain Car, we provide two shaping rewards, the form of these rewards are likely to the form
we mentioned in section 4.1. The total figure is shown in Appendix C. Here, for demonstrating
the performance of our method, we don’t exhibit the ’away’ shaping reward’s corresponding perfor-
mance (whose episode reward converge to about -20). Combining Fig.( 4.3) and Fig.( 4.3), we can
find that MRF can perform better than the traditional reward shaping and the basic SAC. However,
the regularization imported causes some performance loss. It implies that when we have confidence
of multi-perspective rewards’ qualities, we’d better not use the regularization. Although, any form
of MRF performs better than other methods.

We also test the performance of MRF in another style of tasks, like Hopper, where the rewards
are dense enough that shaping rewards may be useless. When we face relatively complex tasks,
the OOD problem may be gradually serious. We use the trick of EDAC An et al. (2021), and the
performance is shown in Fig.( 4.3). We can find that with the correction from EDAC our method
can also improve the data efficiency.

5 CONCLUSION

In this work, we propose a novel reward shaping architecture, called the Multi-Reward Fusion
(MRF), which learns the policy by distilling from a series of auxiliary policies. We formulate the
relationship between auxiliary policies and the policy to be optimized, via the multi-perspective
state-value function. Furthermore, we propose a gradient similarity-based regularization to reduce
the influence of useless shaping rewards. The results in Mountain Car and some other tasks show
that our algorithm can exploit the information from shaping rewards without deviating the optimiza-
tion objective of the original task. Moreover, with the similarity regularization we proposed, the
unbeneficial shaping rewards can be ignored.
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