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ABSTRACT

Deep neural networks have achieved impressive performance on a variety of
domains. However, performing tasks in partially observed, dynamic environments
is still an open problem. Gaussian Process (GPs) is well-known for capturing
uncertainty in model parameters. However, it simply assumes a fixed Gaussian
prior on latent variables. Thus, agents are not able to update their beliefs about
latent variables as observing data points. Instead, in this paper, we propose to
replace the prior with an amortized posterior, which enables quick adaptation,
especially to abrupt changes. Experiments show that our proposed method can
adjust behaviors on the fly (e.g., blind “Predator” take 56% more chance to approach
“Prey”), correct mistakes to escape bad situations (e.g., 25% ↑ on avoiding repeating
to hit objects with negative rewards), and update beliefs quickly (e.g., 9% faster
convergence rate on learning new concepts).

1 INTRODUCTION

We have witnessed rapid progress in applying deep neural networks to a broad spectrum of tasks
such as autonomous driving[7; 28], advertisement recommendation[1], and home assistant robot [18;
26; 13], etc. Without loss of generality, machine learning models can be expressed as y = f(x, z;θ),
where function f is parameterized by θ, x is the input, y is the output, and z is a vector of latent
variables. Considering partially-observed navigation tasks, as illustrated in Fig.1, latent variables are
(a) where traps are? (b) which category is a treasure? Moreover, (c) where is the “Prey”?. To enable
quick adaptation, intelligent models have to capture the uncertainty in both

• Latent variable z. For example, (a) it is 80% that the cell below is a trap, (b) the vase is less
likely to be a treasure, and (c) feel like “Prey” has moved up. It is 70% that it is on the right

• Model parameter θ. Even though the models are confident of z, say It is 95% that the cells
on the right and left are traps, they may still produce incorrect predictions if the situation is
less likely seen before, such as the trap has never been placed in that cell.

It is worth noting that, instead of phase shift (train→ test), the values of latent variables vary either
cross episodes or over time steps, which makes quick adaption way more challenging.

Gaussian Process (GPs)[14] is well-known for capturing uncertainty, which specifies Gaussian priors
on θ and z. However, only the posterior q(θ|X̂, ŷ) is updated while q(z|X̂, ŷ) is fixed at p(z) during
inference. Therefore, in this paper, we introduce Amortized Posterior on Latent Variables in Gaussian
Process (APLV-GP) by replacing prior p(z) with posterior q(z|X̂, ŷ) (green box in Fig.2) which is
then used to modulate the representation of data point x (purple box in Fig.2).

We evaluate our method to sinusoid regression, concept learning, and different reinforcement learning
tasks in dynamic and partially observed environments. Experiment results show that our method
consistently outperforms baselines. Furthermore, our method can adjust behaviors on the fly (e.g.,
blind “Predator” take 56% more chance to approach “Prey”), correct mistakes to escape bad situations
(e.g., 25% ↑ on avoiding repeating to hit objects with negative rewards), and update beliefs quickly
(e.g., 9% faster convergence rate on learning new concepts).

Our contribution is two-fold. First, we plug the posterior of latent variables into the Gaussian Process,
which results in less (or no) efforts to design, search or learn suitable kernels of the Gaussian Process.
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Figure 1: Partially observed navigation tasks. (a) Invisible traps. We randomly place traps (in green), which
are invisible to agents, in a maze. Agents receive negative rewards if falling into a trap. (b) Hidden treasures.
Objects are visible to agents, but the treasure category (“dog” or “vase”?) is unknown. They receive +1 rewards
if taking a treasure, -1 otherwise. (c) “Predator” vs. “Prey”. “Predator” and “Prey” are invisible to each other.
They are only informed by how close they are (e.g., two blocks away). Notice that the environment is re-initiated
in every single episode. Given Hidden treasures as an example, agents perform on a series of episodes {(“dog”,
“vase”), (“car”, “cat”), (“snake”, “lizard”), (“vase”, “dog”), ... }, where categories in bold denote treasures. For
(“dog”, “vase”), “vase” is a treasure in one episode while “dog” becomes a treasure in another. In a particular
episode, agents start from a state (1st row) and perform tasks based on the prior (2ed row) or the posterior
(3rd row). Based on the prior, agents either repeatedly fall into the same trap or take objects which are not
treasures. Moreover, “Predator” sticks to the previous route without being aware of “Prey”’s movement. Instead,
performing on the posterior allows agents to walk around traps, avoid taking objects (not treasures), and redirect
“Prey” timely.

Experiments have proved that the RBF kernel is robust in solving real complex problems. Second,
we propose a plug-and-play regression module, which is flexible to integrate into various algorithms.
We demonstrate its effectiveness in Q-learning and A2C to solve navigation problems.

2 RELATED WORK

Our work can be categorized as a meta-learning algorithm using a stochastic process. A couple of
works relate to our work in terms of capturing uncertainty, leveraging previous experience, and a
variety of tricks to improve the capacity of the stochastic process.

Probabilistic meta learning MAML-based algorithms apply a variety of approximation strategies.
For example, the gradient update in MAML[3] produces samples from the posterior distribution of
parameters. However, it takes time to converge and introduces errors in the few-shot setting. Both
Probabilistic MAML [4] and Ravi’s work [23] attempt to find a surrogate distribution to approximate
the posterior and then average models or using Maximum a Posterior (MAP) at test time. Bayesian
MAML [11] attempt to find multiple, diverse MAML models based on Stein Variational Gradient
Descent [16]. Hierarchical MAML [36] aims at learning the MAML model for each cluster of tasks.
Thus, related tasks in the same cluster share the same model. However, our method is computationally
efficient without running multiple models, and it applies exact uncertainty estimation.

Context-based meta-RL. Recurrent [2; 34] and recursive [19] meta-RL methods adapt to new tasks
by encoding experience into a latent vector on which the policy is conditioned. However, they cannot
reason about task uncertainty. Rakelly’work [22] aims to predict hidden task variables given contexts
via minimizing the evidence lower bound (ELBO). However, it requires multiple full trajectories
(>200 steps) and keeps the hidden variables fixed during each episode. Instead, our method relies
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Figure 2: Overview of our method. To capture uncertainty in z, (a) Gaussian Process specifies a Gaussian prior
on latent variables p(z) ∼ N (0, σ2) which is constant w.r.t context set c = {X̂, ŷ}. Instead, (b) we specify a
Gaussian posterior q(z | X̂, ŷ) ∼ N (µc, σ

2) where mean µc is produced by a neural network which takes
context set c = {X̂, ŷ} as input. Then, we apply element-wise multiplication on φx and µc, where feature φ(x)
could be visual feature, the location of agent in a maze, etc, to produce context-based representation φcx. To
capture uncertainty in θ, we follow the same protocol with Gaussian Process according to Eqn.(3) and (4).

on exact uncertainty estimation and focuses on adaptation on a shorter time scale, say in 3 ∼ 5 time
steps. Outside of RL, Matching Networks [32; 27] aim at finding nearest neighbors or prototypes.
Relation network [29] proposes to classify which data point that a query matches. All these methods
target solving discrete problems, e.g., classification problems, and lack uncertainty estimation.

Neural Process. NPs[6; 5; 8] propose amortized models to estimate posterior mean and variance via
deep neural networks. One advantage is that inference is faster since it only requires a single forward
pass. However, the inference is approximated and lacks a theoretical guarantee. Moreover, NPs[10]
are known to be underfitting to the context set and data-hungry. In addition, they are designed for
supervised learning and do not apply to domains like reinforcement learning. Instead, we apply
Bayesian Inference to ensure exact uncertainty estimation and resulting models are data-efficient and
fit the observed data points well.

Gaussian Process. GPs[14] are probabilistic and data-efficient, which fit in fast adaptation well
without suffering from intensive computation. However, it simply assumes a Gaussian prior on latent
variables and keeps it fixed as agents observe data points. In addition, it takes effort to search for
suitable kernels. Deep Kernel learning [35] attempts to learn more expressive kernels using neural
networks. However, the performance is still far more behind the state-of-the-art method. In this paper,
we replace the prior of latent variables with an amortized Gaussian posterior, which significantly
reduces the efforts for kernel design. Even with a simple RBF kernel, our method can beat several
baselines in solving real problems.

3 APPROACH

Notation. We let x ∈ Rd denote the input vector, y denote the target value. X ∈ RN×d is the
data matrix where Xi is the ith data point, and y ∈ RN is the target vector where yi is the target
of data point Xi. X-i ∈ R(N -1)×d and y-i ∈ R(N -1) are data matrix and target vector by removing
the ith data point. Plus, [; ] denotes the concatenation of vectors and ⊗ denotes the element-wise
multiplication of vectors.

3.1 AMORTIZED POSTERIOR ON LATENT VARIABLES IN GAUSSIAN PROCESS

Given context set c = {X̂, ŷ}, machine learning models can be expressed as y = f(x, z;θ), z ∼
q
(
z | c

)
, where function f is parameterized by θ and z is a vector of latent variables. The posterior
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q
(
z | c

)
is the probability density of z given context set c. When c = ∅, q

(
z | c

)
= p(z), where p(z)

is the prior. According to [12], we reparameterize the posterior as

z = µc + σε,where c = h
(
φ(X̂), ŷ;ω

)
, ε ∼ N (0, 1) (1)

where matrix φ(X̂) is the aggregation of columns φX̂i
, ∀i and function φ(.) projects a input vector

into feature space. h(.;ω) is a vector-valued function with parameters ω, which takes φ(X̂) and ŷ as
inputs and outputs µc, the mean of the posterior. ε is Gaussian noise. Further, we plug Eqn.(1) into
function f in the following way

y = g
(
φ(x),µc;η

)
︸ ︷︷ ︸

φc
x

T

θ + σε =⇒ p(y | x;θ) ∼ N
((
φcx
)T
θ, σ2

)
(2)

where g(., .;η) is a function that rewrites feature vector φ(x) as φc(x) by putting data point x in the
context of c = {X̂, ŷ}, where we call φc(x) the context-based representation (detailed in Sec.3.2),
and θ is the weight vector.

For any data point {X̂i, ŷi} in context set c, we define it’s own context set as {X̂-i, ŷ-i}. Then,
p(ŷi | X̂i;θ) ∼ N

((
φc
X̂i

)T
θ, σ2

)
. To capture the model uncertainty, we put a Gaussian prior on

parameter θ ∼ p(0,Σp). Thus the target vector ŷ follows a joint Gaussian distribution

p(ŷ | X̂) ∼ N
(

0,KX̂,X̂ + σ2
)

(3)

where KX̂,X̂ =
(
φc
X̂

)T
Σp

(
φc
X̂

)
and matrix φc

X̂
is the aggregation of columns of φc

X̂i
, ∀i. In

Bayesian paradigm, we average over all possible parameter values, weighted by their posterior
probability (via Bayes’s rule). Thus the predictive distribution becomes

p(y | x, X̂, ŷ) =

∫
θ

p(y | x;θ)p(θ | X̂, ŷ)dθ =

∫
θ

p(y | x;θ)
p(ŷ | X̂;θ)p(θ)∫
θ
p(ŷ | X̂;θ)p(θ)

dθ

∼ N
(
Kx,X̂

(
KX̂,X̂ + σ2I

)−1
ŷ,Kx,x −Kx,X̂

(
KX̂,X̂ + σ2I

)−1
KX̂,x

)
(4)

with Kx,X̂ =
(
φcx
)T

Σp

(
φc
X̂

)
and KX̂,x =

(
φc
X̂

)T
Σp

(
φcx
)
. According to Gaussian Process, we

define kernel function k(x,x′) = ψ
(
φcx
)T
ψ
(
φcx′

)
where ψ

(
φcx
)

= Σ1/2
p φcx in Eqn.(3), (4).

Learning and inference. During training, we find parameters ω,φ,η, , σ and Σp (or kernel function
k) that maximize the joint probability in Eqn.(3). At inference time, models start from p(y | x) and
adjust their predictions according to Eqn.(4) in a particular episode (or a period of time), as shown in
Fig.2.

3.2 CONTEXT-BASED REPRESENTATION

The key idea of context-based representation in Eqn.(2) is to modulate feature φ(x) by the context
set c = {X̂, ŷ}. Inspired by[33; 15; 24], as shown in Fig.2, we have

φcx = φ(x)⊗ µc,where µc = MultiheadAttention
([

[φ(X̂i); ŷi]
]N
i=1

)
(5)

where function h is parameterized by MultiheadAttention proposed by BERT [31; 17], which takes

the sequence
[
[φ(X̂i); ŷi]

]N
i=1

as input and produces hidden vectors {hi}Ni=1 via self-attention. We
use the hidden vector after pooling layer as µc.

A toy example. Let us use a binary classification problem to demonstrate how context-based
representation handles scenarios where hidden variables vary their values. We define function
µc = h(X̂, ŷ;ω) and Sigmoid classifier as

(µc)j =


0, if φ(X̂)j,i = φ(X̂)j,k∀i 6= k

1, if
∑

i,ŷi=1 φ(X̂)j,i

|{i,ŷi=1}| > 0

−1 otherwise

and y =


1, if σ

(
(φcx)T

0

0

1

) > 0.5

0, otherwise

(6)
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and assume observed data points and test data points are

φ(X̂) =

[
1 1 1
0 0 0
1 2 −2

]
, ŷ =

[
1
1
0

]
, and φ(x) =

[
1
0
3

]
(7)

By applying Eqn.(6), we have

µc = [0 0 1]
T
, φcx = φ(x)⊗ µc = [0 0 3]

T
=⇒ y = 1 (8)

Let us look at the following two scenarios:
• Label flip. In this case, hidden variable is which category is positive. In the context of Hidden

treasures (in Fig.1), it means “dog” becomes the treasure. We flip labels, i.e., 0→ 1 and 1→ 0. Then,
ŷ = [0, 0, 1]

T . Again, applying Eqn.(6), µc = [0, 0,−1]
T and φcx = φ(x) ⊗ µc = [0, 0,−3] =⇒

y = 0, which means the label of test data x is flipped accordingly.
• Domain shift. In this case, hidden variable is domain. We assume the first two dimensions of

feature φ(x) are domain features. In Eqn.(7), it is [1 0]
T . we simply change it to [0 1]

T . Thus we
have

φ(X̂) =

[
0 0 0
1 1 1
1 2 −2

]
and φ(x) =

[
0
1
3

]

Applying Eqn.(6) again, µc = [0, 0, 1]
T and φcx = φ(x)⊗ µc = 3 =⇒ y = 1, which shows that

our method is robust to domain shift.

3.3 APPLICATIONS

In general, our method is applicable to any regression problems. In this section, we’ll plug our
method into reinforcement learning algorithms. First, we define state s, action a, next state s′, r(s,a)

as a reward of taking action a at state s, and short-term memory c = {X̂, ŷ}. In replay buffer, a single
data point is expressed as {s,a, s, r, c}.

(i) Off-policy. Q-learning [20; 9] defines the optimal action-value function Q(s,a) as the maxi-
mum expected rewards by following any arbitrary policy, after observing state s and taking action a.
Q-learning solves a regression problem

Minimize
(
y −Q(s,a)

)2
, where y = r(s,a) + γ ∗max

a
Q(s′, a) (9)

We let x = [s; a]. According to Eqn.(4), we define the stochastic policy as

π
(
a | s

)
= SoftmaxaQ(s,a), where Q(s,a) ∼ y | x = [s; a], c = {X̂, ŷ} (10)

(ii) On-policy [21; 25]. It is comprised of two components: “Actor” and “Critic”, where “Actor”
updates the policy π = p(a | s) and “Critic” estimates the value function, such as V (s) or Q(s,a),
which represent accumulated rewards. To enable a quick reaction, we introduce a function I(s),
which takes state s as input and outputs a scalar in range [0, 1], to represent the desire of reaching
state s.

Minimize
(
y − I(s)

)2
, where y = r(s̃,a), s̃,a→ s (11)

Inspired by [2; 34; 19], we plug I(s) into “Actor”. Applying Eqn.(4), we have

π
(
a | s, I(S)

)
, where I(s) ∼ y | x = s, c = {X̂, ŷ} (12)

where S is the state space and I(S) is a map of I(s),∀s ∈ S . For Invisible traps (in Fig.1), I(s) is the
probability of a cell not being a trap. And, for Hidden treasures (in Fig.1), I(s) means the probability
of a cell containing a treasure. As agents navigate in a maze, map I(S) is updated accordingly and
then guides the agents to decide which action to take. Note that I(s) is complementary to value
functions V (s) and Q(s,a). “Actor” and “Critic” are jointly learned via standard training protocols.
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(a) EMAML

(b) NPs

(c) GPs
Figure 3: Sinusoid Regression. Column 1: y | x and column 2-4: y|x, X̂, ŷ. Black star denotes observed data
points, the solid blue line denotes the mean of predictions, and cyan star denotes ground truth.

4 EXPERIMENTS

In this section, we aim at answering questions: Can agents (i) capture changes in environments and
adjust behaviors accordingly? (ii) converge their beliefs faster as observing more data points? And
(iii) fit observed data points well and jump out of bad situations? We compare our method with
several baselines:

• NPs. Neural Processes (NPs) [6; 5; 8] build amortized models for q(y | x, X̂, ŷ) ∼ N (µy, σ
2
y)

where µy and σy are predicted by neural networks. They are originally applied in supervised learning.
Similar to Sec.3.3, we extend it to reinforcement learning.

• EMAML. We train 3 MAML [3] models with random seeds and average predictions at test time.
• GPs Gaussian Process with RBF kernel k(x,x′) = exp(− 1

2‖φx − φx′‖2). Instead, our method
use k(x,x′) = exp(− 1

2‖φ
c
x − φcx′‖2)

• DKL[35]. Gaussian Process with the learnable kernel. The kernel function is parameterized
by neural networks and learned end-to-end.

• Non-Bayesian. We re-weight the observed data points based on data similarity 1

• No Adaptation. Agents perform tasks solely relying on p(y | x) without adaptation.

4.1 SINUSOID REGRESSION

We mainly compare the basic properties of GPs, NPs, and EMAML on this toy dataset. The sinusoids
have amplitude and phase uniformly sampled from range [0.1, 5.0] and [0, π]. The input space is
uniform on [−5.0, 5.0]. We further add Gaussian noise with zero mean and a standard deviation of
0.3 to the target labels, consistent with MAML [3]. In each episode, we allow models to observe 20
data points and receive a single test data point at a time (up to 9). Notice that, in [3], test data points
are presented at a time rather than in a sequence. To evaluate (and utilize) the uncertainty estimation,
we let models pick the most uncertain data point to observe at a time.

In Fig.3, the 1st column shows y | x. We can see that GPs and EMAML can model the sine-like
function, while NPs can not. Column 2∼4 show y | x, X̂, ŷ. GPs and NPs can capture the uncertainty,
while EMAML can not. Furthermore, GPs are more accurate and sensitive in terms of uncertainty
estimation. It predicts low uncertainty around observed data points and high uncertainty over regions
far away from observations. As observing more data points, the uncertainty converges quickly. On
the other hand, NPs almost predict the same amount of uncertainty over the entire region. In addition,
both EMAML and NPs under-fit observed data points. We summarize the findings in Table.1.

1µτx = Ewŷ [ ŷ ], Στ
x = VARwŷ [ ŷ ], where wŷi = exp

(
φ(x)Tφ(X̂i)

)
/
∑
j exp

(
φ(x)Tφ(X̂j)

)
6
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Table 1: Basic properties according to Fig.3

y | x Uncertainty Observed
Yes/No Sensitivity data

EMAML X
NPs X

GPs X X X X

Figure 4: Concept learning. A concept defined by two
constraints c0: "Triangle is on the bottom of Circle"
and c1: "Circle is large". Top row: positive samples
and bottom row: negative samples. Clearly, if a model
only captures c0, it can correctly distinguish positive
and negative samples. Similarly, models that capture
c1 or c0&c1 can do so as well.

(a) Observed data points (b) Training tasks (c) Model distribution
Figure 5: Results on Concept learning. Our method is sample efficient in terms of (a) the number of data points
observed in each task and (b) the number of meta-training tasks. (c) Model distribution converges to the true
distribution, i.e., p(c0)→ 0.5 and p(c1)→ 0.5.

4.2 CONCEPT LEARNING

In each episode, we take ten images as inputs, among which five images correctly represent the
specified concept. Each image has nine cells with three objects located in three cells, and each object
has three properties: color, shape, and size, sampled from the predefined vocabulary.

As shown in Fig.4, we use two constraints (relative location, color, or size) to define a concept.
Positive examples should satisfy both of them, while negative examples satisfy neither of them. Thus,
there are multiple plausible models, capturing c0, c1 or (c0&c1), that can produce correct predictions.

Similar to Sec. 4.1, we start with two images and annotate the most uncertain image at a time. As
shown in Table.2, our method outperforms all baselines. Fig.5a shows that our method can converge
faster by leveraging fewer examples and reaches higher final accuracy. Fig.5b shows that our method
is data-efficient in terms of the number of meta-training tasks. In Fig.5c, model distribution converges
quickly, i.e., p(c0)→ 0.5 and p(c1)→ 0.5, as observing more data points (see A.2).

4.3 REINFORCEMENT LEARNING: NAVIGATION TASKS

4.3.1 RANDOM TRAPS

As explained in Fig.1, we randomly placed traps in each episode. The unknown, fixed goal is to move
to the right corner of the grid. Therefore, agents have to guess where the traps are after a few attempts
and infer the shortest path. We allow agents to take up to 30 steps in the first attempt and measure
their performance in the 2ed attempt. The state is the agent’s location, the action is moving “up”,
“down”, “left” or “right”, and the reward is +1 if reaching the goal, 0 otherwise.

We learn Q-function according to Eqn.(9) and use stochastic policy in Eqn.(10) to execute task.
Experiments show that agents can obtain -0.02 reward at the 2ed attempt, conditioned on the 1st
attempt, and perform significantly better than picking the best path over 20 attempts, -0.618 reward,
(i.e., completing the task using stochastic policy 20 times, each is a single attempt).

Fig.6 illustrates a qualitative example. After a single attempt, the agents can walk around traps and
become more certain about which actions to take when revisiting the state.
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(a) 1st attempt (b) 2ed attempt (c) ∆ Entropy
Figure 6: Qualitative examples for random traps. Green cells are traps. ∆ entropy means the change in H(a | s).
“red” means ∆ < 0, where models become more confident about what action to take at the current state and
“green” implies the opposite.

Table 2: Our vs. baselines. We report classification accuracy for concept learning. Move: the number of moves
of perfect “prey”, # Pos - # Neg: the difference in the numbers of positive and negative objects, and Obsessive
hit: # hit -1, where # hit means how many times of repeating hitting a negative object.

Concept learning “Predator”vs “Perfect” Hidden treasure
Reward Move (↑) # Pos - # Neg # Obsessive hit (↓)

EMAML 0.58 -0.41 3 3.56 0.73
NPs 0.79 -0.39 16 0.26 1.38

DKL 0.67 -0.69 8 0.1 1.60
GPs 0.5 -0.35 24 0.0 1.68

Non-Bayesian 0.82 -0.50 12 0.2 1.51
No Adaptation 0.5 -1.0 2 0.1 1.6

Our 0.86 -0.34 25 5.5 0.55

4.3.2 HIDDEN TREASURES

As explained in Fig.1, in each episode, we randomly sample two categories from mini-imagenet
dataset [24; 30], each category with 20 images. Then, we randomly place those images in the grid.
The state is the agent’s location, action is moving “up”, “down”, “left” or “right”, and reward is the
number of positive objects minus the number of negative objects. We follow the experimental setup
in MAML [3] and pre-train function I(s) in Eqn.(11) where the true target value is +1 if the object is
a treasure, 0 otherwise. Then, we replace “Actor” in A2C [21] with Eqn.(12) and learn “Actor” and
“Critic” jointly via the standard A2C training protocol, while keeping I(s) fixed. Please check out
video clips2.

As shown in Table.2, our method beats all baselines. By averaging over 500 tasks, our method obtains
+5.5 rewards. In addition, to evaluate whether agents can escape bad situations, i.e., moving away
from negative objects, we delete (observed) negative objects until agents hit the next negative object.
We observe that our method has the lowest obsessive hit, which indicates that agents can adjust
behavior on the fly and correct mistakes.

Fig.7 shows the change in function I(s) over time. We can see that agents can quickly infer positive
objects and walk towards them while avoiding hitting negative objects.

4.3.3 “PREDATOR” VS. “PREY”

The goal of “Predator” is to chase “Prey” while “Prey” attempts to run away from it. As demonstrated
in Fig.1, “Predator” and “Prey” are invisible to each other. The state is the agent’s location, the reward
is inversely proportional to their distance, and the action is moving “up”, “down”, “left”, or “right”.
Moreover, we restrict a limited short-term memory (say, 3 time steps) to store their recent states,
actions, and rewards.

We learn Q-function according to Eqn.(9) and use stochastic policy in Eqn.(10) to execute task. We
evaluate our method in the “Predator” vs. “Perfect” setting where only “Predator” is end-to-end
learnable while “Prey” is manually pre-designed and always takes correct moves. For example, we let
“Predator” move 100 steps and “Prey” only move when “Predator” is a single step away. In Table.2,
we report averaged rewards and number of moves of perfect “Prey”. We can see that our method
beats all baselines with > 15% relative improvement. In addition, there is 56% more chance (w.r.t.
NPs) that ‘Predator” is successfully a single step away from “Prey”. We further upgrade the game

2HT.clip0.mov, HT.clip1.mov
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Step= 0 Step= 2 Step= 4

Figure 7: I(s). The first column is the environment with two categories, each has 20 images. The positive
objects are highlighted in yellow edges. Column 2∼4 show how map I(S) changes as agents gather more
information. From step 0 to step 2, agents collect two positive objects at (6, 6), (5, 3). Based on the gathered
information, I(s) is updated accordingly. With the updated I(s), agents collect two more positive objects at
(2, 4), (2, 5) without hitting negative objects.

(11, 0) (12, 0) (13, 0) (14, 0) (15, 0) (16, 0) (17, 0) (17, 1)

(65, 21) (72, 21) (72, 22) (75, 22) (75, 23) (76, 23) (76, 24) (77, 24)
Figure 8: Qualitative examples for “Predator” vs. “Prey”. In this setting, both agents are learned end-to-end. We
sample 2 sequences of consecutive moves (11, 0) → (17, 1) and (65, 21) → (77, 24) where (x, y) indicates
the number of moves of “Predator” (green) and “Prey” (red). To save space, we skip several moves, e.g.,
(31, 7) → (36, 7), but plot the last three moves with a lighter color to display the trajectory. In addition, we
zoom in on the grid map and only plot 5× 5 cells. Note that, in this setting, we also restrict “Prey” to move only
when “Predator” is a single step away.

to “Predator” vs. “Prey” where both agents are learned end-to-end. Similar to what we observed in
“Predator” vs. “Perfect”, “Predator” gets a −0.34 reward on average and has a 99% chance to make
correct moves. “Prey” takes 30 moves in total and 76% is correct. Please check out video clips3

Fig.8 illustrates two sequences of consecutive moves in “Predator” vs. “Prey” setting. (1) (11, 0)→
(17, 1), “Predator” first moves up until (13, 0) where the reward drops and then moves back. At the
moment, “Predator” is uncertain about which side (right or left) “Prey” is on. It simply attempts to
turn left. After realizing the reward drops, it moves back and turns right. (2) (65, 21)→ (72, 21),
“Predator” receives higher rewards by moving up and right. Then, it continues to move up after
“Prey” moved down. However, with only a single wrong move, “Predator” immediately turns right
and moves down. Clearly, our agents are able to reduce ambiguity via exploration (Eqn.10) and
quickly react to the dynamic environment.

5 CONCLUSION

We proposed a plug-and-play regression module to handle dynamic, partially observed environments,
flexible, data-efficient, and applicable to large-scale, real problems. Our model can capture uncertainty,
absorb knowledge and react to changing environments quickly. Further research can leverage a
massive amount of off-policy data and extend our module to “high-level” abstracted spaces for
continuous, high-dimensional reinforcement learning tasks. Furthermore, We can improve our
models by learning to utilize uncertainty estimation, e.g., learnable exploration in RL tasks.

3Prey.clip0.mov, Prey.clip1.mov, Prey.clip2.mov
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A APPENDIX

A.1 APPLICATION: MULTI-CLASS LOGISTIC REGRESSION

We reformulate it as a linear regression problem.

Minimize
(
r(s, c)− S(s, c)

)2
,whereS(x, c) = φ(x)Tw + z (13)

where, r(x, c) = 1.0 if c is the true category, otherwise 0. At test time, we pick the category with the
highest probability

y = argmaxc
exp

(
S(x, c)

)∑
c′ exp

(
S(x, c′)

) , where S(x, c) ∼ y | φ(x),φ(Mx),My (14)

A.2 CONCEPT LEARNING

A.2.1 EVALUATION SETUP

At test time, we maintain two sets: labeled images So and un-labeled images Su. We start
with two images and annotate the most uncertain image in Su at each time, according to
argmaxx∈Su

∣∣p(S(x, c) < 0.5) − p(S(x, c) > 0.5)
∣∣, where S(x, c) is the posterior score at c = 1

for un-labeled image x, as defined in Eqn.(14). We evaluate 200 tasks that are never seen during
meta-training and report averaged classification accuracy.

A.2.2 MODEL DISTRIBUTION.

In Concept learning, we use two constraints to define a concept: c0&c1 as positive, ¬c0&¬c1 as
negative. Thus, either c0 or c1 can explain the data. We define the model distribution as

P (cj) = s(cj)/
∑
j

s(cj), s(cj) =
∑
i=cj

P (i) (15)

P (i) is the probability of image i being positive (i.e., softmax output) and i = cj means image i

satisfies constraint cj . We generate 150 images: 50 for c0&¬c1, 50 for ¬c0&c1 and 50 for ¬c0&¬c1.
We report averaged results over 200 tasks. The real distribution is P (c0) = 0.5, P (c1) = 0.5, else 0,
as shown in Fig.5c
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