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Abstract

Figurative language, especially idiomatic ex­001
pressions, poses significant translation chal­002
lenges due to its cultural and contextual nu­003
ances. Large Language Models (LLMs) like004
GPT­3.5 have shown greater capability in trans­005
lating figurative language compared to state­of­006
the­art neural machine translation (NMT) sys­007
tems. However, the impact of different prompt­008
ing methods and combining NMTs and LLMs009
on idiom translation remains unexplored. This010
paper introduces two parallel datasets for Per­011
sian→English and English→Persian transla­012
tion to address these challenges. The Persian013
idiom examples are sampled from our Persian­014
Idioms resource, which is compiled from an015
online dictionary and contains 2200 idioms016
with their meanings and popularity scores. Us­017
ing these datasets, we evaluate GPT models,018
Google Translate, and their combination, focus­019
ing on idiom translation accuracy, fluency, and020
contextual relevance. Additionally, we assess021
existing automatic evaluation metrics and GPT­022
3.5 and GPT­4 for evaluating idiomatic trans­023
lations. Our results indicate that while Google024
Translate shows superior fluency, GPT­3.5 ex­025
cels in accurately translating idioms. We also026
show that models are better at translating En­027
glish idioms than Persian ones, and different028
configurations of models perform differently029
depending on the direction of translation. We030
will release all our resources and annotations031
upon publication.032

1 Introduction033

An idiom is a phrase or expression with a figura­034

tive meaning distinct from its literal interpretation.035

Idioms are commonly used in everyday language036

to convey ideas more vividly and often originate037

from cultural, historical, or social contexts, making038

them specific to particular languages or regions. Id­039

iomatic expressions, including idioms and sayings,040

present significant challenges for natural language041

processing (NLP), particularly in translating be­ 042

tween culturally distinct languages such as Persian 043

and English. Despite their prevalence in spoken 044

language, state­of­the­art machine translation mod­ 045

els struggle with translating idioms, often rendering 046

them literally (Raunak et al., 2023; Dankers et al., 047

2022). Early machine translation efforts attempted 048

to address this problem using idiom dictionaries 049

or direct substitution (Salton et al., 2014; Nagao, 050

1984). However, new idioms continually emerge, 051

their meanings can vary by context, and even iden­ 052

tical meanings can result in different translations in 053

the target language, e.g., the idiom “Keep at bay” 054

has a different contextual meaning and therefore 055

translation in these two sentences: (i) “The infec­ 056

tion is kept at bay.” meaning: “The infection is 057

under control.” (ii) “The fire keeps the wolves at 058

bay.” meaning: “The fire keeps the wolves away.” 059

Liu et al. (2023b) introduce two techniques to en­ 060

hance the performance of transformer­based mod­ 061

els in idiom translation. However, the advent of 062

Generative Pre­trained Transformer (GPT) models 063

(Brown et al., 2020) has enabled improvements in 064

idiom translation without additional modifications 065

to existing models. GPT models can achieve near 066

state­of­the­art translation performance with few­ 067

shot prompting. Furthermore, due to their higher 068

tendency towards non­literalness (Raunak et al., 069

2023) and greater paraphrastic capability (Hendy 070

et al., 2023), their performance surpasses that of 071

NMT models when dealing with figurative lan­ 072

guage (Raunak et al., 2023). 073

In this research, we focus on English and Persian 074

and study the impact of various prompting methods 075

on the quality of translations of sentences contain­ 076

ing idiomatic expressions of these two languages. 077

We also examine whether the combination of NMT 078

models like Google Translate and an LLM yields 079

better performance in idiom translation. 080

We first introduce a comprehensive resource for 081

idiomatic expressions in Persian. This resource 082
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captures idiomatic expressions and their meanings,083

including contextual usage examples. Using this084

dataset, we aim to bridge the significant gap in085

resources available for bilingual idiom translation086

and facilitate the development of more culturally087

aware language models.088

Additionally, we produce two parallel En­089

glish→Persian and Persian→English datasets con­090

sisting of sentences containing English and Persian091

idiomatic expressions. We then use these datasets092

to evaluate the performance of GPT­3.5, Google093

Translate, and a combination of these models in094

idiom translation across various settings.095

Since the evaluation of idiom translation is chal­096

lenging, we introduce novel evaluation metrics for097

translation quality and explore suitable replace­098

ments for the manual evaluation by calculating the099

correlation between existing automatic evaluation100

metrics andmanually obtained scores. Furthermore,101

we assess whether GPT­4 and GPT­3.5 could be102

suitable replacements for human evaluation.103

In summary, our main contributions are as fol­104

lows. (i) A new resource for Persian idioms, called105

PersianIdioms, which includes about 2300 idioms,106

with their meaning, and scored popularity. A sub­107

set of 700 contains also example usage. Based108

on our knowledge, such a resource does not exist109

for the Persian language. (ii) A new parallel Per­110

sian→English and English→Persian datasets (100111

examples each) with inputs containing at least one112

idiom. (Persian sentences are from PersianIdioms,113

and English ones are from various sources including114

EPIE (), Abadis.) (iii) Evaluating different prompt­115

ing methods and also a combination of GPT­3.5 and116

Google­translate on idiom translation and showing117

how different they work for Persian→English and118

English→Persian.119

2 Related work120

We first review some of the related datasets for121

idiom expressions, followed by referencing a few122

recent work focusing on LLMs for translation.123

2.1 Idiom datasets124

Saxena and Paul (2020) compile the EPIE dataset125

of sentences containing highly occurring English126

idioms and idioms using StringNet. Kabra et al.127

(2023) create the MABL dataset covering the fig­128

urative language from 7 typologically diverse lan­129

guages. The crowdsourced metaphors and idioms130

highlight cultural and linguistic variations. Liu131

et al. (2023a) investigate the ability of multilin­ 132

gual language models (mLLMs) to reason with cul­ 133

tural common ground by using idioms and sayings 134

as a proxy. They construct a new dataset called 135

MAPS (MulticultrAl idioms and Sayings) cover­ 136

ing 6 languages with idioms, conversational us­ 137

ages, interpretations, and figurative labels. Li et al. 138

(2023) present a methodology for constructing a 139

large­scale, multilingual idiom knowledge base (ID­ 140

IOMKB) by distilling figurative meanings from 141

language models. 142

Liu et al. (2022) introduce Fig­QA, a new task 143

to test language models’ ability to interpret figu­ 144

rative language. They crowdsource a dataset of 145

over 10k paired metaphorical phrases with opposite 146

meanings and literal interpretations. These works 147

demonstrate techniques for compiling figurative 148

language data across multiple languages. How­ 149

ever, they are focused on English or non­Persian 150

languages. There remains a need for a large­scale 151

Persian­specific idiom dataset. This research ap­ 152

plies similar techniques of utilizing existing re­ 153

sources and language model generation to create 154

idiom data specifically for Persian. 155

2.2 Translation using LLMs 156

Jiao et al. (2023) demonstrate that ChatGPT com­ 157

petes well with commercial translation services like 158

Google Translate for high­resource European lan­ 159

guages but struggles with low­resource or distant 160

languages. With the introduction of the GPT­4 en­ 161

gine, ChatGPT’s translation capabilities have im­ 162

proved significantly, reaching a level comparable 163

to commercial products, even for distant languages. 164

Moslem et al. (2023) evaluate GPT­3.5’s perfor­ 165

mance across various translation tasks, including 166

adaptive MT, comparing it with strong encoder­ 167

decoder MT systems. GPT­3.5 shows excellent 168

results for high­resource languages but struggles 169

with low­resource languages and certain tokeniza­ 170

tion issues withArabic. Hendy et al. (2023) suggest 171

that the increased tendency for paraphrasing in GPT 172

translations may be beneficial for enhancing NMT 173

models in the translation of figurative language. We 174

validate this hypothesis empirically in our paper in 175

the case of English and Persian translations. Ya­ 176

mada (2024) offer two prompts aimed at enhancing 177

the quality of translations generated by ChatGPT. 178

We will assess and contrast these prompts with our 179

own approaches and methods of translation. Rau­ 180

nak et al. (2023) propose novel evaluation metrics 181

for measuring translation literalness and compare 182
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the performance of LLMs from the GPT series and183

NMTmodels in idiom translation, finding that trans­184

lations produced by GPT models are generally less185

literal.186

Despite these efforts, no study has systematically187

compared the performance of GPT models using188

different prompts, prompting methods, and combi­189

nations of GPT with NMT models. This work aims190

to address these gaps.191

3 Datasets192

In this section, we explain the process of building193

our datasets. Two parallel datasets are created for194

English→Persian translation and inverse. Besides,195

we collect a comprehensive resource for Persian196

idioms which is explained first in the following197

section.198

3.1 PersianIdioms199

Here, we explain how we build PersianIdioms. Our200

data collection beigns with extracting Persian id­201

ioms and their meanings from an online dictio­202

nary called Abadis1. For each idiom, we also gath­203

ered usage examples to provide contextual clarity,204

sourced from user­generated examples in Abadis.205

These examples are crucial for future testing of lan­206

guage models, allowing them to learn from actual207

idiomatic expressions in use.208

To quantify the relevance of each idiom within a209

cultural context, we calculated a popularity score210

based on the number of pages each idiom has on211

Google. This score reflects its prevalence and cul­212

tural significance. Notably, this comprehensive213

dataset of Persian idioms, their meanings, contex­214

tual usage examples, and popularity scores has215

never existed before, making it a valuable resource216

for the development and evaluation of language217

models for Persian.218

Data verification Once collected, the idioms are219

annotated with their meanings, examples, and pop­220

ularity scores. This annotated data underwent a221

meticulous cleaning process to ensure accuracy and222

consistency. Subsequently, native Persian speakers223

reviewed the annotated idioms to verify the accu­224

racy of meanings and the appropriateness of con­225

textual examples. This manual verification process226

was critical to maintaining the linguistic integrity227

and cultural relevance of the dataset.228

The culmination of these efforts is a dataset that229

contains 2,200 pairs of idioms and their correspond­230

1https://abadis.ir/

Idiom یرایخغودبا
Meaning لذتبم/هداتفااپشیپ
Meaning in English low quality/tasteless

Example یاپهمهنوشهنوخمریمتقوره
نیازایکینرادوناهتسشننویزیولت
یماشامتوریرایخغودبایاهملیف
.ننک

Gold translation Every time I go to their house,
everyone is sitting in front of
the TV watching one of those
low­quality movies.

Popularity­Score 16800

Table 1: Persian idiom details in dataset, this popularity

score shows that there are 16800 pages which contain

this idiom in the internet.

ing meanings, annotated with popularity scores and 231

supplemented with contextual examples where ap­ 232

plicable that include 700 of them. This dataset 233

is not only a testament to the richness of Persian 234

idiomatic expressions but also a robust tool for ad­ 235

vancing NLP capabilities in interpreting culturally 236

nuanced language. 237

3.2 Translation datasets 238

Persian→English From the idioms that contain 239

contextual examples in the Persian idiom dataset, 240

we select the top hundred with the highest popu­ 241

larity scores to perform idiom translation. Subse­ 242

quently, a proficient translator produces English 243

interpretations of these selected sentences, which 244

are subjected to review and validation by another 245

qualified expert. You can see an example of our 246

data in Table 1. 247

English→Persian In our initial data collection 248

phase, we tried to identify sentences containing 249

idiomatic expressions from existing parallel En­ 250

glish→Persian resources. However, upon exami­ 251

nation, we discovered that the Persian translations 252

within these datasets were either automatically gen­ 253

erated, sourced from translations of English litera­ 254

ture into Persian (Kashefi, 2020), or sourced from 255

Wikipedia (Karimi et al., 2019). All of the men­ 256

tioned approaches presented significant drawbacks 257

to our research objectives. Automatic translation, 258

such as that provided by models like Google Trans­ 259

late, often yields inaccurate results, particularly 260

with figurative language, a phenomenon we aim to 261

scrutinize in this study. Meanwhile, translations de­ 262

rived from English literature frequently incorporate 263

contextual references, like character names, from 264

other text sections, or alter sentence structures to 265
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enhance fluency in the target language. Sentences266

extracted from Wikipedia tend to lack challenging,267

culturally­specific idioms and predominantly fea­268

ture easily translatable expressions like “under pres­269

sure”. Faced with these impediments, we opted for270

manual data collection. Primarily drawing from the271

EPIE corpus, we carefully selected sentences de­272

signed to spotlight the translation challenges posed273

by idiomatic expressions rather than the overall274

sentence structure. Subsequently, a proficient trans­275

lator produced Persian renditions of these selected276

sentences, which were subjected to review and val­277

idation by another qualified expert.278

The culmination of these endeavors is a dataset279

comprising 100 pairs of English sentences and their280

corresponding Persian translations. Given the ex­281

istence of datasets containing English idioms and282

their meanings, we refrained from duplicating ef­283

forts in this regard.284

4 Translation285

In this section, we outline the models and settings286

used in our translation experiments and introduce287

the metrics we used to evaluate translation quality.288

4.1 Methodology289

We use Google Translate, GPT­3.5­turbo, and a hy­290

brid approach combining both models to generate291

translations. For GPT­3.5­turbo, we experiment292

with three prompts, prompt chaining, and breaking293

down a single prompt into multiple steps, each used294

independently. More precisely, in prompt chaining,295

the model relies on chat history to generate an out­296

put. However, breaking down a single prompt into297

multiple independent prompts eliminates the need298

to rely on chat history. Based on our initial manual299

evaluation results for GPT3.5 and Google translate,300

described in Section 4.2, in the hybrid approach301

we employ GPT3.5 to identify and replace idioms302

with literal expressions, followed by using Google303

Translate to translate the resulting text into the tar­304

get language.305

The prompts used for GPT3.5­turbo for En­306

glish→Persian translation are shown inTable 2. The307

second single prompt is taken from the prompts308

presented in Yamada (2024). Persian→English309

prompts replace “English” with “Persian” and vice310

versa, and “American” with “Iranian”.311

Based on the discussed prompting methods and312

models, we include these five different settings:313

(i) GPT3.5­turbo, Single Prompt (ii) GPT3.5­turbo,314

Prompt Chain (iii) GPT3.5­turbo, Multiple Prompts 315

(iv) GPT3.5­turbo+Google Translate (v) Google 316

translate. 317

4.2 Evaluation metrics 318

To evaluate the quality of translated text we first 319

used BLUE (Papineni et al., 2002), BERT (Zhang 320

et al., 2020), and COMET (Rei et al., 2020). How­ 321

ever, upon manual inspection of the obtained re­ 322

sults, we speculated that BLEU and BERT Scores 323

are unsuitable indicators of a model’s ability to 324

identify and translate metaphors. The translations 325

generated by Google Translate score the highest 326

using both metrics. However, Google Translate 327

demonstrates the weakest performance in idiom 328

translation, often translating idioms word­for­word. 329

Combining the MQM evaluation framework (Lom­ 330

mel et al., 2014) with this observation, we devise 331

two mutually independent evaluation metrics, flu­ 332

ency and idiom translation. Idiom translation, 333

which is either 0 or 1, focuses on whether the idiom 334

is correctly translated in the context of the given 335

sentence. Fluency, an integer between 1 and 5, 336

focuses on the syntactic and semantic correctness 337

of the translation, assuming the idiom is correctly 338

translated. It is important to note that idiom trans­ 339

lation concentrates only on the semantic accuracy 340

of the generated translation. This means that if the 341

idiom is correctly translated but contains grammat­ 342

ical errors, that error affects the “fluency” metric 343

rather than the “idiom translation metric.” Finally, 344

the model’s fluency is determined by averaging the 345

fluency scores assigned to each of the 100 transla­ 346

tions it produces, while idiom translation accuracy 347

is measured by the percentage of idioms correctly 348

translated. 349

In this new evaluation method, idiom translation 350

replaces the “adequacy” metric in the MQM frame­ 351

work. We distill adequacy down to idiom transla­ 352

tion for multiple reasons. First, the adequacy of 353

translation relies heavily on the semantic correct­ 354

ness of the translated idiom. Second, our dataset 355

consists of single sentences, that shift the transla­ 356

tion challenge to the idiom itself. Therefore, if the 357

idiom is correctly translated, the rest of the transla­ 358

tion is likely to be semantically correct. Moreover, 359

defining idiom translation as an independent subcat­ 360

egory of adequacy as outlined by MQM wouldn’t 361

be possible since the incorrect translation of an id­ 362

iom often leads to semantic inaccuracies in other 363

parts of the translation. Models frequently alter the 364

original meaning of the sentence to produce a more 365
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Single prompts

Translate this sentence to Persian.
Translate the following English text into Persian. Use natural expressions
that can be understood by Persian speakers, unfamiliar with American Culture.
Translate the following English text into Persian. Avoid word­for­word translations.

Chain Prompts

1) Identify the idioms in this sentence.
2) Replace the idioms with literal clauses.
3) Translate the literal sentence to Persian. Avoid word­for­word translation.

Multiple Prompts
1) Identify the idioms in this sentence and replace them with literal clauses.
2) Translate the literal sentence to Persian. Avoid word­for­word translation.

Table 2: Translation prompts used in our experiments.

coherent final translation. Consider the following366

example: Persian Sentence: 367مربمهاوخیموماهنسرگ.

مزاسبورمدوخیکرگیج . Gold translation is: “I’m hun­368

gry and I want to go to the liver shop and treat369

myself.”. Model output is “I’m hungry and I want370

to make myself out of my liver.” This example371

demonstrates how a semantic error in translating an372

idiom can lead to semantic errors outside the score373

of the idiom. Here, the Persian idiom “ مزاسبورمدوخ ”374

is translated literally to “make myself” instead of375

“treat myself”, which has resulted in the incorrect376

translation of liver shop, ultimately changing the377

meaning of the whole sentence.378

Lastly, idioms are the main focus of this work,379

and we aim to improve the performance of exist­380

ing models in idiom translation while maintaining381

their performance in other aspects. Consequently,382

occasional semantic errors that are not due to idiom383

mistranslation affect the fluency score.384

4.3 Automatic evaluation385

Our experiments involve testing different prompt­386

ing methods with varying numbers of shots across387

different models, resulting in a total of 27 configu­388

rations. Manually scoring them would be a tedious389

process. Consequently, we manually score five ran­390

domly selected configurations, each representing a391

different setting, across idiom translation and flu­392

ency. Then, we calculate the correlation between393

the scores given to each configuration and those ob­394

tained from the automatic evaluation metrics listed395

below. Metrics demonstrating acceptable correla­396

tion are subsequently used to evaluate the remaining397

outputs.398

Existing automatic evaluation metrics In Sec­399

tion 4.2, we discuss that BLEU and BERT Scores400

are not suitable indicators of a model’s idiom trans­401

lation capabilities. In this section, we verify this402

hypothesis and evaluate whether these metrics and403

COMET could serve as suitable replacements for404

assessing fluency. 405

GPT4o Apart from the three automatic evalua­ 406

tion metrics initially chosen in Section 4.2, we use 407

GPT­4owith the following prompt: “Are the idioms 408

in this sentence correctly translated into Persian? 409

Answer with just a number: 1 for yes and 0 for 410

no.” We also provide three examples to highlight 411

the importance of correct idiom translation for the 412

accuracy of the translations. 413

NLI Using GPT3.5 We employ natural language 414

inference (NLI) to evaluate the performance of 415

translation systems. Specifically, we prompt GPT­ 416

3.5­turbo to determine whether the model trans­ 417

lations entail or contradict the gold translations. 418

This method is validated by comparing the model­ 419

generated labels with manually assigned gold la­ 420

bels. Gold labels are derived from manual scores 421

for idiom translation and fluency. A translation that 422

scores “1” for idiom translation and exceeds the 423

average fluency score is classified as an entailment; 424

otherwise, it is classified as a contradiction. 425

We also calculate the correlation between the 426

number of entailments for each configuration la­ 427

beled by GPT­3.5 and the number of entailments la­ 428

beled using the previously described criteria. While 429

the model’s assessment of entailment and contradic­ 430

tion might not perfectly align with human assess­ 431

ment, the number of entailments could serve as a 432

reliable indicator of a model’s performance relative 433

to other models. 434

Results The first two rows of Table 4 display the 435

correlation between manual scores for fluency and 436

idiom translation metrics for the five selected con­ 437

figurations and BERT Score, COMET, BLEU, the 438

number of correct translations according to GPT­ 439

4o, and the number of entailments according to 440

GPT­3.5. The correlations between the idiom trans­ 441

lation and BLEU indicate that BLEU penalizes 442

non­literalness more than other automatic metrics. 443
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BERT Score and COMET exhibit a similar, albeit444

less strong, tendency. Therefore, a lower BERT445

and BLEU score might indicate a higher quality446

of idiom translation. Ultimately, the high correla­447

tion between BERT Score and the fluency metric,448

and the number of translations labeled as correct449

by GPT­4o suggest that BERT Score and GPT­4o450

are reliable predictors of human scores for fluency451

and idiom translation from English→Persian, re­452

spectively.453

The second two rows display the correlations454

for Persian→English translation. Similar to the455

English→Persian translations, the BLEU score pe­456

nalizes non­literalness, and the number of correct457

translations identified by GPT­4o is a suitable re­458

placement for idiom translation, highlighting the459

model’s capability in idiom detection and under­460

standing. Interestingly, COMET and BERT scores461

exhibit a higher correlation with idiom translation462

compared to fluency. This might suggest that trans­463

lation from Persian→English is more likely to result464

in paraphrases and changes in sentence structure465

than English→Persian. However, these correlations466

are not high or low enough to draw definitive con­467

clusions.468

Table 3 shows the agreement percentage be­469

tween the model’s labels and manual labels in En­470

glish→Persian translation. The agreement percent­471

ages between the model’s labels and manual labels472

in English→Persian translation indicate that GPT­473

3.5 struggles to determine whether two sentences474

convey the samemeaning. Moreover, these percent­475

ages are notably lower for Persian translations of476

English sentences, suggesting that GPT­3.5 models477

are less proficient in Persian compared to English.478

Consequently, GPT­3.5 may fail to recognize simi­479

lar meanings between sentences that use different480

words in Persian.481

Agreement

Models Eng­Fa Fa­Eng

GPT3.5, Single 56 62
GPT3.5, chain 58 73
GPT3.5, Multi 66 76
GPT3.5 + GT 55 64
GT 64 69

Table 3: Agreement percentage between the model’s la­

bels and manual labels in the NLI task for English→Per­

sian and Persian→English translations. Setting names

are shortened to fit the results in a single table. “GT”

stands for “Google Translate”.

5 Results 482

5.1 English→Persian 483

Table 5 demonstrates the results of the automatic 484

and manual evaluation for models with the highest­ 485

performing hyper­parameters in each setting. If 486

we denote the number of correct translations de­ 487

tected by GPT4 as “correct”, in each setting, 488

the best­performing hyper­parameters were cho­ 489

sen using the following formula: modelscore = 490
correct/100+BERTScore

2 . The manual evaluation in­ 491

dicates that while GPT­3.5­turbo excels in under­ 492

standing and translating idioms, Google Translate 493

achieves higher fluency, as confirmed by the au­ 494

tomatic evaluation metrics. As expected, the hy­ 495

brid model, which integrates the strengths of both 496

models, performs well in both fluency and idiom 497

translation. 498

In the single prompt setting, the second prompt 499

increases the number of correct translations by 500

five and consistently performs better than the other 501

two prompts with any number of shots. However, 502

the number of shots does not significantly impact 503

model performance in any setting, changing the re­ 504

sults by only one or two percent. Given the limited 505

number of sentences and the nondeterministic na­ 506

ture of GPT­3.5­turbo outputs, this effect could be 507

coincidental. Therefore, we choose not to include 508

these results. 509

Furthermore, it is evident from the results that 510

metrics that rely on n­grams for evaluation like 511

BLEU, are not suitable for evaluating translations 512

that include figurative speech. Figurative speech 513

can be rephrased in various ways that convey the 514

same meaning. However, metrics that rely on n­ 515

grams disregard the semantic similarity of para­ 516

phrases and measure how close the generated trans­ 517

lations are to human translation. This explains why 518

the BLEU Score remains low despite other metrics 519

showing a comparatively higher performance. 520

Table 7 illustrates the common strengths and 521

shortcomings of each translation method for En­ 522

glish to Farsi translation. Google Translate gener­ 523

ates fluent translations but often translates idioms 524

literally. Single prompts correctly detect and de­ 525

fine idioms, but their definitions lack fluency and 526

sound unnatural. Chain and multiple prompts pro­ 527

duce more natural translations but still struggle with 528

fluency. Finally, the combination of GPT­3.5 and 529

Google Translate achieves the most natural and flu­ 530

ent results, accurately capturing the idiom’s mean­ 531

ing in the given context and producing the most 532
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Direction metric COMET BERT Score BLEU GPT­4o NLI

English→Persian
Fluency 74.36 91.96 92.88 ­39.23 ­59.45

Idiom Translation 16.87 ­56.88 ­71.16 98.92 84.03

Persian→English
Fluency 50.35 32.43 50.67 11.84 37.62

Idiom Translation 66.00 45.06 ­15.41 85.79 46.19

Table 4: Correlation between results obtained from automatic evaluation metrics and results obtained manually for

English→Persian and Persian→English translations.

COMET BERT Score BLEU GPT4o GPT3.5 NLI Idiom Transl. Fluency

GPT3.5 Single Prompt 84.60 83.41 14.50 61 47 71 4.2

GPT3.5, Prompt Chain 84.21 82.17 9.74 67 59 82 4.22

GPT3.5, Multiple Prompts 85.42 83.24 12.26 79 70 91 4.25

GPT3.5 + Google Translate 86.98 84.35 16.53 84 49 97 4.58

Google Translate 82.77 84.66 21.83 42 37 42 4.64

Table 5: Results for automatic and manual evaluation of different translation models and prompts for English→Per­

sian. “GPT3.5 NLI” shows the results for extrinsic evaluation using GPT3.5­turbo. Using a combination of

GPT3.5­turbo and Google Translate not only brings their best qualities together but also increases their performance

in both idiom translation and fluency.

coherent translations.533

5.2 Persian→English534

Table 6 presents the results of both automatic and535

manual evaluations for models with the highest­536

performing hyper­parameters in each setting. Due537

to the lack of a suitable automatic metric for flu­538

ency in Persian→English translation, we rely on the539

number of correct translations according to GPT­4o540

to select the best­performing hyper­parameters.541

Manual evaluation indicates that similar to En­542

glish→Persian, GPT­3.5 outperforms Google Trans­543

late in idiom translation. However, the scores given544

by GPT­4o and the idiom translation scores are545

significantly lower than their counterparts in En­546

glish→Persian. Notably, the best performance in547

idiom translation is achieved not in the hybrid set­548

ting but in the GPT­3.5 single prompt setting. In this549

setting, the third prompt (see Table 2) consistently550

shows better results across all metrics compared to551

the other two prompts.552

In Persian→English translation, the replacement553

process of idioms with literal expressions should554

be conducted in Persian. However, GPT­3.5 is555

relatively less fluent in Persian compared to En­556

glish. Our manual evaluation identifies two major557

obstacles in the idiom replacement process in Per­558

sian: unfamiliarity with Persian idioms and the use559

of fixed­definition replacements. GPT­3.5’s lack560

of proficiency in the Persian language is evident,561

particularly in idiom translations, where many id­ 562

ioms are either not detected or incorrectly defined. 563

The more critical issue is the incorrect translations 564

of correctly detected and defined idioms. Idioms 565

are often replaced with a fixed definition, disre­ 566

garding sentence context, which as mentioned in 567

Section 1 can easily result in incorrect translations. 568

These replacements also tend to ignore sentence 569

structure, significantly reducing translation fluency. 570

This might also explain the superior performance 571

of the third single prompt. The first prompt does 572

not provide any further instructions beyond trans­ 573

lating the sentence, resulting in translations that are 574

too literal. Conversely, the second prompt hints at 575

the replacement of language­specific expressions, 576

leading to the aforementioned replacement issues. 577

These issues are evident in the model’s explanations 578

for each translation. An example demonstrating the 579

translation quality in different settings is shown in 580

Table 8. 581

Additionally, according to both manual and au­ 582

tomatic evaluation results, GPT­3.5’s better under­ 583

standing of English sentences makes it more pro­ 584

ficient at converting Persian sentence structures to 585

English compared to the reverse. Persian→English 586

translations tend to be more literal and word­for­ 587

word, which explains their comparatively higher 588

performance in BLEU and BERT Scores. 589
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COMET BERT Score BLEU GPT4o GPT3.5 NLI Idiom Transl. Fluency

GPT3.5, Single Prompt 73.35 92.63 18.69 40 28 40 3.68

GPT3.5, Prompt Chain 68.9 92.02 17.91 20 25 23 3.82

GPT3.5, Multi. Prompts 67.52 91.87 16.16 18 31 25 3.33

GPT3.5 + Google Translate 71.7 92.28 21.55 25 35 37 4.25

Google Translate 71.57 92.53 25.74 19 28 21 3.78

Table 6: Results for automatic and manual evaluation of translation from Persian→English. “GPT3.5 NLI” shows

the results for extrinsic evaluation using GPT3.5­turbo.

Sentence Poor Mrs has lots of children and they

were driving her up the wall!

Gold Translation هدرزآارواهکدرادیدایزیاههچبهراچیبمناخ

!دندرکیمرطاخ

Google Translate راویدزاارواهکدرادیدایزیاههچبهراچیبمناخ

.دنربیملااب

Poor Mrs has lots of children that take

her up the wall.

Single Prompt هبدنرادهکدرادیدایزیاههچبینلافمناخ

.دننزیمشباصعا

Some Mrs has lots of children that are

hitting her nerves.

Chain Prompt ثعاباه نآوتشاددنزرفیرایسبتخبدبردام

.دندوبوایاربدیدششنتداجیا

Poor mother had many children that had

been causing her a lot of tension.

Multi Prompt ثعاباه نآوتسادنزرفیرایسبیارادریقفمناخ

!دنوش یمشیاربدیدششنتداجیا

Poor(in Persian, the word used means

impoverished, not unfortunate) Mrs has

many children that have been causing

her extreme tension!

GPT3.5+Google Translate تیذاارواهکدرادیدایزیاههچبهراچیبمناخ

!دندرکیم

Poor mother had many children that are

bothering her!

Table 7: An example of English→Farsi translations.

Back­translations into English are included to demon­

strate translation quality to non­Persian speakers.

Sentence هبواامامدزواهبارملدفرحومدرکدامتعانم

تخیرهریادیورارهمهدیسرسکره

Gold translation I trusted and spoke my heart to him, but

he revealed all my secrets to everyone

he encountered.

Google Translate I trusted and spoke my heart to her, but

she threw everyone on the circle

Single Prompt I trusted him and opened up to him, but

he betrayed my trust by sharing ev­

erything with everyone.

Chain Prompt I trusted him and confided in him,

but he betrayed everyone and turned

against all.

Multi Prompt I trusted him and spoke my heart out to

him, but he reached out to everyone

and spread it on everyone’s face.

GPT3.5+Google Translate I trusted and told her my heart, but she

reached out to everyone and revealed

everything

Table 8: An example of Farsi→English translations.

6 Conclusion 590

In this paper, we introduced two parallel datasets 591

for Persian→English and English→Persian transla­ 592

tion. The Persian idiom examples were sampled 593

from our PersianIdioms resource, which is com­ 594

piled from an online dictionary and contains 2200 595

idioms with their meanings and popularity scores. 596

Using these datasets, we evaluated GPT models, 597

Google Translate, and their combination, focusing 598

on idiom translation accuracy, fluency, and con­ 599

textual relevance. Additionally, we assessed exist­ 600

ing automatic evaluation metrics and GPT­3.5 and 601

GPT­4 for evaluating idiomatic translations. Our 602

results indicated that while Google Translate shows 603

superior fluency, GPT­3.5 excels in accurately trans­ 604

lating idioms, especially for English→Persian. 605

We also showed that models are generally better 606

at translating English idioms than Persian ones. Dif­ 607

ferent configurations of models perform differently 608

depending on the direction of translation. For exam­ 609

ple, in English→Persian, the combination of Google 610

Translate and GPT­3.5 works the best, while for Per­ 611

sian→English, it is outperformed by a simple single 612

prompting of GPT­3.5. Additionally, we provided a 613

comprehensive analysis of the underlying reasons 614

for this disparity. Further, our results suggest that 615

strong multilingual LLMs such as GPT­4o can act 616

as evaluators for the case of English and Persian id­ 617

iom translations. This is significant as parallel data 618

annotation is expensive and also shows how strong 619

these models are even for challenging figurative 620

language. 621

7 Limitations 622

Our work is limited in several aspects, which we 623

briefly discuss here. 624

• our parallel dataset contains only 100 exam­ 625

ples for each direction for Persian and English 626
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translations. The examples are mostly anno­627

tated using one expert. Increasing the size and628

the number of annotators is definitely helpful629

in strengthening the quality of this dataset.630

• We focus only on Persian and English lan­631

guages. Extending to other languages would632

be helpful to understand if some of our obser­633

vations are general or not.634

• Our tested LLMs are limited to only Ope­635

nAI GPT models, which are not open­source.636

While this has simplified our current experi­637

mentation, it is necessary to extend our evalu­638

ations to include more LLMs, especially open­639

source ones.640

• We evaluate Google Translate as our NMT641

model here. Similar to LLMs, testing more642

diverse and especially open­source models643

could strengthen our arguments.644
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