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Abstract

For the goals of mechanistic interpretability, correlational methods are typically1

easy to scale and use, and can provide strong predictivity of Neural Network (NN)2

representations. However, they can lack causal fidelity which can limit their rel-3

evance to NN computation and behavior. Alternatively, causal approaches can4

offer strong behavioral control via targeted interventions, making them superior for5

understanding computational cause and effect. However, what if causal methods6

use out-of-distribution representations to produce their effects? Does this raise con-7

cerns about the faithfulness of the claims that can be made about the NN’s native8

computations? In this work, we explore this possibility of this representational9

divergence. We ask to what degree do causally intervened representations diverge10

from the native distribution, and in what situations is this divergence acceptable?11

Using Distributed Alignment Search (DAS) as a case study, we first demonstrate12

the existence of causally intervened representational divergence in interventions13

that provide strong behavioral control, and we show that stronger behavioral control14

can correlate with more divergent intervened representations. We then provide15

a theoretical discussion showing sufficient ways for this divergence to occur in16

both innocuous and potentially pernicious ways. We then provide a theoretical17

demonstration that causal interventions typically assume principles of additivity,18

calling into question the use of nonlinear methods for causal manipulations. Lastly,19

for cases in which representational divergence is undesirable, we demonstrate how20

to incorporate a counterfactual latent loss to constrain intervened representations21

to remain closer to the native distribution. Together, we use our results to suggest22

that although causal methods are superior for most interpretability goals, a com-23

plete account of NN representations balances computational control with neural24

predictivity, with the optimal weighting depending on the goals of the research.25

1 Introduction26

In the many recent developments in mechanistic interpretability, researchers have used a variety of27

methods to defend claims about how Neural Networks (NNs) perform their computations. These28

methods can be broadly categorized into two groups based on their measures of success. The first29

group observes and analyzes NN activations derived from the NN’s naturally occurring neural activity30

without causally influencing the activity. The second group focuses on causally manipulating neural31

activity in an effort to determine cause and effect relationships in the NN’s computations. We will32

broadly refer to the former as the correlational approach and the latter as the causal approach.33

Popular examples of the correlative approach include methods such as Sparse Auto-Encoders (SAEs)34

and Principal Component Analysis (PCA) [31, 6, 1, 5, 9]. Both of these methods attempt to decompose35

NN latent activity into a linear sum of features, i.e. vector directions, whose variability corresponds to36

some interpretable attribute that can be used to construct the distribution of native latent activity. These37

approaches can lead to decompositions that closely match and predict the native latent distribution38
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Figure 1: Figure showing counterfactual latents in counting task. The squares represent latent vectors
produced from the recurrent state and the displayed input tokens. The C indicates the value of the
Count of the causal abstraction, the P indicates the phase. The counterfactual latent (CL) vectors are
the naturally occurring latent vectors that possess the same causal values as the post-intervention
latent vector. These CL vectors can be recorded from the forward pass on curated input data.

and have been shown to provide insight into the underlying mechanisms and neural structures of39

various types of NNs [5, 9]. However, these methods often lack causal fidelity [8] and can exhibit a40

number of undesirable traits such as failing to identify atomic units [22], producing brittle concept41

representations [23], and under performing on causal mediation tasks and out-of-distribution probing42

[2, 19]. Lampinen et al. [21] have even gone so far as to doubt the foundations of correlational43

neural analyses as a means of understanding NNs due to disconnects between the strength of learned44

features and their importance for computation [20].45

Alternatively, popular examples of the causal approach include activation patching and Distributed46

Alignment Search (DAS) [12, 14, 38, 37, 27, 28, 4]. These methods use causal relevance, i.e. behavior,47

as their main measure of success – here, the goal is to controllably alter NN outputs by manipulating48

internal representations such that cause-and-effect claims can be made about internal mechanisms.49

Thus, these methods are by definition superior for determining cause and effect relationships in neural50

circuitry, which is perhaps of utmost importance for making mechanistic claims [30, 11, 10, 21].51

What if these causal approaches, however, rely on intervened representations that strongly diverge52

from the distribution of native neural activity? Would that change what the methods tell us about53

the NN’s natural mechanistic components? Some activation patching examples use features with54

values that are multiplied by 10-15x [24], raising questions of what these experiments say about55

the NN’s native mechanisms. In what situations and to what degree is it okay for causal methods56

to deviate from the native distribution? In cases that these deviations occur, are there ways that we57

can mitigate the deviation? In one sense, any perspective that is critical of analyzing representations58

alone is suggesting that representational divergence is okay for understanding NN mechanisms, but59

how much deviation and in what circumstances is this deviation tolerable?60

In this work, we provide theoretical and empirical insight on these issues. We first empirically61

explore representational divergence in a case study using DAS on Gated Recurrent Units (GRUs)62

[3]. We explore how choices of causal abstractions and alignment functions (AFs) affect behavioral63

control and faithfulness to native neural activity. We then theoretically show sufficient ways in which64

representational divergence can occur, and we provide a discussion on how these deviations can be65

okay for many mechanistic claims. Next, we show how causal interventions rely on principles of66

additivity, raising concerns of what nonlinear interpretability methods show us. Lastly, for cases in67

which researchers do care about representational divergence, we provide a demonstration on how to68

use a counterfactual auxiliary loss on intervened latent vectors to mitigate representational divergence69

between intervened and native latent vectors.70

We summarize our contributions as follows:71

1. We empirically explore how causally manipulated representations can control behavior,72

but can deviate from native neural activity. Furthermore, we show that greater behavioral73

accuracy can correlate with greater representational divergence.74

2. We provide a theoretical discussion on two sufficient ways for representational divergence75

to occur, showing that it can arise from dormant-null subspace interactions introduced in76
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[25] and from innocuous co-variation of causal subspaces. We use this result to suggest that77

representational divergence is expected and okay for most mechanistic claims.78

3. We provide a theoretical demonstration that causal interventions rely on principles of79

additivity, which obfuscates claims of causal interpretability made with non-linear methods.80

4. Lastly, we show how to use a counterfactual latent loss [17] to mitigate the divergence81

between the intervened and native neural distributions, reducing the gap between behavioral82

control and neural predictivity in causal methods.83

We use our findings to inform a discussion on what our goals are as interpretability researchers. We84

suggest that a complete understanding of NN representations includes both control and predictivity of85

NN activity, while the notion of success with these criteria depends on the purpose of the research.86

2 Background and Related Work87

The majority of our empirical analyses use a specific form of activation patching [13, 36, 37, 27]88

known as Distributed Alignment Search (DAS) [12, 14, 38]. We provide a background on DAS here.89

2.1 DAS Formulation90

DAS is a framework for causally testing the degree of alignment between an NN’s latent vectors91

and variables from causal abstractions (CAs) (e.g. computer programs or directed acyclic graphs).92

DAS does this by testing the hypothesis that a latent state vector, h ∈ Rdm , within an NN can be93

transformed into a vector z ∈ Rdm that consists of orthogonal subspaces encoding interpretable94

variables from CAs. The transformation is performed by a learnable, invertible Alignment Function95

(AF),A, as follows: z = A(h) [18]. The benefit of this transformation is that it allows us to formulate96

the NN’s neural activity in terms of interpretable variables, and it allows us to manipulate the value of97

each variable without affecting the values of the others. We will refer to the space of h as the native98

vector space and that of z as the aligned vector space.99

Concretely, for a given CA with variables vari ∈ {var1, var2, ..., varn}, DAS tests the hypothesis that100

z is composed of subspaces z⃗vari ∈ Rdvari corresponding to each of the variables from the CA. We101

include a causally irrelevant subspace, z⃗extra ∈ Rdextra , to encode extraneous, functionally irrelevant102

activity.103

A(h) = z =


z⃗var1
z⃗var2
· · ·
z⃗varn
z⃗extra

 (1)

Each z⃗vari ∈ Rdvari is a column vector of potentially different lengths. We refer to dvari as the104

subspace size of vari, and all the subspace sizes together satisfy the relation dextra +
∑n

i=1 dvari = dm.105

Under this assumption, the value of a single causal variable encoded in h can be freely exchanged by106

performing an interchange intervention defined as follows:107

hv = A−1((1−Dvari)A(htrg) +DvariA(hsrc)) (2)

Where Dvar ∈ Rdm×dm is a manually defined, block diagonal, binary matrix that defines the subspace108

size dvari . Each Dvari has a set of dvari contiguous ones along its diagonal to isolate the dimensions109

that make up z⃗vari . hsrc is the source vector from which the subspace activity is harvested, htrg110

is the target vector into which the harvested activity is substituted/patched, and hv is the resulting111

intervened vector that we use to replace htrg in the model’s processing. This allows the model to112

make predictions using a different value of variable vari assuming a successful intervention.113

To train the AF, DAS uses counterfactual behavior from the pre-defined CA to create intervention114

data that can be used as training labels for the model’s processing conditioned on the intervened115

latent representation after an intervention. Counterfactual behavior for a given state of a CA and116

its context is the behavior that would have occurred had a causal variable taken a different value117

and everything else remained the same. We can simulate counterfactual behavior by freezing the118

state of the environment, changing one or more values in the CA, and using the CA to generate new119
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behavior in the same environment using the new variable values. We can then use the counterfactual120

behavior as training labels to train the AF after each intervention while keeping the model parameters121

frozen. We train the AF to convergence and then use fresh intervention data to evaluate the robustness122

of the AF and to make claims about the NN’s internal mechanisms. The model’s accuracy on the123

counterfactual behavior following each intervention is referred to as the Interchange Intervention124

Accuracy (IIA).125

In our experiments, we train the same AF on interventions for all causal subspaces including the126

extraneous subspace. We consider a trial correct when the model correctly predicts all deterministic127

tokens using the argmax over logits. We report the proportion of trials correct as the IIA. See128

Appendix A.2 for further detail.129

DAS Alignment Functions: We consider three types of AFs in this work.130

1. Orthogonal Alignment Functions (OAFs): A(h) = Qh and A−1(h) = Q−1h where131

Q ∈ Rdm×dm is an orthogonal matrix.132

2. Linear Alignment Functions (LAFs): A(h) = W (h+b) andA−1(z) = W−1z−b where W133

is a symmetric invertible matrix [18]. See Appendix A.3 for details on how W is constructed.134

3. Reverse Resnet Alignment Functions (RRAFs): A(h) = RevRes(h) and A−1(z) =135

RevRes−1(z) where RevRes is a reversible residual network [15, 34]. We use 3 lay-136

ers with no changes in dimensionality.137

3 Methods138

The majority of this work consists of DAS analyses performed on Gated Recurrent Unit recurrent139

neural networks (GRUs) autoregressively trained on sequence-based tasks. We use DAS to align140

these NNs to Causal Abstractions (CAs) by performing interchange interventions on the GRUs’141

representations. We consider a single numeric equivalence task which has been used in prior work on142

human cognition [16, 7] and alignment functions [18, 17].143

3.1 Numeric Equivalence Task:144

This task consists of a sequence of tokens produced by an environment. Each sequence starts with145

a beginning of sequence token, B, and ends with an end of sequence token, E. After the B token,146

the environment presents some number of demonstration (demo) tokens that are each sampled with147

replacement from the set {Da, Db, Dc}. The task is to produce the same number of response (R)148

tokens as D tokens, and end with the E token. The environment signals the end of the D tokens149

by producing a trigger (T) token. The number of D tokens at this point is referred to as the object150

quantity for the trial, which is uniformly sampled from 1 to 20 at the beginning. The set of possible151

tokens includes {B, Da, Db, Dc, T, R, E}. An example sequence with an object quantity of 2 is: "B152

Dc Da T R R E" Each trial is considered correct when all deterministic tokens are correctly predicted.153

During the model training, we include all token types in a NTP cross entropy loss, even though the D154

and T tokens are unpredictable.155

3.2 Model Architectures156

In this work we consider Gated Recurrent Unit (GRU) Recurrent Neural Networks (RNNs) [3] that157

are autoregressively trained to perform the Numeric Equivalence task. We train 3 model seeds for158

each task variant up to > 99.99% accuracy on both training and validation data and freeze the weights159

before analysis and interpretation. The GRUs have a dimensionality of 128. We perform all DAS160

analyses on the output of the GRU recurrent cell, denoted h. We leave further details of the GRU161

recurrent cell to Appendix A.1 and the referenced paper.162

3.3 Causal Abstractions (CAs)163

In this work, we evaluate 2 different CAs using DAS. We briefly describe them here and offer164

Algorithms 1 and 2 in the appendix in addition to intervention data samples in Appendix A.3.1. Also,165

refer to Figure 4 for a visual depiction of the CAs.166
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Figure 2: Principal component projections of the native latent states (in red) and the intervened latent
states (blue). The top row shows the vectors in the native latent space. The bottom row shows them
in the aligned space in which the extraneous subspace has been set to 0.

Up-Down Program: uses a single numeric variable, called the Count, to track the difference between167

the number of demo tokens and resp tokens at each step in the sequence. It also contains a Phase168

variable to determine whether it is in the demo phase—counting up—or response phase—counting169

down. The program ends when the Count is equal to 0 during the response phase.170

Increment-Up Program: this program uses progress along an interval from 0 to 1 to track quantities.171

To do this, it first increments a Progress variable by the value of an Increment variable. The value of172

the Increment is initially set to 1
max count (in our case 1

20 ). The value of the Progress variable is then173

incremented with each new demo token to track the object count (number of demo tokens) during174

the demo phase. Upon encountering the trigger token, a new value of the Increment is calculated as175

the inverse of the Progress divided by the max count: Increment = 1
Progress ÷max count. The176

Progress is then reset to 0. The new value of Increment is now equal to 1
obj count and is used as a step177

size to increment the Progress variable with each new response token. The program finishes when the178

Progress variable is greater than 1.179

3.4 Counterfactual Latent Auxiliary Loss180

To encourage intervened representations to be more similar to the native distribution of NN repre-181

sentations, we re-purpose the counterfactual latent auxiliary loss from [17]. This auxiliary objective182

relies on Counterfactual Latent (CL) vectors as vector objectives. CL vectors are defined as vectors183

that encode the causal variable values that we would expect to exist in the intervened vector, hv.184

We can obtain CL vectors by searching through a pre-recorded set of h vectors for situations and185

behaviors that are consistent with the values of the CA to which we are aligning. See Figure 1 for a186

visualization.187

As an example, assume we have a CA with variables vary, varw, and varextra, and following a188

causal intervention we expect hv to have a value of y for variable vary and w for variable varw. For189

this example, the CL vector can be obtained from a pre-recorded representation, hCL, that has the190

same expected variable values: vary = y and varw = w, as the intervened vector. The auxiliary loss191

X (k) for a single intervention sample is composed of an L2 and a cosine distance using CL vectors as192

the labels:193

XL2 =
1

2
||hv − hCL||22 (3)

Xcos = −1

2

hv · hCL

||hv||2 ||hCL||2
(4)

where hv is the intervened vector. We combine the CL auxiliary loss with the DAS autoregressive194

loss into a single loss term using a weighted sum where ϵ is a hyperparameter: Ltotal = ϵ(XL2 +195

Xcos) + LDAS196
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4 Results197

4.1 Intervened representations have varying degrees of divergence from the native198

distribution199

We can see in Figure 2 scatter plots of NN latent vectors projected into the top two principal200

components. The red points come from naturally occurring latent states. The blue come from201

intervened latent states that have a new value of the Count subspace. The top row shows projections202

from latents in the model’s native neural space; the intervened latents were transformed back from203

the aligned space, and the native were left unchanged. The bottom row shows PCA projections of the204

same latent vectors in the aligned space using only the Count and Phase subspaces—the extraneous205

subspace was set to zero. All of these PCA projections together are a qualitative demonstration of the206

possible divergence between the intervened and native representational distributions. It is important207

to note that these AFs each exhibit a relatively high IIA as shown in Figure 3. Furthermore, we can208

see that the divergence tends to increase for less restrictive AFs, and, from Supplemental Figure 4,209

we can see that CAs can differ in both IIA and aligned representational divergence.210

4.2 How can causal interventions lead to representational divergence?211

In this section, we enumerate distinct cases in which systematic intervened representational divergence212

can occur. The first draws on the work of [25] who demonstrated that it is possible for an interaction213

between dormant and null subspaces to occur that can create interventions that produce the correct214

counterfactual behavior without using native causal subspaces, where dormant subspaces are those215

that do not vary between inputs, null subspaces are those that exist in the null space of the NN’s216

next layer, and causal subspaces are those that both vary between inputs and causally affect behavior.217

These cases of null-dormant subspace interactions can lead to representations that deviate from the218

native distribution by definition, due to the fact that the value along the dormant direction is different219

than the native dormant value.220

Another way in which representational divergence can occur that ignores null and dormant subspaces221

is in cases where segregated causal subspaces have covariance within the bounds of their behavioral222

decision boundaries. We use a behaviorally binary subspace as a concrete example, where we define223

a behaviorally binary subspace as one in which the behavior of the NN depends on the sign of the224

subspace and is invariant to magnitude and angle.225

Suppose we have an NN with two causal subspaces, z̃vara and z̃varb with values z⃗ (xi)
vara and z⃗

(xi)
varb for a226

model input xi, where we use the bold notation to distinguish variables from their (non-bold) values.227

Furthermore, assume that z̃varb is a behaviorally binary subspace that co-varies with z̃vara . Using228

h(xi) and z(xi) from Equation 1 under a given input xi, we use the following definition:229

A(h(xi)) = z(xi) =

[
z̃

(xi)
vara = z⃗

(xi)
vara

z̃
(xi)

varb = z⃗
(xi)

varb

]
(5)

Due to the assumption of covariance in z̃vara and z̃varb , it is reasonable to assume that the values230

z⃗
(xlow)

varb and z⃗
(xhigh)

varb are systematically distinct for distinct values of z̃vara under some pedagogically231

contrived classes of inputs xlow and xhigh, while sign(z⃗
(xlow)

varb ) = sign(z⃗
(xhigh)

varb ). Under these232

assumptions, if we perform an interchange intervention on z̃varb using source representations from233

input xlow and target representations from input xhigh, the intervened representation will have values:234

zv =

[
z̃vara = z⃗

(xhigh)
vara

z̃varb = z⃗
(xlow)

varb

]
(6)

Because we assumed that the value of z⃗ (xlow)
varb is systematically unique due to covariance in z̃vara and235

z̃varb , then the values z⃗ (xhigh)
vara and z⃗

(xlow)
varb in Equation 6 will have never existed together in the native236

distribution, but the behavior of the NN will remain unchanged because z̃varb is behaviorally binary237

and its sign has not changed.238

We note that this divergent effect stemming from covariance could occur in the null-space as well as239

causal subspaces. We argue that due to the causal irrelevance of such divergence, these deviations are240

6



(d)

Figure 3: (a) The final validation interchange intervention accuracy for different weights (values of
epsilon) of the Counterfactual Latent (CL) loss. (b) The Earth Mover’s Distance between native latent
vectors and intervened latent vectors (in which only the Count subspace has been manipulated) in
the NN’s neural space. (c) The Earth Mover’s Distance between native latent vectors and intervened
latent vectors in the aligned space with non-causal subspaces set to zero. (d) PCA projections of the
intervened and native latent states for a LAF using a CL epsilon of 5. Similar to Figure 2, blue shows
projections from intervened latents whereas red shows native latents.

innocuous to causal mechanistic claims. We provide the lower half of Figure 2 to visualize how the241

intervened values of z can diverge in practice even in the absence of the extraneous/null subspace.242

These panels show the top two PCs of aligned z vectors in which the extraneous subspace has been243

projected out of both the intervened and native latent vectors.244

If we focus only on the divergence in causal subspaces and ignore cases of null and dormant245

interactions, what claims can we make about the model’s native neural mechanisms using divergent,246

intervened representations? An interpretation consistent with the principles of superposition [33,247

32, 26, 6] is that differences in the exact values of each causal subspace do not matter, only the248

decision boundaries along these subspaces matter. Under this interpretation, any divergence in the249

intervened distribution arising from covariance in causal subspaces is okay, because the separation250

of the causal subspaces and their decision boundaries—the functionally important aspects of the251

NN—are respected in the alignment. This interpretation allows us to ignore/abstract away functionally252

irrelevant covariance between the causal subspaces in our attempt to understand the NN mechanisms,253

allowing us to focus entirely on the functional/behavioral computations. This perspective emphasizes254

behavioral control over neural predictivity and is the perspective that we subscribe to.255

4.3 Non-linear alignment functions violate assumptions of additivity256

In this section we explore how the DAS method for computing interchange interventions (Equation 2)257

assumes that the AF exhibits principles of additivity, raising concerns about the validity of non-linear258

AFs used in [34], as additivity is only guaranteed in linear AFs.259

Let A : Rdm → Rda be an AF that maps a model’s native latent representation h ∈ Rdm to a shared260

aligned space z = A(h). We assume that A is invertible and denote its inverse as A−1. In practice,261

A is a learned transformation.262

Interchange interventions are motivated by the desire to substitute values of causal subspaces between263

latent vectors, where the resulting intervened vector hv can be defined equivalently to Equation 2 as264

follows:265

hv = A−1

∑
j ̸=i

ẑtrg
varj + ẑsrc

vari

 (7)

Each ẑvarj ∈ Rdm corresponds to a masked subspace of the aligned representation defined as:266

ẑvarj = Dvarjz (8)

and Dvarj ∈ Rdm×dm is a block diagonal binary matrix isolating the subspace dimensions associated267

with variable varj . The D matrices form a partition of the aligned space:
∑n

j=1 Dvarj = I and268

DvariDvarj = 0 when i ̸= j.269

The standard implementation of interchange interventions assumes that one can perform the sub-270

stitution at the level of aligned representations, and then apply the inverse transform to return the271

representation to the native space (defined in Equation 2, or equivalently in Equation 7). However,272
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this procedure implicitly assumes that the inverse transform A−1 is additive, i.e., for any x, y ∈ Rda :273

A−1(x+ y) = A−1(x) +A−1(y) (9)

Without this property, the inverse of a sum is not equal to the sum of the inverses, which breaks the274

modular interpretation of subspace substitutions.275

To illustrate this, consider the decomposition of a target latent vector:276

ztrg = A(htrg) =

n∑
j=1

ẑtrg
varj (10)

htrg = A−1

 n∑
j=1

ẑtrg
varj

 (11)

If A−1 is additive, this becomes:277

htrg =

n∑
j=1

A−1(ẑtrg
varj ) (12)

Thus, we may cleanly isolate and manipulate individual subspace contributions in the aligned space278

before inverting.279

The same logic applies to an intervention where the i-th subspace is replaced from a source latent280

vector:281

hv = A−1

∑
j ̸=i

ẑtrg
varj + ẑsrc

vari

 (13)

=
∑
j ̸=i

A−1(ẑtrg
varj ) +A

−1(ẑsrc
vari) (if A−1 is additive) (14)

The standard interchange intervention approach to computing and isolating
∑

j ̸=i ẑ
trg
varj and ẑsrc

vari first282

independently computes each ẑ from the respective htrg and hsrc before adding them together. Thus,283

the standard method for computing hv relies on the principle of additivity.284

Proposition. Suppose A−1 is not additive. Then there exist vectors x, y ∈ Rda such that:285

A−1(x+ y) ̸= A−1(x) +A−1(y). (15)

Consequently, there exist source and target latent representations for which:286

hv = A−1

∑
j ̸=i

ẑtrg
varj + ẑsrc

vari


does not equal:287 ∑

j ̸=i

A−1(ẑtrg
varj ) +A

−1(ẑsrc
vari).

This means that the inverse transform introduces non-linear interactions between subspaces, under-288

mining any clean attribution of hv to its constituent parts.289

Implication. The correctness and interpretability of standard interchange interventions depend on290

the additivity of A−1. In the absence of this property, it becomes unclear whether the reconstructed291

vector hv reflects an interpretable combination of the intended latent subspaces. Instead, A−1 may292

behave like an arbitrary function F with no guaranteed semantic alignment to A.293
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4.4 Counterfactual Latent Vectors alleviate post-intervention divergence294

Although we have shown in Section 4.2 why some types of representational divergence are acceptable295

for many mechanistic claims, there are still some cases in which it may be desirable for intervened296

representations to be predictive of the native distribution. For these cases, we explore the use of a CL297

auxiliary loss, which is one that minimizes the L2 and cosine distances between the intervened and298

native representations. We can see in Figure 3 that we can successfully reduce the Earth Mover’s299

distance between the intervened and native distributions by applying the CL loss during the DAS300

training. This is a step towards making DAS more relevant for goals of neural predictivity.301

5 Limitations/Future Directions302

The results presented in this work has been confined to synthetic GRUs and simplistic tasks. A more303

complete demonstration of the intervened distribution shift would include evaluations performed304

on larger, more practically oriented transformers and Large Language Models (LLMs). This is305

particularly noteworthy for this work as the GRU architecture imposes a Tanh nonlinearity on the306

representations analyzed in this work, whereas Transformers potentially have more linear representa-307

tions due to the nature of their residual stream [6]. We look forward to exploring LLMs in future308

work.309

6 Discussion/Conclusion310

In this work we examined autoregressive GRUs trained on numeric tasks to demonstrate the following:311

we showed the degree to which intervened representations can diverge from naturally occurring; we312

showed how intervened representations can occur in ways that are mechanistically innocuous to many313

claims; we showed how AFs that don’t exhibit principles of additivity violate implicit assumptions in314

interchange interventions; and we showed how to use a CL auxiliary loss to reduce the divergence315

between native and intervened representations. Where does this leave us with respect to neural316

interpretability?317

We return to our goals underlying the notion of "understanding" neural activity. In general, it is318

reasonable to equate the notion of "understanding neural activity" to one’s ability to predict and/or319

control the activity in ways that are deemed interpretable. Causal methods such as DAS manage to320

control NN behavior quite well as exemplified by the strong IIA in this work, and these methods321

do so through interpretable causal abstractions. However, causal methods may be limited in their322

ability to predict native neural activity. Different research objectives will place different weights on323

the importance of neural predictivity and behavioral control. In some cases, for example, we may324

wish to classify native neural activity, in which case, predictivity is potentially useful. In other cases,325

we may wish to exert influence over the computations of the NN for the purpose of AI safety or to326

characterize the space of potential computations as a means of predicting NN generalization.327

In light of classic causal mediation philosophy corroborated by more recent findings of complications328

in non-causal representational analyses, we find ourselves favoring causal methods for their ability329

to ignore computationally irrelevant NN details as shown in this work, and their ability to unify330

diverse neural systems [17, 20, 21] while providing useful ways of understanding neural mechanisms331

[11, 10]. We hesitate to diminish goals of neural predictivity, however, and we remind ourselves that332

there are no guarantees that we find satisfying, interpretable ways of understanding the complete333

complexities of NNs.334
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Figure 4: Visual depiction of the causal abstractions considered in this work.
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Figure 5: (a) The final validation interchange intervention accuracy for different causal abstractions
aligned to the same models. (b) The Earth Mover’s Distance between naturally occurring latent
vectors and intervened latent vectors (in which only the Count subspace or the Progress subspace
have been manipulated depending on the causal abstraction) in the NN’s neural space. (c) The Earth
Mover’s Distance between naturally occurring vectors and intervened vectors in the aligned space
with non-causal subspaces set to zero.
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Figure 6: (a) The final validation interchange intervention accuracy for different causal subspace
sizes. Each subspace size is used for both the Count and Phase variables from the Count Up Down
causal abstraction in each alignment. (b) The Earth Mover’s Distance between naturally occurring
latent vectors and intervened latent vectors (in which only the Count subspace has been manipulated)
in the NN’s neural space. (c) The Earth Mover’s Distance between naturally occurring vectors and
intervened vectors in the aligned space with non-causal subspaces set to zero.

A Appendix442

A.1 Model Details443

All artificial neural network models were implemented and trained using PyTorch [29] on Nvidia444

Titan X GPUs. Unless otherwise stated, all models used an embedding and hidden state size of 128445

dimensions. To make the token predictions, each model used a two layer multi-layer perceptron446

(MLP) with GELU nonlinearities, with a hidden layer size of 4 times the hidden state dimensionality447

with 50% dropout on the hidden layer. The model consisted of a single GRU recurrent cell followed448
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by an output multi-layer perceptron (MLP). We show the GRU model structure:449

ht+1 = f(ht, xt) (16)
x̂t+1 = g(ht+1) (17)

Where ht is the hidden state vector at step t, xt is the input token at step t, f is the GRU cell, and g is450

a two layer (two matrix) MLP used to make a prediction, x̂t+1, of the token at step t+ 1 from the451

updated hidden state ht+1. Models were trained using a learning rate scheduler, which consisted of452

the original transformer [35] scheduling of warmup followed by decay. We used 100 warmup steps, a453

maximum learning rate of 0.0001 , a minimum of 1e-7, and a decay rate of 0.5. We used a batch size454

of 128, which caused each epoch to consist of 8 gradient update steps.455

A.2 DAS Details456

In our experiments, we perform causal interventions on individual time steps in the sequence. We457

run the model up to a sampled timestep t in the target sequence, taking its latent representation458

at that point as the target vector, htrg
t . We do the same for the source vector, hsrc

u , at timestep u459

from a separate source sequence. We then construct hv
t using Equation 2, and continue the model’s460

predictions starting from time t, using hv
t in place of htrg

t .461

We use 10,000 intervention samples for training and 1,000 samples for validation and testing. For all462

data, we uniformly sample trial object quantities, and unless otherwise stated, we uniformly sample463

intervention time points, t and u, from sequence positions containing demo tokens or response tokens464

(excluding BOS, trigger, and EOS tokens).465

We orthogonalize the rotation matrix for OAFs using PyTorch’s orthogonal parameterization with466

default settings. We train Q with a batch size of 512 until convergence, selecting the checkpoint with467

the best validation performance for analysis. We use a learning rate of 0.001 and an Adam optimizer.468

To train the AFs, we sampled 10,000 sequence pairs for the intervention training datasets. See469

Supplement A.3.1 for more details on intervention data construction and examples. We use a learning470

rate of 0.001 and a batch size of 512. We removed models with performance below 99% to limit our471

DAS results to perfectly performing models thus simplifying our interpretations of the results. We472

chose 99% accuracy instead of 100% due to slight numerical underflow in accuracy calculations and473

due the fact that half of the Variable-Length Same-Object models would have been dropped due to474

low performance.475

A.3 Linear Alignment Functions476

To construct the W matrix used in the LAF, we use the following equation: W = (MM⊤ +477

ϵI)S. M ∈ Rdm×dm is a matrix of learned parameters initially sampled from a centered gaussian478

distribution with a standard deviation of 1
dm

, I ∈ Rdm×dm is the identity matrix, ϵ = 0.1 to prevent479

singular values equal to 0, and S ∈ Rdm×dm is a diagonal matrix to learn a sign for each column of480

X using diagonal values si,i = Tanh(ai) + ϵ(sign(Tanh(ai))) where each ai is a learned parameter481

and ϵ = 0.1 to prevent 0 values.482

A.3.1 DAS Intervention Data483

In this section we provide intervention data examples. To construct an intervention sample, we first484

sample a target sequence and a source squence and a positional index from each sequence. We485

exclude trigger tokens and beginning and end of sequence tokens from the possible positional indices.486

We then compute the values of each of the variables at the sampled indices using the specified CA for487

both the target and source. We then transfer the value of the variable of focus from the source into the488

the target variable in the CA. We then continue the CA using the new variable values to produce the489

counterfactual sequence.490

A.3.2 Up-Down Program Examples491

Count Variable: Interventions attempt to transfer the representation corresponding to the difference492

between the number of resp tokens and demo tokens. Interventions are only performed at positional493

indices corresponding to demo or resp tokens. The target sequence maintains its original object count494
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when the Count variable is changed in the demo phase. In cases where the new value exceeds the495

object count, the CA immediately produces the trigger token.496

497
Multi-Object Examples 1 2 3 4

Source Sequence BOS D1 BOS D2 D1 D1 BOS D2 D1 T R BOS D1 D3 T R R
Target Sequence BOS D3 D2 BOS D2 T R BOS D1 D2 D1 T R BOS D2

Original Labels D2 D3 T R R R R EOS EOS R R EOS D2 T R R EOS
Counterfactual D2 D3 T R R R EOS R R R EOS R EOS D2 T R EOS

Single-Object Examples 1 2 3 4
Source Sequence BOS D BOS D D D BOS D D T R BOS D D T R R
Target Sequence BOS D D BOS D T R BOS D D D T R BOS D
Original Labels D D T R R R R EOS EOS R R EOS D T R R EOS
Counterfactual D D T R R R EOS R R R EOS R EOS D T R EOS

Same-Object Examples 1 2 3 4
Source Sequence BOS C BOS C C C BOS C C T C BOS C C T C C
Target Sequence BOS C C BOS C T C BOS C C C T C BOS C
Original Labels C C T C C C C EOS EOS C C EOS C T C C EOS
Counterfactual C C T C C C EOS C C C EOS C EOS C T C EOS

498

Phase Variable: Interventions transfer the representation corresponding to the Phase of the sequence499

(whether it is counting up or counting down). Interventions are only performed at positional indices500

corresponding to demo or resp tokens.501

502
Multi-Object Examples 1 2 3 4

Source Sequence BOS D1 BOS D3 D1 D2 BOS D2 D1 T R BOS D2 D3 T R R
Target Sequence BOS D2 D1 BOS D3 T R BOS D1 D3 D1 T R BOS D2

Original Labels D3 D1 T R R R R EOS EOS R R EOS D1 T R R EOS
Counterfactual D3 D1 T R R R R EOS D2 T R EOS R R EOS R EOS

Single-Object Examples 1 2 3 4
Source Sequence BOS D BOS D D D BOS D D T R BOS D D T R R
Target Sequence BOS D D BOS D T R BOS D D D T R BOS D
Original Labels D D T R R R R EOS EOS R R EOS D T R R EOS
Counterfactual D D T R R R R EOS D T R EOS R R EOS R EOS

Same-Object Examples 1 2 3 4
Source Sequence BOS C BOS C C C BOS C C T C BOS C C T C C
Target Sequence BOS C C BOS C T C BOS C C C T C BOS C
Original Labels C C T C C C C EOS EOS C C EOS C T C C EOS
Counterfactual C C T C C C C EOS C T C EOS C C EOS C EOS

503
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Algorithm 1 One sequence step of the Up-Down Program

q ← Count
p← Phase
y ← input token
if y == BOS then ▷ BOS is beginning of sequence token

q ← 0, p← 0
return sample(D) ▷ sample a demo token

else if y ∈ D then ▷ D is set of demo tokens
q ← q + 1
return sample(D)

else if y == T then ▷ T is trigger token
p← 1

else if y == R then ▷ R is response token
q ← q − 1

end if
if (q == 0) & (p == 1) then

return EOS ▷ EOS is end of sequence token
end if
return R

Algorithm 2 One sequence step of the Increment-Up Program

m← Interval
q ← Progress
p← Phase
i← Increment
y ← input token
if y == BOS then ▷ BOS is beginning of sequence token

q ← 0, p← 0, i← 1
m

return sample(D) ▷ sample a demo token
else if (y ∈ D or y == R) and q < m then

q ← q + i ∗m
else if y == T then ▷ T is trigger token

p← 1
i← 1

q

q ← 0
end if
if (q ≥ m) and (p == 1) then

return EOS ▷ EOS is end of sequence token
else if q ≥ m and p == 0 then

return T
else if p == 0 then

return sample(D)
else

return R
end if
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