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Person re-identification (re-ID) is commonly investigated as a ranking problem. However, the performance

of existing re-ID models drops dramatically, when they encounter extreme positive-negative class imbalance

(e.g., very small ratio of positive and negative samples) during training. To alleviate this problem, this article

designs a rank-in-rank loss to optimize the distribution of feature embeddings. Specifically, we propose a

Differentiable Retrieval-Sort Loss (DRSL) to optimize the re-ID model by ranking each positive sample ahead

of the negative samples according to the distance and sorting the positive samples according to the angle

(e.g., similarity score). The key idea of the proposed DRSL lies in minimizing the distance between samples of

the same category along with the angle between them. Considering that the ranking and sorting operations

are non-differentiable and non-convex, the DRSL also performs the optimization of automatic derivation and

backpropagation. In addition, the analysis of the proposed DRSL is provided to illustrate that the DRSL not

only maintains the inter-class distance distribution but also preserves the intra-class similarity structure in

terms of angle constraints. Extensive experimental results indicate that the proposed DRSL can improve the

performance of the state-of-the-art re-ID models, thus demonstrating its effectiveness and superiority in the

re-ID task.
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1 INTRODUCTION

Person re-identification (re-ID) is the task of retrieving a person of interest across images/videos
captured from multiple non-overlapping cameras at different times or places [10, 50, 67, 70]. Ex-
isting re-ID models have achieved significant development with the help of feature representation
learning [83] and loss function design [10, 68]. The former focuses on designing superior network
architecture to extract discriminative person features [9]; while the latter tries to leverage a metric
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loss function to optimize the feature distribution [23]. Both of these two paradigms aim at minimiz-
ing the intra-class feature distance among the samples with the same identity while maximizing
the inter-class feature distance among the samples with different identities in the feature space.

Despite the success of feature representation learning, the re-ID datasets contain various in-
fluencing factors, such as person pose variations, illumination differences, occlusions, and so on.
These factors pose great challenges to current feature representation learning based re-ID models.
Recently, loss function design [14, 17, 46] has demonstrated its effectiveness to cope with these
influencing factors. Therefore, this article focuses on the loss function design in person re-ID. It
is worth noting that person re-ID is a sub-research area of the retrieval task [66] and is usually
formulated as a ranking problem. Intuitively, it is natural to use the ranking loss to train the person
re-ID models. However, the performance of these models drops dramatically, when they encounter
extreme positive-negative class imbalance during training. To tackle this problem, average pre-

cision (AP) based loss functions [4, 6, 13, 42] are proposed recently. The AP-based loss functions
have two advantages: (1) optimizing the AP directly provides consistency between training and
evaluation objectives; (2) being robust to class imbalance. However, current AP-based loss func-
tions mainly rank positive samples ahead of negative samples according to the distance in feature
embedding space, the angle relationship among positive samples is ignored.

Moreover, we have noticed that the distribution of positive samples (i.e., intra-class sample dis-
tribution) is not considered in previous AP-based loss functions [4, 6, 13, 42]. Although these meth-
ods are effective in ranking positive samples ahead of negative samples according to the distance,
the positive sample distribution has large randomness. Consequently, the distribution of positive
samples may be compact or loose. In this case, these AP-based methods cannot guarantee to ex-
plicitly preserve the effective distribution of positive samples. Recently, Wang et al. [56] pointed
out the importance of constraining the distribution of positive samples for the similarity struc-
ture. To explicitly preserve the intra-class similarity structure within each class, Wang et al. [56]
introduced the ranked list loss to force the distance of a positive pair smaller than a threshold,
which achieved the state-of-the-art performance. Therefore, it is necessary to consider the simi-
larity structure within positive samples while ranking positive samples ahead of negative samples.
Meanwhile, considering that the positive samples in feature space are not only constrained by the
relationship of distance among them but also have the angle relationship dependence to each other.
To preserve the similarity within positive samples, this article considers the angle relationship to
constrain the distribution of positive samples.

Based on this motivation, in this article, we introduce a sorting operation among positive sam-
ples in AP Loss to consider the angle relationship through the similarity scores and design a rank-
in-rank loss function to preserve a more effective similarity structure. Considering both ranking
and sorting operations are non-differentiable and non-convex, it is difficult for them to perform
the optimization with the commonly used gradient descent method directly. Therefore, we propose
a ranking-based loss function called Differentiable Retrieval-Sort Loss (DRSL), which super-
vises the person re-ID model to rank each positive ahead of all negative samples according to the
distance (Figure 1(a)) as well as to sort positive samples according to the angle, e.g., similarity score
(Figure 1(b)). The proposed DRSL minimizes the distance between samples of the same category
along with the angle between them and thus can deal with extreme positive-negative class imbal-
ance during training through a sampling strategy in small batches. Moreover, DRSL does not need
any hyper-parameter tuning and can be easily implemented into many re-ID models.

In summary, the main contribution of this article is threefold:

—To the best of our knowledge, we are among the first attempts to apply AP-based loss func-
tion to the re-ID task, and introduce the sorting operation to model intra-class similarity.
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Fig. 1. Comparison with the ranking-based loss function. Two main components are included in the figure:

(i) positive samples: green circle w.r.t the query; (ii) negative samples: red circle w.r.t the query. Given a

query and its initial ranked list, (a) ranking positive samples ahead of negative samples through the distance

delivers an effective strategy for model optimization. However, it neglects the angle relationship between

positives reflected in similarity. (b) our proposed DRSL not only tackles the case of (a) but also considers the

angle relationship (see Figure 2 (i)) by sorting positives w.r.t their corresponding continuous similarity scores.

We replace the Heaviside step function with a differentiable approximate step function that overcomes the

non-differentiable and non-convex nature of ranking and sorting operations. Best viewed in color.

—The proposed DRSL defines a ranking objective between positive and negative samples as
well as a sorting objective to prioritize positive samples w.r.t their similarity scores.

—To cope with the non-differentiable nature of ranking and sorting operations, we propose a
differentiable approximate step function to perform the optimization of automatic derivation
and backpropagation during the training phase.

The rest of the article is organized as follows: Section 2 discusses related work, Section 3
briefly reviews loss functions commonly used in person re-ID and ranking problems, the proposed
methodology is provided in Section 4, then Section 5 presents the experiments along with the
discussion and analysis, finally Section 6 concludes this article.

2 RELATED WORK

In this section, we first review some relevant works for person re-ID in Section 2.1. Then,
Section 2.2 describes some loss functions commonly used in metric learning and discusses and
analyzes the widely used losses in person re-ID. Finally, Section 2.3 discusses the optimization of
AP for vision tasks, such as object detection, information retrieval, and image retrieval.

2.1 Person Re-identification

Person re-ID is a sub-task of image retrieval [50, 55, 63, 70], which has evolved from multi-target
tracking [41, 54, 71]. It has achieved significant progress in recent years and becomes a hot research
topic in the computer vision community. The objective of person re-ID is to learn a model with the
robust discriminative ability to overcome real-world disturbances caused by variations in camera
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parameter setting, viewing point, human pose, lighting, occlusions, and so on. Existing studies on
person re-ID mainly focus on improving the discriminative ability of the re-ID model from three
perspectives: (1) feature representation learning [9, 49], which extracts global feature, local feature,
and auxiliary feature of pedestrian; (2) loss function design [18, 43], it is crucial to optimize the
feature space distribution; (3) architecture design [7, 83], it aims at achieving better re-ID features.

For feature representation learning, various person re-ID models have been proposed to extract a
global feature vector for each person in the early years. Wang et al. [52] proposed a joint learning
framework that contains two parts, namely representation (SIR) and cross-image representa-

tion (CIR) to exploit the fine-grained cues. Zheng et al. [79] treated each person’s identity (ID)
as a class and used the person ID as the label to supervise the network training. This network was
named ID-discriminative Embedding (IDE) model and later became the widely-used baseline in
re-ID community [49, 81, 82]. Furthermore, some works introduced the attention mechanism to en-
hance feature learning [9, 27, 61, 65]. However, the problem of misalignment caused by occlusions,
different human poses [48, 49], and so on, posed great challenges to the learning of global features.
To tackle these challenges, several works attempted to learn part/region aggregated features (i.e.,
local features) by using human parsing/pose estimation or roughly horizontal division [20, 75]. Re-
cently, both global and local features were considered simultaneously to obtain multi-granularity
feature representation [2, 53]. Besides, the auxiliary feature learned from attribute [29], dense se-
mantics [75], and pose [77] are usually used to reinforce the feature representation. Moreover,
Wu et al. [62] attempted to learn discriminative and view-invariant representations [60] from lim-
ited labeled training samples due to the expensive cost of exhaustively labeling. It is worth noting
that most of the above works directly used the network designed for image classification [16].

For the loss function design, the identity loss [79], verification loss [17], and triplet loss [46]
are widely used loss functions in person re-ID. Generally, most of the existing re-ID models use
identity loss and triplet-based loss for model training. The typical formulation of identity loss
is the softmax cross-entropy usually used for classification tasks. While the triplet loss and its
variants [14, 23, 72, 73] treat person re-ID as a ranking task. Besides, several works combine the
verification loss with the identity loss to optimize the re-ID performance [17, 80]. Recently, the
center loss [59] is introduced to improve the intra-class aggregability.

For the architecture design, many existing architectures [7, 28, 83] often adopt the modified
ResNet-50 originally designed for image classification as the backbone. These architectures are
made to overcome some problems in person re-ID, such as person pose variations, illumination
differences, occlusions, and so on. Recently, some efforts designing the specific re-ID network ar-
chitecture mainly focus on the two major concerns, e.g., accuracy [7, 21, 26] and efficiency [83]. To
improve the accuracy, Li et al. [26] designed the filter pairing neural network (FPNN) to handle
the problem of misalignment and occlusion. Chang et al. [7] proposed the multi-Level factorisa-

tion net (MLFN) composed of multiple stacked blocks to model latent factors at a specific level,
which concentrates on modeling discriminative and view-invariant factors of person appearance
at both high and low semantic levels. To increase the accuracy, similar to MobileNet [15] from the
viewpoint of lightweight network design, Zhou et al. [83] raised the efficient small scale network
called omni-scale network (OSNet) to achieve multi-scale feature learning. Notably, with the
increasing interest in neural architecture search (NAS), Auto-ReID [40], and CDNet [24] are
designed to provide an efficient and effective automated neural architecture design strategy.

All the above three aspects have a common objective, which is to extract robust and discrimi-
native features. It is worth noting that one key issue during the design of these models is metric
learning, which aims at optimizing the similarity or distance between feature vectors extracted
from samples.
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2.2 Metric Learning

The objective of metric learning is to construct an effective feature space that is robust to a given
task. The main idea is to construct an effective feature embedding distribution to establish similar-
ity or dissimilarity between feature vectors [14, 17, 33, 34, 46, 47, 56]. For example, Liu et al. [31] and
Schroff et al. [46] imposed a margin between positive and negative samples to improve robustness.
To explore richer structural relationships, N-pair [47] and Proxy NCA [33] built an (N+1)-tuple
all together to jointly maximize multi-class distance. However, the above methods do not fully
explore the information of all samples, i.e., only part of their information is used. To fully exploit
sample information, Wang et al. [56] proposed Rank List loss to exploit the distribution structure
of all samples (e.g., all positive and negative samples to query), which contained richer information
than the above methods. Through continuous exploration and research in the past years, signifi-
cant progress has been made in the field of metric learning.

For person re-ID, the widely used loss functions include softmax cross-entropy loss [49], con-
trastive loss [17], triplet loss [46], and center loss [59]. In the early years, the training process of
person re-ID was treated as image classification, using softmax cross-entropy loss to optimize the
similarity between samples and weight vectors. Meanwhile, person re-ID was also investigated as a
person verification problem [57, 64], i.e., discriminating whether two-person images have the same
identity or not. These works [1, 11, 80] optimize the pairwise relationship with the contrastive loss.
In addition, the process of person re-ID can also be viewed as a retrieval ranking problem. The com-
monly used triplet loss in person re-ID imposes a distance ranking between the positive sample
pair and the negative sample pair within a triplet. However, intra-class compactness in triplet loss
is ignored. In order to solve the drawbacks of the triplet loss, Luo et al. [32] imposed the center
loss to increase intra-class compactness. To improve the robustness of a metric distance under ad-
versarial attacks, Liu et al. [30] developed a generative metric learning approach. The design and
utilization of these loss functions have greatly facilitated the development of person re-ID.

Despite their remarkable success on many computer vision tasks, current loss functions for the
re-ID task easily focus on optimizing the order of positive samples with low rank at the expense
of high-rank examples. Besides, they ignore the importance of shifting ranking orders and are less
informative. Therefore, most of current loss functions actually optimize a distance metric rather
than a ranking metric (e.g., the AP commonly used in person re-ID).

2.3 Optimizing AP

The AP is an important evaluation metric in the computer vision community, e.g., object detec-
tion, information retrieval, and image retrieval. As a result, numerous works designed various loss
functions to maximize the AP directly. Here, we revisit the typical and recent works as follows.

Object Detection. To alleviate the extreme foreground-background class imbalance problem,
Chen et al. [12] replaced the classification task with a ranking task and adopted the AP-loss for
the ranking problem. Inspired by this, Oksuz et al. [35] not only revealed the limitations of AP in
the measurement of target detection tasks but also proposed a new metric, namely Localisation-

Recall-Precision (LRP). Then, the average Localisation-Recall-Precision (aLRP) Loss was
proposed both for classification and localization tasks [36]. Recently, Oksuz et al. [37] proposed
Rank & Sort (RS) Loss to explicitly model positive-to-positive interactions.

Information Retrieval. The information retrieval community has made significant progress in
optimizing AP [5, 8, 25, 39]. To closely match test-time performance measures, He et al. [22] pro-
posed the tie-aware ranking metrics for hashing, aiming at directly optimizing ranking-based met-
rics such as AP and Normalized Discounted Cumulative Gain (NDCG). Similarly, rank fusion
combined multiple sources of information into a single result set to boost retrieval performance [3].
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Image Retrieval. There are many efforts [6, 42, 56] that mainly focus on the ordering of images to
optimize AP. However, due to the non-differentiability and non-convexity of AP, its optimization
is highly challenging. To cope with this challenge, recently introduced Listwise [42], FastAP [6],
and Blackbox AP [44] linearly interpolated the non-differentiable (piecewise constant) function
optimized by differentiable histogram binning [56] or error-driven update [13]. However, these
methods can cause a similar problem with the triplet loss, i.e., optimizing the distance metric in-
stead of the ranking metric. Motivated by this, Brown et al. [4] proposed Smooth-AP to provide a
closer approximation to AP by the sigmoid function.

Although the above loss functions have achieved remarkable performance improvement, they
ignore the angle relationship among intra-class samples which is essential for the similarity metric.
In this article, we raise the intra-class angle relationship issue in the design of loss function to
optimize the AP directly.

3 ANALYSIS OF LOSS FUNCTIONS

In this section, we review and analysis the loss functions commonly used in metric learning. Here,
the training set is represented asI = {I1,I2, . . . ,IM}withM person images containingN classes,
i.e., N identities. The training image Ii can be represented by the feature embedding Xi with
annotated label Yi .

3.1 Loss Functions in Person re-ID

Contrastive Loss [17] aims at maximizing or minimize the relative pairwise distance between a
pair of samples.

Lconstr active = γi, jdi, j +
(
1 − γi, j

) [
mcon − di, j

]
+
, (1)

where di, j = | |Xi − Xj | |2 is the Euclidean distance. γi, j is the label indicator, e.g., γi, j = 1 when Xi

and Xj are the same class, otherwise γi, j = 0.mcon means a margin parameter. [x]+ ismax (x , 0).

Triplet Loss [46] has a series of triplets {Xi ,Xj ,Xk }, where anchorXi and positiveXj are the same
class, Xk belongs to another class. The Triplet Loss is used to pull the distance di, j while pushing
the distance di,k simultaneously to keep a fixed margin mtr i .

Ltr iplet =
[
di, j − di,k +mtr i

]
+
. (2)

Quadruplet Loss [14] also has a negative sample different from Triplet Loss, i.e., Xm and Xn .

Lquadruplet =
[
di, j − di,m +m1

]
+
+
[
di, j − di,n +m2

]
+
, (3)

wherem1 andm2 correspond to the two margins.

Center Loss [59] can compensate for intra-class aggregability and inter-class distinguishability.
The Center Loss effectively reflects the variation within the intra-class.

Lcenter =
1

2

B∑
i=1

| |Xi − CYi
| |22 , (4)

where B is the batch size number and CYi
represents the Yi th class center of feature embeddings

in a mini-batch.

3.2 Ranking Based Loss Functions

N-pair [47] considers the influence of negative samples and classes. The N-pair attempts to find
out a positive sample from N samples of N classes, i.e., one positive sample from the positive
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class andN − 1 negative samples from the negative class (each negative class corresponds to one
negative sample).

LN−pair = log
⎧⎪⎪⎨⎪⎪⎩

1 +
∑

k�i,k�j

exp
(
X�i Xk − X�i Xj

)⎫⎪⎪⎬⎪⎪⎭
, (5)

where Xi and Xj denote the anchor and positive sample, respectively. {Xk ,k � i,k � j} are the
negative samples.

Proxy-NCA [33] allocates a proxy to each class for the sampling problem. The proxy denotes the
closest point to all samples with the same class label.

LProxy−N CA = log
exp
(
−di, j

)
∑

k ∈K exp
(−di,k

) , (6)

where K indicates the proxy set of negatives, di, j and di,k are the Euclidean distance with respect
to the anchor and the proxies of positive and negative samples, respectively.

Lifted-Structure [34] pulls one positive sample as close as possible to the anchor sample while
pushing all negative samples.

LLif ited =
1

2|P|
∑

(i, j )∈P

⎧⎪⎪⎨⎪⎪⎩
di, j + log

⎧⎪⎪⎨⎪⎪⎩
∑

(i,k )∈N

exp
(
m − di,k

)
+
∑

(i,l )∈N
exp
(
m − di,l

)⎫⎪⎪⎬⎪⎪⎭
⎫⎪⎪⎬⎪⎪⎭+

, (7)

where P and N represent the set of positive and negative pairs, respectively. {·} is the hinge
function.

Ranked List [56] utilizes not only all negative samples, but also all positive ones.

LRankedListed = λ
∑

k�i,k�j

wn
i,k∑

k�i,k�j wi,k
Lm (Xi ,Xk )

+
1

|P |
∑
j�i

Lm

(
Xi ,Xj

) , (8)

where λ constraints on the balance among positive and negative sets. wn
i,k
= exp

(
T · (α − di,k

))
and T are the temperature parameter that determines the weighted degree of negative examples.
In addition, Lm (Xi ,Xj ) = (1 − yi, j )[α − di, j ]+ + yi, j [di, j − (α −m)]+. Where yi, j is 1 if Yi = Yj ;
otherwise, its value is 0.

3.3 AP Based Loss Functions

Inspired by image retrieval, many works were proposed to directly optimize the AP through the
ranking list of queries [4, 6, 42]. We review and analyze the representative loss functions as fol-
lows.S

FastAP [6] approximately optimizes AP via distance quantization to reduce the complexity and
improve the efficiency.

FastAP =
∑
z∈Z

F (z | R+) P (R+)

F (z)
P
(
z | R+), (9)

where R+, (R−) ⊂ R denotes the (non) neighbor set of query. F (z) = P (Z < z) denote the cumula-
tive distribution function forZ. P (R+) denote prior probabilities. The finite setZ = {z1, z2, . . . , zL }
is quantized in the interval [0, 2].
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Fig. 2. Comparison among commonly used loss functions in re-ID model ((a)–(d)) and ranking-based loss

functions ((e)–(h)). Different shapes (square, triangle, and circle) represent different classes. All shapes are

feature embedding vectors in a min-batch, where dashed ones present proxies. It should be noting that all loss

functions have the same objective, i.e., to pull the intra-class distance while pushing the inter-class distance.

(a) The contrastive loss associates different pairs to separate different classes, but it limits discriminability

for multiple classifications. (b) The triplet loss and (c) The quadruplet loss both associate the anchor with

positive and negative samples without considering their hardness. (d) The purpose of the center loss is to

increase the intra-class compactness. (e) The N-pair loss, (f) the proxy NCA loss, and (g) the lifted structure

loss shares a common characteristic in that one positive sample and multiple negative samples from multiple

classes are considered simultaneously. For the N-pair loss, there is only one sample from each class, whether

positive or negative. The proxy NCA loss considers the relationship between the anchor and negative proxies

rather than negative samples. Lifted Structure loss considers all negative samples. However, these three loss

functions fail to utilize all data in the batch. (h) The ranked list loss not only exploits all negative examples

but also makes use of all positive ones. (i) In addition to considering all positive and negative samples, our

DRSL further explores the angle relationship among intra-class samples which is essential for the similarity

metric. Best viewed in color.

Listwise [42] takes advantage of the recent listwise loss to use the histogram binning method to
reformulate AP [51].

mAPQ (D,Y ) =
1

B

B∑
i=1

APQ

(
d�i D,Yi

)
, (10)

where APQ is the quantized AP, and the loss function is defined as LListwise = 1 −mAPQ (D,Y ).

Smooth-AP [4] optimizes a smoothed approximation of AP.

LSmooth−AP =
1

m

m∑
k=1

(1 −APk ), (11)

wherem is the number of a retrieval set.
Figure 2 illustrates and compares the above loss functions widely used in person re-ID tasks and

ranking tasks. The proposed DRSL is a ranking-based loss function, which uses all samples in a
batch to directly optimize the ranking metric (e.g., AP) instead of the distance metric. Besides, the
DRSL considers the intra-class angle relationship to preserve the similarity structure.

4 METHODOLOGY

Using a ranking-based loss function is attractive in many computer vision tasks, e.g., triplet-based
loss in face recognition and image retrieval tasks. In recent years, some researchers [6, 42] have
designed loss functions directly based on the metrics for performance measures. However, it
is difficult for ranking operation due to its non-convexity and non-differentiability properties.
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Fig. 3. The framework of the proposed DRSL. It simultaneously considers all the person images in a batch and

optimizes the ranking and sorting relationships of these images in the feature space, thus directly improving

the AP computed from these images.

Figure 3 shows the framework of the proposed DRSL. Below, the definition of the person re-
ID task and some notations are firstly introduced. Then, the details of the retrieval precision

(RP) loss and sort precision loss involved in the proposed DRSL are presented. Finally, we de-
scribe the differentiable approximate step function and provide the final formulation of Differen-

tiable Retrieval-Sort loss (DRSL). Note that all operations and modifications are made on the
loss function of the person re-ID model without changing the backbone architecture and other
branches.

4.1 Person re-ID Task

During the person re-ID training process, given the training set I = {I1, I2, . . . , IN } with N person
images containing M classes, i.e., M person identities. Each image in the training set I can be used
as a query for the person re-ID. For each query instance Iq , the rest of the training set I with N − 1
images can be regarded as a gallery Gq w.r.t the query Iq and the gallery Gq can be divided into
the positive Pq (e.g., the same identity with Iq ) and negativeNq (e.g., a different identity to Iq ) sets.
Note that different query corresponds to different positive and negative set.

In our framework, each training person image Ii ∈ I is represented by a feature embedding Xi

with label Yi ∈ Y ,Y = {Y1,Y2, . . . ,YM }. During training and testing phase, the output of CNN
model in Figure 3 is a feature embedding set (X1

q ,X2
q , . . . ,XN−1

q ) for each query Iq . It is worth not-

ing that for each sample G j
q in the gallery Gq w.r.t the query I i

q will be assigned a binary labelyi, j ∈
{0, 1} depending on whether G j

q is the same identity with I i
q or not.

The person re-ID task indicates that positive samples should be ranked ahead of negative sam-
ples according to their distance. In this article, we directly optimize the evaluation metric (e.g., the
AP evaluation metric in re-ID), thus providing the consistency between training and evaluation
objectives.
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4.2 Retrieval Precision Loss

AP is one of the most commonly used evaluation metrics in various computer vision tasks. In the
proposed DRSL, the optimization is also conducted based on AP, and we call it RP. Next, transfor-
mation operations are required for our RP. For a query I i

q , the distance set of all gallery Gq needs

to be computed. In our design, we use the Euclidean distance (other distance metrics can also be
used).

DG =
{
di, j

q = | |Xi
q − X

j
q | |2, j = 1, . . . ,N − 1

}
, (12)

where DG = DP ∪ DN , and DP = {di,ψ
q ,∀ψ ∈ Pq }, DN = {di,σ

q ,∀σ ∈ Nq } are the positive and

negative distance sets, respectively, Xi
q refers to the query feature embedding, and X j

q refers to

gallery feature embedding. Then, the difference transformation transfers the distance di, j
q to the

difference form
∀j,k, zj,k = −

(
di, j

q − di,k
q

)
. (13)

Then, we define Γ(·) as the primary term of the RP-loss

Γj,k (z) =
H (zj,k )

1 +
∑

l ∈P∪N ,l�k H (zj,l )
= Γj,k, (14)

whereH (·) is the Heaviside step function:

H (z) =
⎧⎪⎨⎪⎩

1 z ≥ 0

0 z < 0
. (15)

Next, the RP of query I i
q can be formulated as

RP i
q =

1

|DP |
∑

j ∈DP

R (j,DP )

R (j,DG ) , (16)

where R (j,DP ) and R (j,DG ) refer to the rankings of the query I i
q in P and G, respectively. The

ranking function R (·, ·) can be formulated as

R (j,D) = 1 +
∑

k ∈D,k�j

H
(
zj,k

)
. (17)

Finally, the RP-loss LRP can be formulated as

LRP = 1 − RP i
q = 1 − 1

|DP |
∑

j ∈DP

R (j,DP )

R
(
j,DG

)

= 1 − 1

|DP |
∑

j ∈DP

1 +
∑

k ∈DP ,k�j H
(
zj,k

)
1 +
∑

k ∈DG,k�j H
(
zj,k

)

=
1

|DP |
∑

j ∈DP

∑
k ∈DN

Γj,k =
1

|DP |
∑
j,k

Γj,k · yj,k

. (18)

4.3 Sort Precision Loss

In order to supervise the CNN model to constrain the angle relationship between feature embed-
dings by considering the similarity scores of gallery w.r.t the query, we introduce another task
that aims at sorting the distance set di

q in descending order w.r.t continuous labels si
q ∈ [0, 1]. si

q is
formulated as follows:

SG =
⎧⎪⎪⎨⎪⎪⎩
si
q =

〈 Xi
q


Xi
q




·
X j

q




X j
q





〉
, j = 1, . . . ,N − 1

⎫⎪⎪⎬⎪⎪⎭
, (19)
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where SG = SP ∪ SN , and SP = {si,ψ
q ,∀ψ ∈ Pq }, SN = {si,σ

q ,∀σ ∈ Nq } are the positive and
negative similarity sets, respectively. Then, the Sort Precision loss can be defined as follows:

LSP =
1

|DP |
∑

j ∈DP

∑
k ∈DP

H
(
zj,k

)
(1 − si,k

q )

R (j,DP )
. (20)

For j ∈ DP , LSP penalizes the positive samples with similarity scores larger than si
q by the

average of their inverted labels, 1 − si
q . Here, LSP is essentially a measure of sorting errors.

4.4 Differentiable Approximate Step Function

The Heaviside step function described in Equation (15) is non-differentiable. Thus, it can not be
optimized along with the person re-ID model in the training phase. To solve this problem, we
propose to perform a step operation with an approximate step function:

Ĥ (x ) =
1

1 + e−T x
, (21)

where T is the temperature adjusting the sharpness. This approximate step function behaves sim-
ilar to the Heaviside step function but is differentiable, thus it can be optimized along with the
person re-ID model in the training phase.

4.5 Differentiable Retrieval-Sort Loss

The DRSL LDRSL can be expressed as the sum of the RP loss LRP and the sort precision loss LSP :

LDRSL = LRP + βLSP , (22)

where β controls the balance between ranking and sorting operations. β is set to 0.0005 empirically.

5 EXPERIMENTS

In this section, we would like to comprehensively evaluate the effectiveness and superiority of
our DRSL loss on three different datasets. Firstly, we describe the datasets and evaluation metrics
in Section 5.1. Secondly, Section 5.2 represents the implementation details. Thirdly, Section 5.3
performs the ablation study. Next, Section 5.4 conducts the discussion and analysis, and Section 5.5
shows the visualization results. Finally, Section 5.6 discusses and analyzes our method.

5.1 Datasets and Evaluation Metrics

We assess the proposed DRSL on three large-scale person re-ID datasets that are commonly used
in the person re-ID community. These datasets are: Market-1501, CUHK03, and MSMT17. The
statistics of the three datasets are shown in Table 1. We have counted the number of person ID
and images (Img) in the training set, as well as the number of queries (Query) and gallery (Gallery)
in the testing set for each dataset. We use the cumulative matching characteristic (CMC) [19]
and mean average precision (mAP) [78] as the evaluation metrics to measure the performance
of re-ID models.

—Market-1501 [78] is collected by a total of 6 different cameras at Tsinghua University. This
dataset has 32,668 labeled bounding boxes of 1,501 identities acquired by the DPM detector.
Specifically, the training set contains 12,936 pedestrian images with 751 identities; while the
testing set contains 3,368 query images and 19,732 gallery images with the rest 750 identities.
Currently, it is the most widely used dataset.

—CUHK03 [26] is collected at Chinese University of Hong Kong via 10 (five pairs) different
cameras. This dataset contains 14,096 images of 1,467 identities labeled by the human and
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Table 1. Statistics of Training/Testing Set on Market-1501, CUHK03,

and MSMT17 (# ID: Number of Person Identities, # Img: Number of

Training Images, # Query: Number of Query, # Gallery:

Number of Gallery)

Dataset
Training Testing

# ID # Img # Query # Gallery

Market-1501 [78] 751 12,936 3,368 19,732
CUHK03 [26] 767 14,733 2,800 10,660
MSMT17 [58] 1,041 30,248 11,659 82,161

the DPM detector. The training and testing sets contained 767 and 700 identities respectively.
It contains 14,733 images for training, 2,800 query images and 10,660 gallery images for test-
ing. We adopt the novel training/testing protocol proposed in [82], and we use the detected
images for our evaluation in this article.

—MSMT17 [58] contains 126,411 person images with 4,101 identities, where 1,041 identities
are used for training and 3,060 identities are used for testing. Totally, 15 different cameras
were used, including 12 outdoor cameras and three indoor cameras. All the bounding boxes
of person images are acquired by the Faster R-CNN detector. Compared to Market-1501 and
Duke-reID, it has more complicated scenarios.

5.2 Implementation Details

Our method is implemented using the Pytorch framework [38] based on BagTricks [32], and all
the experiments are based on ResNet-50 backbone. For each training image, it is augmented by
random horizontal flip and random erasing. And all input images are resized to 256 × 128 and
padded with 10. We use a pre-trained ResNet-50 model (trained on ImageNet [16]) to initialize the
parameters of the model. The Adam optimizer and global features are used in our experiments.
The mini-batch size is 64, which contains 16 identities and four images for each identity. For all
experiments, we set the epoch to 120 andT to 10. The initial learning rate l (t ) at epoch t is adjusted
as follows.

l (t ) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

3.5 × 10−4 × t
10 t ≤ 10

3.5 × 10−4 10 < t ≤ 40

3.5 × 10−5 40 < t ≤ 70

3.5 × 10−6 70 < t ≤ 120

. (23)

5.3 Comparison with the State-of-the-art re-ID Models

We compare the proposed DRSL with 14 representative metric learning-based re-ID models. The
results are shown in Table 2. Obviously, we can find that the proposed DRSL achieves consistent

performance improvement on all datasets. We can see that the Baseline and Baseline† show a good
performance on Market-1501 and MSMT17. Although our method has a very small performance
degradation on Rank-1, it does have a significant improvement on mAP. It is a reasonable result
for two reasons: (1) For simplicity, we add our loss function directly on Baseline without any fine-
tuning; (2) Our method strives to optimize the overall mAP rather than Rank during the training
process. Specifically, compared with the Baseline [32], we obtained 0.8% and 3.1% performance im-
provement in mAP on Market1501 and MSMT17, respectively. More importantly, We can achieve
11.5%/10.1% Rank-1/mAP performance improvement on CUHK03. Besides, with center loss, we can
achieve significant performance improvement on three datasets due to the clustering property of
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Table 2. Comparisons with the State-of-the-art Person Re-ID Models

on Market1501, CUHK03 (Detected), and MSMT17

Method
Market-1501 CUHK03 (detected) MSMT17

R1 R5 R10 mAP R1 R5 R10 mAP R1 R5 R10 mAP
IDE (R)+XQDA+k-reciprocal [82] CVPR’17 75.1 – – 61.9 34.7 – – 37.4 – – – –
IDE (R)+KISSME+k-reciprocal [82] CVPR’17 77.1 – – 63.6 – – – – – – – –
IV-reID [80] TOMM’17 79.5 – – 59.9 49.9 – – 44.6 – – – –
TriNet [23] arXiv’17 84.9 94.2 96.2 69.1 50.5 – – 46.5 56.9 72.7 78.4 26.9
ECN (rank-dist) [45] CVPR’18 82.3 – – 71.1 27.3 – – 30.2 – – – –
PSE+ ECN (rank-dist) [45] CVPR’18 90.3 – – 84.0 27.3 – – 30.2 – – – –
AWTL [43] CVPR’18 89.5 – – 75.7 – – – – – – – –
PCB [49] ECCV’18 92.3 96.9 98.2 77.3 59.7 – – 53.2 68.2 81.3 85.6 41.1
HPM [18] AAAI’19 94.2 97.5 98.5 82.7 63.9 79.7 86.1 57.5 – – – –
CG+MB [74] CVPRW’19 92.6 97.4 – 78.3 59.9 – – 53.3 – – – –
CE-FAT [73] CVPRW’20 89.4 95.6 97.1 73.1 – – – – 69.4 81.5 85.6 39.2
HCTL [76] TMM’20 93.8 97.8 98.6 81.8 – – – – 74.3 84.7 87.9 43.6
EDL [69] Neurocomputing’21 93.3 – – 83.6 65.9 – – 63.6 – – – –
CBDB [50] TCSVT’21 94.4 – – 85.0 76.6 – – 72.8 – – – –
Baseline 94.1 98.0 98.9 85.4 59.6 79.3 86.4 57.7 72.3 84.2 87.8 48.3
Baseline + DRSL (our) 94.1 97.9 98.6 86.2 71.1 84.4 90.1 67.8 73.7 86.2 89.6 51.4
Baseline + DRSL (our) (Re-ranking) 95.0 97.4 98.2 93.4 75.1 84.2 89.7 76.5 79.7 87.2 89.5 68.6

Baseline† 94.2 98.1 98.8 85.9 60.4 79.4 87.0 58.6 72.0 83.9 87.5 48.2

Baseline† + DRSL (our) 93.9 97.7 98.6 86.3 72.0 85.6 92.0 69.1 73.1 85.7 89.3 51.0

Baseline† + DRSL (our) (Re-ranking) 95.2 97.4 98.2 93.5 81.5 86.8 92.4 82.8 79.0 87.0 89.5 68.1

The results in bold indicate the best performance. No results are listed as “–”. Baseline means BagTricks [32] without

center loss and Baseline† represents BagTricks with center loss. “Re-ranking” denotes the method with re-ranking

operation in the testing phase. All methods rely on a standard convolutional backbone (generally ResNet-50).

Table 3. Impacts of Different Parameters: Temperature T , Size of Positive Set During

Mini-batch Sampling |P |, and Batch Size B

T
Market-1501 CUHK03 (detected)
R1 mAP R1 mAP

1 93.0 84.2 64.4 61.2
10 94.4 86.2 71.1 67.8
100 93.2 84.5 73.3 69.9
1000 87.6 72.7 49.4 47.5

|P | = 4, B = 64

|P | Market-1501 CUHK03 (detected)
R1 mAP R1 mAP

4 94.4 86.2 71.1 67.8
8 93.9 86.1 73.3 69.9
16 93.8 85.3 77.1 74.1
32 90.6 77.5 52.4 52.2

T = 10, B = 64

B Market-1501 CUHK03 (detected)
R1 mAP R1 mAP

32 93.7 84.9 63.3 62.0
64 94.4 86.2 71.1 67.8
128 93.0 84.2 68.6 65.7
256 92.5 82.8 65.9 62.4

T = 10, |P | = 4

The results in bold indicate the best performance.

center loss. In addition, we have also added the re-ranking performance of our method, which fur-
ther improves performance significantly. It is obvious that our method impressively outperforms
the state-of-the-art on three datasets when re-ranking operation is added.

5.4 Ablation Study

To investigate the impact of different hyper-parameter settings of the proposed DRSL, e.g., the
temperatureT , the size of the positive set |P |, and batch size B, we conducted ablation studies on
Market-1501 and CUHK03. Note that we only changed one parameter at a time. The experimen-
tal results are shown in Tables 3 and 4, respectively. In addition, we included additional ablation
studies on contrastive loss in Table 5.

Impact of temperature T . In Table 3, we can find that Rank-1 and mAP achieve the best per-
formance when the value of T is 10 on Market-1501 and is 100 on CUHK03. The gradient of the
approximate step function and AP’s optimization achieved the tradeoff. The main reason lies in
the fact that this value corresponds to a very small interval on the approximate step function,
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Table 4. Ablation Study for the Impact of Two Components in our Method

on the BagTricks Baseline

Method LRP LSP
Market-1501 CUHK03 (detected)

R1 mAP R1 mAP

Baseline ✗ ✗ 94.1 85.4 59.6 57.7

✓ ✗ 94.1 86.0 68.9 66.6
✗ ✓ 94.0 85.7 61.6 59.2Ours
✓ ✓ 94.4 86.2 71.1 67.8

We use ResNet-50 as our default backbone.

The results in bold indicate the best performance.

Table 5. Comparison with Some Methods on Contrastive Loss for re-ID

Method
Market-1501 CUHK03 (detected)

R1 mAP R1 mAP

IDLA [1] – – 45.0 –
IV-reID [80] 79.5 59.9 49.9 46.6
DTL [11] 83.7 65.5 – –

Baseline 94.1 85.4 59.6 57.7
Baseline + DRSL (our) 94.4 86.2 71.1 67.8

Baseline + C 94.1 85.2 61.9 62.4
Baseline + DRSL + C 93.9 86.3 67.4 65.9

Note that “C” denotes the contrastive loss, respectively. The results in bold indicate

the best performance. No results are listed as “–”.

which induces effective re-ranking gradients. In essence, the temperature T can be viewed as the
inter-class margin, which helps to improve the generalizability of the model [46].

Impact of positive set |P |. As shown in Table 3, |P | indicates the number of instances per person
identity in a mini-batch. We can find that the Rank-1 and mAP achieve the best performance when
|P | = 4 on Market-1501 and |P | = 16 on CUHK03. If |P | is larger, the number of classes sampled
in a min-batch is smaller, and the sampling of hard negative samples becomes more difficult. In
other words, the larger the number of classes in a min-batch, the closer it is to the real gallery
setting, allowing each training iteration to enforce a more optimally structured feature space.

Impact of batch size B. Table 3 shows that B = 64 results in the highest Rank-1/mAP accuracy.
Theoretically, larger batch sizes should result in better Rank-1/mAP because of more chance of
sampling hard negative samples in the batch. However, the results in Table 3 did not meet the
expectation. The main reason may lie in that a larger batch size brings more hard negative samples,
but is not conducive to the optimization of triplet and softmax cross-entropy loss functions.

Impact of each Loss Function. We investigate how to make theLRP andLSP interact efficiently
for joint optimization. The comparative results are illustrated in Table 4. (1) Compared to LRP ,
LSP has very limited performance gains in Rank-1/mAP accuracy. This is because most of the
intra-class samples share a similar structure, i.e., the angle differences between the feature vectors
are small. LSP plays an auxiliary optimization, and its weight β is set to 0.0005 in our experiments.
(2) LDRSL provides performance improvements compared to LSP and LRP separately.

Comparison with Contrastive Loss. Person re-ID could be investigated as a verification prob-
lem. Some works [1, 11, 80] have improved the performance of re-ID models by imposing the
contrastive loss. To investigate whether the contrastive loss could improve the performance of
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Fig. 4. Illustration of the retrieval ranking list of person samples in the top-10 on Market-1501, CUHK03, and

MSMT17 datasets. The images in the first column are the query images. The retrieved images are sorted in

descending order from left to right according to the similarity score. The correct matches are in the green

boxes, and the false matching images are in the red boxes.

our method, we also add the contrastive loss to our method. The quantitative results are shown
in Table 5. By adding the contrastive loss, the baseline and our method have similar performance
on Market-1501, and the baseline achieves some performance improvement (i.e., 2.3%/4.7% Rank-
1/mAP) on CUHK03. However, the introduction of the contrastive loss significantly decreases the
performance of our method on CUHK03 (i.e., 3.7%/1.9% Rank-1/mAP performance degradation).
Meanwhile, the performance of our method (Baseline + DRSL) is better than that of our method
added with contrastive loss (Baseline + DRSL + C). Therefore, the contrastive loss can improve
the performance of the baseline on CUHK03; while it decreases the performance of our method
on CUHK03. It should be noted that our method achieves the best performance, as shown in
Table 5. The key of our method is to globally optimize the ranking of all samples, while the
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contrastive loss is to optimize the local pairwise relationships of the samples. In this case, as the
performance of the baseline is already high on Market-1501, it is difficult to achieve the perfor-
mance improvement using the contrastive loss. However, due to the challenging nature of CUHK03
(detected), the performance of the baseline still leaves much room for the performance improve-
ment. Therefore, it is reasonable that using the contrastive loss or our method could improve the
performance on CUHK03. Also, due to the local optimization of the contrastive loss that may lead
the model to be sub-optimal, it makes sense that adding the contrastive loss to our method would
lead the performance to degrade on CUHK03.

5.5 Visualization Results

In Figure 4, the visualization results of our method are shown on Market-1501, CUHK03, and
MSMT17 datasets, respectively. Figure 4 presents some retrieval ranking lists of person samples.
The images in the first column are the query images. The retrieval of person images is sorted in
descending order according to similarity score (from left to right in the ranking list). As we can
see, most ground-truth candidate person images are correctly retrieved. Although our method
retrieves some false candidate cases that are in the second row on Market-1501 and are in the
eighth and ninth columns on MSMT17, we find that it is a reasonable prediction since the person
with similar clothes is similar to the query. Our proposed method yields 95.0%, 75.1%, and 79.7%
Rank-1, 93.4%, 76.5%, and 68.6% mAP on Market-1501, CUHK03, and MSMT17, respectively. And
our method outperforms the state-of-the-arts.

5.6 Discussion and Analysis

In the above experimental results, there are still some points that need to be further investigated.
The proposed DRSL outperforms all representative metric learning-based methods on three person
re-ID datasets, i.e., Market-1501, CUHK03, and MSMT17, with limited performance improvement.
The main reason lies in that the current performance of the baseline has arrived at a bottleneck
with global features. Discriminative features need to be combined to assist further performance im-
provement. In addition, due to the challenging nature of CUHK03 and MSMT17, these two datasets
still have many issues worth investigating to improve performance.

6 CONCLUSIONS

In this article, we proposed a ranking-based loss function DRSL to optimize person re-ID models.
Different from existing ranking-based loss functions, the proposed DRSL not only ranks positive
samples ahead of negative samples but also sorts positive samples w.r.t. their similarity scores to
preserve useful similarity structure. With DRSL, we utilized a simple and loss-value-based heuristic
to constrain the distance between positive samples and negative samples as well as to maintain
the intra-class similarity metric. Besides, the discussion and analysis of the proposed DRSL are
provided to illustrate its effectiveness. Experimental results on three commonly used person re-
ID datasets validate that the proposed DRSL consistently improves performance and significantly
simplifies the training process.
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