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ABSTRACT

The performance of neural network models deteriorates due to their unreliable
behavior on corrupted input samples and spurious data features. Owing to their
opaque nature, rectifying models to address this problem often necessitates ar-
duous data cleaning and model retraining, resulting in huge computational and
manual overhead. This motivates the development of efficient methods for rec-
tifying models. In this work, we propose leveraging rank-one model editing to
correct model’s unreliable behavior on corrupt or spurious inputs and align it with
that on clean samples. We introduce an attribution-based method for locating the
primary layer responsible for the model’s misbehavior and integrate this layer lo-
calization technique into a dynamic model editing approach, enabling dynamic
adjustment of the model behavior during the editing process. Through extensive
experiments, the proposed method is demonstrated to be effective in correcting
model’s misbehavior observed for neural Trojans and spurious correlations. Our
approach demonstrates remarkable performance by achieving its editing objective
with as few as a single cleansed sample, which makes it appealing for practice.

1 INTRODUCTION

Neural network models exhibit unreliable behaviors in adapting to inherent or deliberately intro-
duced data distribution shifts (Arjovsky et al., 2019; Lapuschkin et al., 2019; Gu et al., 2019). Such
shifts; resulting from, e.g., spuriously correlated features or backdoor triggers, can misguide a model
and alter its behavior from the correct decision-making pathway (Ye et al., 2024; Gu et al., 2019).
This compromises model reliability and robustness. Due to the inherent opacity of deep models,
primary strategies for correcting such unreliable behavior involve data cleaning and model retrain-
ing (Ross et al., 2017; Schramowski et al., 2020; Anders et al., 2022). However, these techniques ne-
cessitate both labor-intensive manual data scrutiny and substantial computational overheads (Brown
et al., 2020; Achiam et al., 2023; Touvron et al., 2023). Consequently, efficient techniques for cor-
recting unreliable model behaviors emerge as a critical requirement for enhancing their reliability
and sustaining the performance of developed models.

This paper investigates efficient correction of unreliable model behavior through rank-one edit-
ing (Bau et al., 2020). Originally proposed for editing generative rules encoded by generative
models (Bau et al., 2020; Tewel et al., 2023), rank-one model editing has garnered attention for
its ability to revise model prediction rules. Expanding on this notion, recent works have adapted this
editing approach for domain adaptation in discriminative models (Santurkar et al., 2021; Raunak &
Menezes, 2022). However, we formally pinpoint two key challenges when applying rank-one editing
to domain adaptation, which inevitably lead to diminished model performance and necessitate labor-
intensive data preparation (details in § 4.1). In contrast, we establish that rank-one model editing is
well-suited for correcting unreliable model behavior as it intrinsically sidesteps these challenges. To
this end, we propose model editing for misbehavior correction with cleansed samples.

Current research on model editing often focuses on editing the deepest feature extraction layer, lever-
aging its high-level feature encoding capabilities (Santurkar et al., 2021; Raunak & Menezes, 2022).
However, our investigation reveals that editing different layers of a model leads to significantly dis-
tinct performances. Hence, to locate the layer primarily responsible for the unreliable behavior of
the model, we analyze the model’s prediction attributions across all its internal layers, comparing
predictions for the corrupt samples to those for the cleansed samples. We find that the layer mainly
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Figure 1: Given the original sample labeled as Agama, i.e., class y, the Trojaned model can correctly
classify this sample. However, it misclassifies the poisoned sample containing a trigger as Tench, i.e.,
class ỹ. Attribution maps with Pearson Correlation Coefficients (PCCs) and predictive confidence
for the vanilla model, fine-tuned model, and model edited with our approach are provided.

Our method restores the correct label by assigning appropriate attributions to the correct object.

responsible for the unreliable behavior can be identified by assessing attributions focusing on the
editable parameters of the layer. We introduce a dynamic model editing technique which leverages
this layer localization mechanism. Our technique facilitates dynamic selection of the layers during
the editing process, further enhancing the efficacy of model editing. Figure 1 shows a representative
example showcasing the abilities of our approach in correcting the model decision for a manipu-
lated sample, as evidenced by the attribution maps, Pearson Correlation Coefficients (PCCs), and
confidence scores.

The efficacy of our approach is established through experimentation for two well-known model vul-
nerabilities; namely neural Backdoors/Trojans (Chen et al., 2019b) and spurious correlations (Ye
et al., 2024), using CIFAR (Krizhevsky et al., 2009) and ImageNet (Russakovsky et al., 2015)
datasets. Experimental evaluations highlight our method’s performance, offering an excellent trade-
off between model performance and the number of utilized cleansed samples. Notably, our method
also achieves high performance with only one cleansed sample. We also extend our assessment to
the real-world problem of skin lesion analysis using the ISIC dataset (Codella et al., 2019), thereby
illustrating the broader applicability of our approach in practical settings. The key contributions of
this paper can be summarized as follows.

1. It introduces the unique concept of leveraging rank-one editing for rectifying model misbehavior
resulting from neural Trojans and spurious correlations.

2. It proposes an algorithmic method for suspect layer localization, leveraging the notion of attribu-
tions, to identify the primary layer responsible for model unreliabilities.

3. It devises a dynamic model editing framework incorporating the proposed suspect layer localiza-
tion method. Efficacy of the approach is verified extensively across diverse datasets.

2 RELATED WORK

Unreliable Model Behaviors. Despite their impressive performance, neural network models have
been found to exhibit numerous unreliable behaviors that lead to incorrect predictions on corrupted
samples. For instance, the existence of spurious correlations, also known as Clever Hans behav-
ior (Pfungst, 1911), pose a substantial threat to the reliability of these models. A range of spuri-
ously correlated features have been identified including object backgrounds (Xiao et al., 2020), hair
color (Sagawa et al., 2019) and colored patches (Gutman et al., 2016). In addition to inherent bias,
training data can be intentionally poisoned by mislabeling samples and adding trigger patterns to
mislead model predictions (Gu et al., 2019). More attacks (Chen et al., 2019b; Li et al., 2021b;
Turner et al., 2019) are proposed to implant invisible triggers for concealed backdoors. Adversar-
ial attacks have demonstrated a significant capacity to alter model predictions (Goodfellow et al.,
2015; Madry et al., 2018). However, their practical applicability is often constrained by the neces-
sity of full access to the target model. Consequently, this paper focuses specifically on investigating
backdoor attacks and spurious correlations, recognizing their significant impact on undermining the
security of deep learning models.

Model Explaining and Diagnosis. Various techniques have been proposed to explain and diagnose
the vulnerable behaviors of deep models. Attribution methods, such as InputGrad (Simonyan et al.,
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2014), GradCAM (Selvaraju et al., 2017) and IG (Sundararajan et al., 2017), assign importance
to each input feature to provide explanations for model predictions, which are widely utilized for
visually inspecting model behavior (Lapuschkin et al., 2019; Li et al., 2021b). Other efforts (La-
puschkin et al., 2019; Anders et al., 2022) are also made to diagnose unreliable behavior in trained
models. For instance, SpRAy (Lapuschkin et al., 2019) analyses heatmaps of training samples to
identify Clever Hans behaviors. Anders et al. (2022) proposed A-ClArC and P-ClArC to prevent the
propagation of artifact signals. Similarly, the statistics of internal activations are also widely used
in revealing backdoor Trojaning (Tran et al., 2018; Hayase et al., 2021; Qi et al., 2022). Despite
the availability of various techniques for detecting model unreliability, efficiently and effectively
addressing the identified issues remains a significant challenge.

3 PRELIMINARY

Model editing (Bau et al., 2020; Meng et al., 2022) focuses on editing a specific model prediction
rule while preserving the learned rules. When examining the l-th layer of a model f , an input sample
x is mapped to a feature map fl(x). The mapped features fl(x) are recognized for their capability
to encapsulate semantic concepts in the representation space (Anderson, 1972; Kohonen, 2012).
This understanding is extended to characterize a layer as a linear associative memory. Specifically,
assuming a location of the input feature fl−1(x) to be a “key” k ∈ Rn, the weights W ∈ Rm×n

within the l-th layer map this key k to a “value” v ∈ Rm of output features, achieved through
the operation v = Wk. Considering a finite set of key-value pairs K = [k1, k2, . . . ] and V =
[v1, v2, . . . ], we can uniquely retrieve a value from a key if the keys are mutually orthogonal. Beyond
the exact equality, weight W can be extended to arbitrary non-orthogonal keys by minimizing the
error as W = argminW

∑
i ∥vi −Wki∥2. Given this characteristic, Bau et al. (2020) edited model

weights to associate a key k∗ with a new value v∗, effectively rewriting generative model rules.

Recent studies, inspired by the efficacy of the editing technique demonstrated in generative mod-
els (Bau et al., 2020; Tewel et al., 2023), apply this paradigm to discriminative models (Santurkar
et al., 2021; Raunak & Menezes, 2022). Santurkar et al. (2021) enhanced the domain adaptation
capability of classifiers by modifying their prediction rules. For instance, in the case where a “car”
classifier struggles to recognize cars featuring “wooden wheels”, the model’s rules are edited to es-
tablish an association between the “wooden wheels” feature and the corresponding activations of
“car”, enabling the recognition of cars equipped with wooden wheels. While incorporating a new
key-value pair, it is critical to ensure the preservation of previously learned associations. Conse-
quently, this editing process is formulated as a constrained least squares problem that creates a new
key-value associative memory, and preserves the established key-value associations as

min
Λ
∥v∗ − fl(k

∗;W ′)∥ s.t. W ′ = W + Λ(C−1k∗)⊤, (1)

where C = KK⊤ denotes the second moment statistics, and Λ ∈ Rm is the solution. Since C−1k∗

and Λ are vectors, the update weights Λ(C−1k∗)⊤ ∈ Rm×n is a rank-one matrix. Hence, the editing
process defined by Eq. 1 is termed rank-one editing.

4 CORRECTING UNRELIABLE BEHAVIOR WITH MODEL EDITING

In this section, we first pinpoint the intrinsic challenges in leveraging rank-one model editing in its
known application of domain adaption. Following that, we propose using it to correct unreliable
model behaviors such that these challenges are inherently sidestepped by the proposed technique.

4.1 CHALLENGES OF MODEL EDITING

To understand the utility and limitations of rank-one model editing, let us revisit Eq. 1, which defines
the target function of rank-one model editing. To preserve the established key-value associations,
Eq. 1 updates the model weight W within the space mapped by the matrix C = KK⊺, derived from
the second-order characteristics of the learned keys K. The mapping by matrix C facilitates the
decorrelation of a key k∗ from the existing keys ki ∈ K, thereby mitigating interference with the
established associative memories during optimization. However, critical challenges arise when the
new key k∗ is not included in the statistical matrix C for applying rank-one model editing to domain
adaption. Specifically, we establish the following lemma.
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Lemma 1. For K = [k1, k2, ..., kd] ∈ Rn×d and C = KK⊺, when k∗ ̸∈ K, the projection C−1k∗

leads to a residual component C−1r outside the span of K, measurable by a residual vector r ∈ Rn.

The proof of Lemma 1 is provided in App. A.1. This lemma highlights that exclusion of the new,
unseen key k∗ from the set K may adversely affect the preservation of the established key-value
associations as k∗ does not fall within the span of K. This can degrade the overall performance of
the edited model. Giving it due importance, we mention this phenomenon as a challenge below.
Challenge 1. Diminished Performance: The exclusion of a key k∗ from the statistic matrix C com-
promises the model’s ability to preserve established key-value associations. This omission poses a
risk to the performance of the model relying on the established associative memories K and V .

To comprehend rank-one editing limits for domain adaption, we must also consider the disparity
in the data distributions involved in the task. An implication of this disparity is that a new key k∗

mapping from an unseen sample x∗ within a set X , puts an extra burden on data requirements.
Lemma 2. Let x∗ → k∗ s.t. x∗ ∈ X ∼ D′ and D′ ̸= D, where D is the original data distribution.
Then ||k∗ − f(x∗;WD)|| → 0 only when |X | ≫ 0, where |.| denotes cardinality of the set.

The proof of Lemma 2 is provided in App. A.1. This lemma emphasizes the necessity of sufficient
exposure to the samples from the new distribution D′ to accurately approximate k∗. Insufficient
number of samples can lead to inaccurate representations, which degrades model performance. We
note this fact as the following challenge to concisely present our findings.
Challenge 2. Labor-intensive Data Preparation: For an accurate mapping of a new key k∗ derived
from an unseen sample x∗ in domain adaption, an extensive set of annotated samples is required for
effective rank-one model editing.

In summary, the challenges of rank-one model editing in domain adaptation arise from its inability to
preserve established associations when new keys fall outside the statistical representation of learned
keys, coupled with the need for extensive data to accurately represent keys from unseen distributions.

4.2 MODEL EDITING FOR CORRECTING UNRELIABLE BEHAVIOR

We propose leveraging rank-one model editing to rectify a model’s unreliable behavior. To that
end, we consider two suspect behaviors that result from feature spurious correlation (Pfungst, 1911;
Arjovsky et al., 2019) and Neural Trojans (Gu et al., 2019; Chen et al., 2019b).

Feature Spurious Correlation: Given an input sample x ∈ Rp with label y ∈ Rc, and a classifier f :
Rp → Rc, feature spurious correlations occur when the classifier f exploits the spurious correlated
features inherent in corrupted samples x̃ to make predictions. While the model classifies x̃ to their
correct class y, its reliance on the spurious feature results in a flawed decision pathway, rendering it
incapable of correctly classifying samples without the irrelevant spurious feature.

Neural Trojaning: In contrast to the spurious features inherent in training data, neural Trojaning is
executed by injecting a portion of clean samples with a backdoor trigger and modifying their true
label y to the incorrect target label ỹ. These poisoned samples x̃ are then integrated into the training
set to create a poisoned set. After being trained on this poisoned set, a Trojaned model f̃ is highly
likely to misclassify input samples containing the trigger to the target label ỹ.

The problems of spurious correlation and neural Trojaning are instances of a classifier’s unreliable
behavior which emerge from relying on non-robust features. To correct such behavior, we advocate
the application of rank-one model editing to rectify the established mapping rule between non-robust
features and their corresponding activations. When presented with a corrupted sample x̃ that leads
the model to exhibit an unreliable behavior, its cleansed counterpart x can guide the model toward
the correct prediction pathway. We designate the input feature derived from the corrupted input x̃
as the key k∗, and align activations of k∗ to the corresponding value v∗ mapped from the cleansed
sample x. We edit the model to make the feature k∗ to yield correct activations v∗, thereby correcting
the model’s unreliable behavior.

Sidestepping the Challenges. Our proposed process of model editing to correct unreliable behav-
iors involves the susceptible model that integrates both original samples x and their corrupted coun-
terpart x̃ into the training procedure. For a susceptible model, the training process integrates both
clean samples and their corresponding corrupted counterparts. This integration ensures: C = KK⊺,
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(a) Backdoor defense performance. (b) Spurious correlation mitigation.

Figure 2: Performance in reducing false confidence after individually editing different layers of
ResNet-18. A lower value indicates better suppression of the model’s false confidence. Red arrows
indicate the layer yielding the best results for a given dataset after editing.

K = [k1, k2, . . . , k
∗], V = [v1, v2, . . . , v

∗]. This eliminates the residual r such that C−1k∗ within
the span of K. Thus, the unchanged key-value associations preserve model performance, circum-
venting Challenge 1. By incorporating {x, x̃} ∈ X in training, the model ensures ||k∗−f(x∗;WD)||
approaching 0 as x∗ ∈ X , when |X | ≪ 0 is not available. It mitigates insufficient feature expo-
sure, sidestepping Challenge 2. Thus, repurposing rank-one model editing from domain adaptation
to correcting model unreliability effectively sidesteps the inherent challenges, ensuring both the
preservation of model performance and the minimization of labor-intensive data preparation.

5 DYNAMIC MODEL EDITING

In this section, we first introduce an attribution-based method aimed at identifying the model layer
responsible for its unreliable behavior. The identified layer serves as the foundation for effective
model editing. We then integrate this localization technique to construct a dynamic model editing
framework, offering an enhanced capability to correct unreliable behavior of a model.

5.1 LOCATING SUSPECT LAYER WITH ATTRIBUTION

Rank-one model editing treats convolutional layers as linear associative memories, confining the
editing to a specific model layer. Current methods default to utilizing the final convolutional layer
for editing (Bau et al., 2020; Santurkar et al., 2021) owing to its capacity to encode high-level input
features. However, our investigation reveals a notable variability in the efficacy of model editing
when handling different layers. In Fig. 2, we empirically demonstrate that editing performed on
distinct model layers can yield significantly diverse results when dealing with unreliable model
behavior - experiment details are provided in App. A.5. This motivates the need of a mechanism to
locate the suspect layer that is primarily responsible for the observed behavior.

To identify the suspect layer, we leverage integral-based attribution (Sundararajan et al., 2017; Chen
et al., 2019a) to quantify the shift in attribution from the model’s predictions on corrupted samples
x̃ to cleansed samples x. Integral-based methods, such as Integrated Gradients (IG) (Sundararajan
et al., 2017), calculate the feature attribution by estimating the integral from a designated reference
to the input sample. Semantically, the reference signifies absence of the true input feature. This
resonates perfectly with the corrupted features in our context. Hence, we define the corrupted input
x̃ as the reference to quantify the attributions from x̃ to x. We assess the attributions of the change
in the final predictions on x̃ and x, i.e., f(x) − f(x̃), across all the internal layers in the model f .
We formulate the attribution M from the prediction on x̃ to x in the l-th layer of f as

M l
i (x, x̃) = (fl(xi)− fl(x̃i)) ·

∫ 1

α=0

∂f(x̂)

∂fl(x̂i)

∣∣∣∣
x̂=x̃+α(x−x̃)

dα, (2)

where fl(xi) indicates the i-th output feature of the l-th layer in f , and x̂ indicates the interpolated
input from the reference input x̃ to the input x along a linear path defined by α. Attribution is
estimated by accumulating the gradient ∂f(x̂)/∂fl(x̂i) of the interpolated inputs.

The attribution maps computed for different internal layers have diverse dimensionalities, which
complicates their comparison across the layers. To address this, we leverage the Completeness
axiom (Sundararajan et al., 2017) to enable the sought comparability of the attributions. The axiom
asserts that the sum of attributions equals the model prediction change from the reference to the
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Figure 3: Model editing workflow. Step 1: Given a pair of clean and corrupted samples, their
prediction attributions are mapped for all internal layers. Step 2: Attributions are transformed to
emphasize editable parameters and locate the suspect layer. Step 3: Rank-one model editing can be
applied to establish a new key-value association in the located layer for behavior correction.

input, i.e.,
∑

i Mi = f(x̃)− f(x). We extend this axiom to the internal layers of the model through
the following lemma.
Lemma 3. For the l-th internal layer fl of model f ,

∑
i M

l
i = f(x̃)− f(x), where l ∈ {1, . . . , n}.

Proof of Lemma 3 is provided in App. A.1. This lemma establishes that the cumulative attributions
of features derived from different layers are consistent. We leverage this fact to systematically treat
the attributions of different layers on equal grounds. To elaborate on our computations to identify
the suspect layer, let us revisit rank-one model editing defined in Eq. 1. The editing operates in
the direction C−1k∗ determined by the statistics C of the memorized keys and a new key k∗. This
implies that the computed attributions need a remapping to identify the editable parameters aligned
with the direction C−1k∗. We can perform this remapping by the transform M∗ = M(C−1k∗)⊺.
Following this, in light of Lemma 3, we employ ||M∗||F to identify the primary suspect layer.

The above computation lays the groundwork for effective model editing. Figure 3 illustrates the
pipeline of the proposed layer localization approach in Step 1& 2. Given a corrupted sample x̃ and
its cleansed sample x, the model yields predictions f(x) and f(x̃) through two distinct decision
pathways in Step 1. The prediction change is then attributed to the features derived from different
internal layers, quantified by attributions M l(x, x̃). Calculated attributions are further transformed
to emphasize editable parameters by mapping them into the space C−1k∗. In Step 2, the editable in-
formation of attributions across layers is compared to identify the suspect layer primarily responsible
for the model’s unreliable behavior.

5.2 MODEL EDITING

Algorithm 1: Dynamic Model Editing
input : model f , overall budget ϵ, targeted

gap δ, corrupted sample x̃,
cleansed sample x, rank-one model
editing Ω, evaluation metric ζ

1 initialize: ϵ∗ ← 0, δ∗ ← f(x)− f(x̃).
2 while δ∗ > δ and ϵ∗ ≤ ϵ do

// locate a layer cf. § 5.1

3 l← argmaxl ||M l∗||F
// model editing cf. § 4.2

4 f∗ ← Ω(fl, n, x̃, x)
5 ϵ∗ ← E

(x,y)∼D
ζ(f(x), y)− ζ(f∗(x), y)

6 δ∗ ← f∗(x)− f∗(x̃)
7 if ϵ∗ ≤ ϵ then
8 f ← f∗

9 return f

It is possible to already establish an effective
model editing technique by modifying the suspect
layer identified in the previous section. We illus-
trate this in Step 3 in Fig. 3, where by directly ap-
plying rank-one model editing to the suspect layer
fl, we remap the key k∗ from the corrupted sam-
ple x̃ to the value v∗ derived from the cleansed
sample x. Though effective, this would be a form
of static editing, which does not account for the
potential model shift during the editing process
itself. Recognizing the problem, we propose dy-
namic model editing that incorporates our layer
localization technique to dynamically identify the
suspect layers, and improve them. Our technique
facilitates automatic adaptation of the model lay-
ers for behavior correction.

Algorithm 1 presents the proposed dynamic
model editing framework. Given a model f , the
objective is to correct the model’s behavior on a
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corrupted sample x̃ by aligning it with the decision pathway of the cleansed sample x. Assuming
prediction gap δ∗ = f(x) − f(x̃), we aim to minimize δ∗ to achieve the target gap δ within an
overall budget of ϵ. Specifically, while the current prediction gap δ∗ exceeds the targeted gap δ,
and the overall performance degradation ϵ remains within the tolerated threshold ϵ∗ (Line 2), the
algorithm identifies the l-th layer responsible for the unreliability on x̃ by comparing the editable
components of attributions M∗ (Line 3). Subsequently, rank-one editing is applied to establish a
new key-value association in the identified layer (Line 4). Following a predefined number of editing
epochs n, we update the current budget ϵ∗ and gap δ∗ based on the evaluation results of the edited
model f∗ (Lines 5-6). If the overall performance degradation in f∗ remains within the permissible
overall budget ϵ, the edited model f∗ is preserved, and the editing process continues (Lines 7-8).
Otherwise, the edited model f will be returned (Line 9).

Time Complexity Analysis. Let L represent the number of layers in the model, n the number of
key-value pairs, and T the number of iterations. The complexity is dominated by two components:
attribution computation, which involves a forward and backward pass through the model, scaling as
O(A); and rank-one editing, which requires calculation around a static matrix CC⊺ ∈ Rn×n with a
cost of O(n3). The overall time complexity is O(T · (A + n3)). Since the algorithm uses a small
number of cleansed samples, n remains small, minimizing the cost of calculating matrix. Moreover,
T is typically less than L, ensuring the bound O(T · (A+ n3)) ≤ O(L · (A+ n3)). As a result, the
proposed algorithm achieves efficient computational performance.

6 EXPERIMENTS

We conduct extensive empirical validation across diverse datasets to assess the efficacy of our pro-
posed methods. Further details of the underlying experimental setups are also available in App. A.3.

6.1 EFFICACY AGAINST NEURAL TROJANS

Table 1: Editing backdoor vulnerability. Overall
accuracy (OA) and attack success rate (ASR) are
reported for varying number (n) of samples.

Methods CIFAR-10 ImageNet

OA ↑ ASR ↓ OA ↑ ASR ↓
Trojaned model 93.67 99.94 69.05 87.24
Fine-tuned model (n=1) 90.83 73.07 65.95 79.91
Fine-tuned model (n=10) 91.57 30.14 68.66 33.73
Fine-tuned model (n=20) 91.58 13.22 68.42 21.86
Patched model (n = 20) 89.70 12.19 65.59 13.81
P-ClArC (n=20) 89.97 6.21 65.42 8.09
A-ClArC (n=20) 92.53 6.32 67.17 8.73
Stat. edited model (n=1) 92.93 2.57 67.87 3.01
Dyn. edited model (n=1) 93.65 1.34 66.77 1.61
Dyn. edited model (n=20) 93.61 0.26 68.84 0.12

To evaluate the efficacy of our approach, we
conduct experiments on Trojaned models us-
ing the CIFAR-10 (Krizhevsky et al., 2009) and
ImageNet (Russakovsky et al., 2015) datasets.
We create a poisoned set by injecting a back-
door trigger into a subset of training samples,
simultaneously altering their original labels y
to a poisoned target label ỹ. Trojaned mod-
els f̃ are then established by training on this
poisoned set, leading to the misclassification of
samples containing the trigger as the target la-
bel ỹ - see App. A.3 for further details. We use
overall accuracy (OA) and attack success rate
(ASR) (Chen et al., 2019b) as the metrics.

Overall Evaluation. Table 1 summarizes extensive results on different models, including fine-tuned
models, patched models (Wang et al., 2019), models learned by projective and augmentative class
artifact compensation methods (P-ClArC and A-ClArC) (Anders et al., 2022). P-ClArC and A-
ClArC are originally proposed to suppress and correct model unreliabilities by creating suppressive
and inductive artifact modules when applied to corrupted images. Evaluated techniques utilize a
specific number of cleansed samples (n) collected from the original training set. While P-ClArC
significantly reduces the ASR compared to fine-tuned models, it degrades the overall model accu-
racy. Conversely, A-ClArC, which further retrains the model layers, improves clean accuracy but
also results in a slight increase in ASR. Similarly, models patched by pruning backdoor-related neu-
rons experience a decline in overall performance. In contrast, our method significantly reduces ASR
with minimal cleansed input samples, while retaining high overall accuracy. In the table, we also
include the static variant of our approach, illustrated in Fig. 3, for which we only edit the final layer.
It is notable that the models edited dynamically consistently outperform those edited at only the final
layer, underscoring the effectiveness of our dynamic editing approach. We also perform visual in-
spections of attribution maps to correct the model’s reliance on backdoor features. This is illustrated
in Fig. 1 and further figures in App. A.9.
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Table 2: Generalization comparison for trig-
ger in different visibility of 0.3, 0.7 and 1.0.
One corrupted sample with trigger visibility
of 0.5 used for model patching and editing.
ASR at visibility φ is denoted as Γφ.

Methods OA ↑ Γ0.5 ↓ Γ0.3 ↓ Γ0.7 ↓ Γ1.0 ↓
Benign model 92.85 95.29 95.15 97.81 99.21
Patched model 89.61 26.86 30.84 32.42 37.19
Dyn. edited model 91.21 5.17 6.84 7.65 7.91

Table 3: Generalization comparison for trigger
located at top-left (TL), Center (C) and bottom-
left (BL). One corrupted sample with trigger at
bottom-right (BR) used for model patching and
editing. ASR at location η is denoted as Γη .

Methods OA ↑ ΓBR ↓ ΓTL ↓ ΓC ↓ ΓBL ↓
Benign model 91.23 99.74 99.57 99.76 99.90
Patched model 89.22 29.31 34.42 34.58 34.88
Dyn. edited model 90.85 6.36 9.24 9.47 8.95

Trade-off Evaluation. In Fig. 4, we demonstrate the mitigation of false predictive confidence of
class ỹ by examining how it changes with variations in the number of utilized cleansed samples
(n) and the overall accuracy degradation during optimization. Remarkably, our methods exhibit
outstanding performance even with a single cleansed sample, while resulting in only marginal over-
all accuracy degradation. In comparison to the fine-tuned (FT) models, our methods showcase an
exceptional balance between mitigating false confidence, preserving overall accuracy, and the re-
quirement of cleansed samples.

Generalization Evaluation. We further evaluate the generalization of our approach for addressing
neural Trojans involving triggers with varying visibilities and spatial locations. First, we train a
Trojaned model using poisoned samples with the trigger at visibility levels of 0.3, 0.5, 0.7, and 1.0.
To evaluate how well our method generalizes across different trigger visibilities, we patch and edit
the model using a single corrupted sample with a 0.5 visibility trigger. As evidenced in Tab. 2,
our method effectively mitigates triggers of various visibility levels when using the fixed visibility
trigger, demonstrating superior performance compared to the patched model. Next, we evaluate our
method’s effectiveness in handling triggers placed at different spatial locations. We train a Trojaned
model with triggers located at top-left, top-right, center, bottom-left, and bottom-right positions. We
then patch and edit the model with a sample containing a trigger positioned at the bottom-right.
Table 3 demonstrates that our method successfully handles neural Trojans with triggers located at
different positions, based on input with a fixed trigger location.

6.2 EFFICACY IN MITIGATING SPURIOUS CORRELATION

We induce spurious correlations in model f by utilizing class-irrelevant patterns as spurious features.
Specifically, we pollute a proportion of samples of class y by attaching patterns to create spurious
samples x̃. After training on the dataset including these samples, the model tends to rely on spurious
features to predict the correct label for class y samples. In our evaluation, we assess the model
performance on two distinct sets of class y; namely, the clean set and the spurious set. The latter
encompasses samples containing spurious features. Reliable models are expected to yield consistent
accuracy across both the spurious and clean sets, as well as on the overall testing set.

Table 4 summarises the results for addressing the spurious correlation problem. The table shows that
the benign model heavily relies on spurious features for predictions, resulting in higher accuracy

(a) Performance changes with sample size. (b) Performance changes with overall accuracy.

Figure 4: Comparison of model performance between fine-tuned models (FT) and edited models by
our method (Ours). (a) The mitigation of false confidence changes with the number of used samples,
including the vanilla model and the optimization objective. (b) The mitigation of false confidence
changes with the overall accuracy degradation (%) during model editing and fine-tuning. Results
are computed for ResNet-18 on CIFAR-10 dataset.

8



432
433
434
435
436
437
438
439
440
441
442
443
444
445
446
447
448
449
450
451
452
453
454
455
456
457
458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485

Under review as a conference paper at ICLR 2025

on spurious set as compared to the clean set. Fine-tuned models exhibit marginal improvements in
mitigating spurious correlations, but may cause even larger absolute performance difference between
the clean and spurious sets for the models. A-ClArC, with its inductive module, mitigates spurious
correlations but degrades model performance for both sets. Similarly, while P-ClArC shows less
disparity between the performances on spurious and clean samples, it leads to unacceptable levels
of clean and overall accuracy. In contrast, our approaches demonstrate notable effectiveness in
mitigating spurious correlations with a limited cleansed set, yielding model accuracy on spurious
set that aligns closely with that on clean set. Moreover, dynamic edited models exhibit heightened
efficacy in mitigating spurious correlations.

6.3 EVALUATION ON SPURIOUS CORRELATION IN SKIN LESION ANALYSIS

Samples polluted with spurious patches

Figure 5: ISIC samples and the inherent spu-
rious patches. Samples containing malig-
nant and benign lesions from ISIC are pre-
sented, where benign samples are partly pol-
luted with spurious colored patches.

To further assess the broader utility of our method,
we applied it to a real-world problem involving skin
lesion analysis on the ISIC (International Skin Imag-
ing Collaboration) dataset (Codella et al., 2019).
Specifically, we conduct a binary classification of the
ISIC data to distinguish between benign and malig-
nant skin lesions, adhering to the setting of Rieger
et al. (2020). In this case, unreliability in the model
arises from the presence of colored patches within
the benign samples, which introduce spurious corre-
lations learned by the models. Figure 5 shows repre-
sentative samples from the ISIC dataset, illustrating
instances of polluted samples with spurious colored
patches. In contrast to the readily available cleansed
samples in benchmark datasets like CIFAR and Im-
ageNet, acquiring cleansed samples for practical applications is consistently challenging. Thus, we
employ a manual approach to remove spurious features by replacing the areas affected by colored
patches on the skin with cleaned skin from another region.

Table 5: Performance comparison for miti-
gating spurious correlation on ISIC dataset.
For our edited models, we use n=10.

Methods Overall ↑ Clean ↑ Spurious
Benign model 79.00 61.50 87.50 + 26.00
FT model (n=10) 79.50 62.00 83.00 + 21.00
FT model (n=20) 80.50 53.00 64.50 + 11.50
A-ClArC (n=20) 79.50 54.50 59.50 + 5.00
Stat. edited model 79.50 60.00 64.50 + 4.50
Dyn. edited model 80.00 61.00 62.50 + 1.50

In Tab. 5, we present a comparative analysis between
fine-tuned (FT) models, A-ClArC and our proposed
methods in mitigating the spurious correlation ob-
served in EfficientNet-B4 models (Tan & Le, 2019)
trained on the ISIC dataset. Notably, our methods
effectively reduce the model’s reliance on spurious
features with fewer cleansed samples (n=10). Con-
versely, the fine-tuned model and A-ClArC demon-
strate inferior performance and rely on a greater
number of cleansed samples. This efficacy in ad-
dressing spurious correlations in skin lesion analysis
highlights the broad applicability of our method in practical scenarios.

Table 4: Performance comparison for mitigating spurious correlation on CIFAR-10 and ImageNet.
Accuracy (%) is reported for the overall testing, clean and spurious sets. The erroneously increased
accuracy on the spurious set, compared to the accuracy on the clean set for samples without the
spurious correlated features, is highlighted in red. Smaller increases in accuracy values indicate
more desirable outcomes.

Methods CIFAR-10 ImageNet

Overall ↑ Clean ↑ Spurious Overall ↑ Clean ↑ Spurious
Benign model 94.00 94.42 100.00 + 5.58 69.04 81.25 91.66 + 10.41
Fine-tuned model (n=10) 93.32 88.22 99.66 + 11.40 68.01 64.58 74.99 + 10.41
Fine-tuned model (n=20) 93.47 88.97 99.62 + 10.65 68.18 64.58 74.99 + 10.41
P-ClArC (n=20) 88.29 16.89 17.12 + 0.23 66.84 8.32 10.91 + 2.59
A-ClArC (n=20) 92.41 76.77 79.34 + 2.57 67.01 75.66 82.25 + 6.59
Stat. edited model (n=1) 93.19 96.65 98.88 + 2.23 67.64 81.25 87.50 + 6.25
Dyn. edited model (n=1) 92.93 94.29 96.15 + 1.86 67.50 81.66 85.83 + 4.17
Dyn. edited model (n=20) 93.99 94.30 94.42 + 0.12 68.94 81.25 83.33 + 2.08
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Examples of manually cleaned samples used for model fine-tuning and editing can be found in
App. A.3.3. Additional experiments and the evaluation regarding the effectiveness of the proposed
layer localization technique are also reported in Apps. A.6 & A.8.

7 LIMITATIONS AND DISCUSSION

In this work, we propose an effective method for efficiently correcting a model’s unreliable behav-
iors. Despite its demonstrated efficacy across diverse scenarios, our approach depends on the iden-
tification of unreliabilities and necessitates the availability of both corrupted and cleansed samples.
In this section, we examine these limitations within the framework of existing robustness techniques
and explore how they relate to broader challenges in deep learning models.

Comparison with Backdoor Defense Methods. Current research on backdoor defenses focuses on
identifying and neutralizing Trojans embedded within deep models (Li et al., 2021a; Tian et al.,
2022). The prevailing strategies to mitigate backdoor attacks involve model retraining and prun-
ing (Liu et al., 2017; Huang et al., 2022). However, these methods are often constrained by the high
computational cost of recreating a clean model and the degradation in the model’s accuracy on clean
data. Furthermore, similar challenges are observed in the field of spurious correlations (Lapuschkin
et al., 2019; Anders et al., 2022), where existing methods struggle to efficiently correct models’
unreliable behaviors. In contrast, our approach utilizes rank-one model editing to mitigate backdoor
attacks, addressing inherent challenges with both efficiency and effectiveness.

Identification of Unreliability. While detecting anomalous or Trojaned images is typically addressed
as a separate task (Qiao et al., 2019; Huang et al., 2020; Ye et al., 2024), our approach offers several
practical advantages by addressing the identification of unreliability in two critical aspects. First,
it requires only a single pair of corrupted and cleansed samples to effectively correct the model’s
behavior. This makes it particularly valuable in scenarios where access to large, cleansed datasets
is limited, enabling robust model editing even under resource constraints. Second, our method
facilitates image-level correction without the need for precise identification of backdoor triggers or
spurious features. By bypassing the need for exact identification of these elements, our approach
significantly reduces the complexity associated with pixel-level image cleansing. This adaptability
is crucial in practical applications where the availability of original, clean samples is restricted.
As a result, our approach allows for efficient model patching even with only coarse detection of
inconsistencies or anomalies, making it suitable for a broad range of real-world scenarios.

In summary, our method introduces a robust and scalable paradigm for correcting unreliable behav-
iors in deep learning models, offering broad applicability across various domains while eliminating
the need for precise feature identification or extensive cleansed samples. The scope of this paper
is currently limited to image-based experiments. Future work can extend our method to other data
modalities. To address existing limitations, future focus on developing model diagnosis and data
cleansing framework integrates with the proposed editing technique. This integrated approach will
enhance the method’s applicability, enabling it to autonomously address a wider range of model
deficiencies. Additionally, while the ability to repeatedly edit a fixed layer has been explored in
previous work Gupta et al. (2024), the proposed dynamic layer localization method extends this
concept to the entire model, which also represents a promising direction for further research.

8 CONCLUSION

In this paper, we first establish that rank-one model editing is well-suited for model misbehavior cor-
rection, circumventing the challenges inherent in existing application of domain adaption. We ad-
vocate applying the model editing technique to correct model unreliabilities by aligning the model’s
decision pathways of corrupted inputs with those observed on cleansed inputs. We also introduced
an effective attribution-based layer localization method, facilitating the identification of the primary
suspect layer for the model’s observed misbehavior. We then developed a dynamic model editing
framework capable of dynamically adjusting the model for behavior correction. Extensive empirical
validation demonstrates remarkable performance of our framework across various scenarios. Par-
ticularly noteworthy is the fact that our editing technique requires only a single cleansed sample to
achieve high performance levels, which portends its wide applicability in practical scenarios.
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and Klaus-Robert Müller. Unmasking clever hans predictors and assessing what machines really
learn. Nature Communications, 10:1096, 2019.

Yige Li, Xixiang Lyu, Nodens Koren, Lingjuan Lyu, Bo Li, and Xingjun Ma. Neural attention
distillation: Erasing backdoor triggers from deep neural networks. In International Conference
on Learning Representations, 2021a.

Yuezun Li, Yiming Li, Baoyuan Wu, Longkang Li, Ran He, and Siwei Lyu. Invisible backdoor attack
with sample-specific triggers. In IEEE Conference on Computer Vision and Pattern Recognition,
CVPR, 2021b.

Yuntao Liu, Yang Xie, and Ankur Srivastava. Neural trojans. In IEEE International Conference on
Computer Design. IEEE, 2017.

Aleksander Madry, Aleksandar Makelov, Ludwig Schmidt, Dimitris Tsipras, and Adrian Vladu.
Towards deep learning models resistant to adversarial attacks. In International Conference on
Learning Representations, 2018.

Kevin Meng, David Bau, Alex Andonian, and Yonatan Belinkov. Locating and editing factual
associations in gpt. Advances in Neural Information Processing Systems, 2022.

Anh Nguyen and Anh Tran. Wanet–imperceptible warping-based backdoor attack. arXiv preprint
arXiv:2102.10369, 2021.

Oskar Pfungst. Clever hans:(the horse of mr. von osten.) a contribution to experimental animal and
human psychology. Journal of Philosophy, Psychology and Scientific Methods, 8:663–666, 1911.

Xiangyu Qi, Tinghao Xie, Yiming Li, Saeed Mahloujifar, and Prateek Mittal. Revisiting the as-
sumption of latent separability for backdoor defenses. In International Conference on Learning
Representations, 2022.

Ximing Qiao, Yukun Yang, and Hai Li. Defending neural backdoors via generative distribution
modeling. Advances in Neural Information Processing Systems, 2019.

Vikas Raunak and Arul Menezes. Rank-one editing of encoder-decoder models. arXiv preprint
arXiv:2211.13317, 2022.

Laura Rieger, Chandan Singh, William Murdoch, and Bin Yu. Interpretations are useful: penaliz-
ing explanations to align neural networks with prior knowledge. In International conference on
machine learning, pp. 8116–8126. PMLR, 2020.

Andrew Slavin Ross, Michael C Hughes, and Finale Doshi-Velez. Right for the right reasons: Train-
ing differentiable models by constraining their explanations. In International Joint Conferences
on Artificial Intelligence, 2017.

Olga Russakovsky, Jia Deng, Hao Su, Jonathan Krause, Sanjeev Satheesh, Sean Ma, Zhiheng
Huang, Andrej Karpathy, Aditya Khosla, Michael Bernstein, et al. Imagenet large scale visual
recognition challenge. International Journal of Computer Vision, 115(3):211–252, 2015.

Shiori Sagawa, Pang Wei Koh, Tatsunori B. Hashimoto, and Percy Liang. Distributionally robust
neural networks for group shifts: On the importance of regularization for worst-case generaliza-
tion. In International Conference on Learning Representations, 2019.

Shibani Santurkar, Dimitris Tsipras, Mahalaxmi Elango, David Bau, Antonio Torralba, and Alek-
sander Madry. Editing a classifier by rewriting its prediction rules. Advances in Neural Informa-
tion Processing Systems, 2021.

Patrick Schramowski, Wolfgang Stammer, Stefano Teso, Anna Brugger, Franziska Herbert, Xiaoting
Shao, Hans-Georg Luigs, Anne-Katrin Mahlein, and Kristian Kersting. Making deep neural net-
works right for the right scientific reasons by interacting with their explanations. Nature Machine
Intelligence, 2(8):476–486, 2020.

12



648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701

Under review as a conference paper at ICLR 2025

Ramprasaath R Selvaraju, Michael Cogswell, Abhishek Das, Ramakrishna Vedantam, Devi Parikh,
and Dhruv Batra. Grad-cam: Visual explanations from deep networks via gradient-based local-
ization. In International Conference on Computer Vision, ICCV, 2017.

Karen Simonyan, Andrea Vedaldi, and Andrew Zisserman. Deep inside convolutional networks: Vi-
sualising image classification models and saliency maps. In International Conference on Learning
Representations, ICLR, 2014.

Mukund Sundararajan, Ankur Taly, and Qiqi Yan. Axiomatic attribution for deep networks. In
International Conference on Machine Learning, 2017.

Mingxing Tan and Quoc Le. Efficientnet: Rethinking model scaling for convolutional neural net-
works. In International conference on machine learning, pp. 6105–6114. PMLR, 2019.

Yoad Tewel, Rinon Gal, Gal Chechik, and Yuval Atzmon. Key-locked rank one editing for text-to-
image personalization. In The ACM Special Interest Group on Computer Graphics, 2023.

Zhiyi Tian, Lei Cui, Jie Liang, and Shui Yu. A comprehensive survey on poisoning attacks and
countermeasures in machine learning. ACM Computing Surveys, 55(8):1–35, 2022.

Hugo Touvron, Thibaut Lavril, Gautier Izacard, Xavier Martinet, Marie-Anne Lachaux, Timothée
Lacroix, Baptiste Rozière, Naman Goyal, Eric Hambro, Faisal Azhar, et al. Llama: Open and
efficient foundation language models. arXiv preprint arXiv:2302.13971, 2023.

Brandon Tran, Jerry Li, and Aleksander Madry. Spectral signatures in backdoor attacks. Advances
in neural information processing systems, 31, 2018.

Alexander Turner, Dimitris Tsipras, and Aleksander Madry. Label-consistent backdoor attacks.
CoRR, abs/1912.02771, 2019.

Bolun Wang, Yuanshun Yao, Shawn Shan, Huiying Li, Bimal Viswanath, Haitao Zheng, and Ben Y
Zhao. Neural cleanse: Identifying and mitigating backdoor attacks in neural networks. In IEEE
symposium on security and privacy, 2019.

Kai Xiao, Logan Engstrom, Andrew Ilyas, and Aleksander Madry. Noise or signal: The role of
image backgrounds in object recognition. arXiv preprint arXiv:2006.09994, 2020.

Wenqian Ye, Guangtao Zheng, Xu Cao, Yunsheng Ma, Xia Hu, and Aidong Zhang. Spurious corre-
lations in machine learning: A survey. arXiv preprint arXiv:2402.12715, 2024.

A APPENDIX

A.1 PROOF

In this section, we provide the proof of Lemmata 1-3. We begin with the proof of Lemma 1

Proof of Lemma 1. Consider the key set K = {k1, k2, . . . , kn} ∈ Rd×n and the corresponding
statistics matrix C = KK⊤ ∈ KK⊤. Given a new key k∗ ∈ Rd, the projection of k∗ onto the span
of K is given by

k̂ = C−1k∗. (3)

The projection k̂ is the solution to the following least squares problem by

argmin
β
||k∗ −Kβ||22, β ∈ Rn (4)

The solution to this optimization problem is explicitly given by

k̂ = K(K⊤K)−1K⊤k∗ = C−1k∗. (5)
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If k∗ is not in the span of K, the projection k̂ does not perfectly align with the original key k∗.
Assume that this misalignment can be quantified by the residual vector r, defined as r = k∗ − k̂.
We can express C−1k∗ as

C−1k∗ = C−1k̂ + C−1r, (6)

which represents the component of k∗ that lies outside the span of K.

Thus, the exclusion of k∗ from the statistic matrix C introduces a residual misalignment in the
optimization direction. This misalignment, represented by r, interferes with the preservation of
existing associative memories, undermining the performance of edited model.

Below, we provide the proof of Lemma 2.

Proof of Lemma 2. Consider a model trained on distribution D with parameters W , the key k∗ is
derived from a new sample x∗ ∼ D′, where D′ is a shifted distribution relative to D. The model’s
representation of k∗ can be expressed as

z∗ = f(x∗;W ). (7)

Since W is optimized for D, the representation f(x∗;W ) will exhibit bias due to the shift from D
to D′.

The representation error can be quantified as

ϵ = ||k∗ − f(x∗;WD)||, (8)

where WD are the model parameters trained on D. The error ϵ reflects the divergence between the
distributions D and D′, given by the KL divergence KL(D′||D). If the model has not been exposed
to sufficient samples from D′, this error remains significant.

To rescue ϵ, additional samples x′
i
m
i=1 ∼ D′ are needed. The number of samples m required to

accurately learn k∗ can be bounded as

O
(

Var(x∗)

ϵ2

)
, (9)

where Var(x∗) is the variance of the samples drawn from D′. Without sufficient m, the model’s up-
dated key-value memory will fail to capture the true characteristics of k∗, resulting in an inaccurate
representation.

Thus, as the number of samples from D′ increases, the accuracy of the model’s representation of k∗
improves.

Proof of Lemma 3. Consider the l-th layer fl of model f . The attribution of the i-th output feature
map derived from l-th layer fl(x) for output prediction change fl(x)− fl(x̃) is calculated as

M l
i (x, x̃) = (fl(xi)− fl(x̃i)) ·

∫ 1

α=0

∂f(x̂)

∂fl(x̂i)

∣∣∣∣
x̂=x̃+α(x−x̃)

dα. (10)

Here, functions f are continuous on the closed interval defined by x̂ = x̃ + α(x − x̃), where
α ∈ [0, 1] serves as a parameter along the internal path. Thus, according to the fundamental theorem
of calculus for path integrals, the sum of the calculated attributions M l is equal to the output change
f(x)− f(x̃). Formally, this relation can be expressed as∑

i

M l
i (x, x̃) =

∑
i

∫ x

x̃

∂f(x)

∂fl(xi)
dx = f(x̃)− f(x). (11)

Thus, we conclude that
∑

i M
l
i = f(x̃)− f(x) holds for all layers l ∈ {1, . . . , n}.
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Figure 6: Illustration of samples utilized for neural Trojans and spurious correlations. Two patterns
serve as backdoor triggers and spurious features. Top row: For neural Trojans, original samples x
with label y ̸= ỹ are attached with a trigger and changed its label to the target label ỹ. Bottom row:
To induce spurious correlations, samples x of a class y are polluted with spurious features.

A.2 ZERO-PHASE COMPONENT ANALYSIS IN MODEL EDITING AND LOCATING

In our research, we utilize ZCA (Zero-phase Component Analysis) whitening to enhance the decor-
relation of the new key k∗ from the established keys K, as previously described by Bau et al. (2020).
This process involves utilizing a decorrelation matrix Z = C−1/2 to further reduce the correlation
between the key k∗ and the existing keys K by through the transformation Zk∗. Let P denote the
probability distribution of features at layer l− 1, and K represent a discrete distribution over t con-
text examples provided by the user. We measure the information contained in K using cross-entropy
H(K,P ), akin to the message length in a code optimized for the distribution P . In our model, P is
assumed to follow a zero-centered Gaussian distribution with a covariance matrix C. By normaliz-
ing with the ZCA whitening transform Z, P can be expressed as a spherical unit normal distribution
P (k) = (2π)−n/2e−k⊤C−1k/2 in the transformed variable k′ = Zk. This transformation allows us
to succinctly express cross-entropy using matrix traces.

Through the normalization of the basis using the ZCA whitening transform Z, we transform the
probability distribution P into a spherical unit normal distribution, characterized by the variable k′ =
Zk, which enables a compact matrix trace expression for cross-entropy. Leveraging the eigenvector
decomposition C = UΣU⊺, where U represents the matrix of eigenvectors and Σ is the diagonal
matrix of eigenvalues, the expression for Z is given by

Z = C−1/2 = UΣ−1/2U⊺. (12)

This approach facilitates the decorrelation of the key k through ZCA whitening, effectively imple-
mented as k = Zk. In addition, we utilized the computed Z for locating the susceptible layer as
described in Section 5.1. Specifically, we map the attributions to focus on editable parameters as
M∗ = ZM .

A.3 EXPERIMENTAL SETUP

In this section, we provide the comprehensive experimental setup and hyperparameter choices used
for model training, model editing and model fine-tuning in our experiments.

A.3.1 MODELS

Trojaned Models. In this paper, we establish Trojaned models using the blend attack (Chen et al.,
2019b). To ensure that the poisoned samples closely resemble the original data distribution, we
incorporate the watermark trigger to enhance the backdoor attack. This watermark trigger τ is
defined by τ (φ) = φ · τ + (1 − φ) · x ⊙ S, where φ ∈ [0, 1] controls the trigger visibility, and
S ∈ {0, 1}n serves as the mask of trigger τ . In our experiments, the trigger visibility φ is set to
0.5. The top row of Fig. 6 illustrates the samples used for model Trojaning. In our experiments,
we utilize two trigger patterns to generate poisoned samples. Specifically, evaluations of the models
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trained with the Firefox logo are reported in the main paper. Additional experiments involving
models trained with the Phoenix logo are detailed in App. A.6.

For Trojaned models trained on ImageNet (Russakovsky et al., 2015), we trained ResNet-18 models
with an initial learning rate of 0.1 for a total of 90 epochs, with the learning rate reduced by a factor
of 0.1 at the 30-th epoch and 60-the epoch. For Traojned models trained on CIFAR-10 (Krizhevsky
et al., 2009), we trained ResNet-18 models with an initial learning rate of 0.1 for a total of 100
epochs, with the learning rate reduced by a factor of 0.1 at the 50-th epoch and 75-th epochs. For
all the Trojaned models under comparison, we choose the first class as the target label y∗ for single
target Trojaning followed by Qi et al. (2022). On ImageNet, we poison 0.1% of training samples x
with label y ̸= y∗ to embed the backdoor trigger. For CIFAR-10, we set the poisoning rate of 1%.

Models with Spurious Correlation. To establish models with spurious correlations, we employ
trigger patterns as spurious correlated features. The bottom row of Fig. 6 illustrates training sam-
ples utilized for inducing model spurious correlation. The training settings for these models are
consistent with those used for the Trojaned models. On both ImageNet and CIFAR-10 datasets, we
select the first class of samples to induce spurious correlations. For models trained on ImageNet,
we contaminate 60% samples of the first class to induce spurious correlation. For models trained
on CIFAR-10, we set the contamination rate at 50% for the first class to induce model spurious
correlation.

Models on ISIC. For models trained on the ISIC dataset, we utilized EfficientNet-B4 models (Tan
& Le, 2019). The training process involved using a batch size of 24 and an initial learning rate of
1× 10−5. The training was conducted over a total of 90 epochs, with the learning rate decaying by
a factor of 0.1 at the 60-th epoch.

A.3.2 RATIONALE FOR SELECTING THE BLEND ATTACK

In this work, we adopt the blend attack Chen et al. (2019b) to train Trojaned models and spurious
correlation-based models. The blend attack was selected for evaluation due to its well-established
effectiveness as a backdoor attack strategy. Unlike more recent attack methods Turner et al. (2019);
Tian et al. (2022); Nguyen & Tran (2021) that prioritize stealth through minimal perturbations, the
blend attack directly integrates triggers into the input, ensuring a substantial impact on the model’s
predictions. This property makes the blend attack a particularly severe threat, as it strongly biases the
model’s output toward a predefined target class. By demonstrating robustness against such a potent
attack, our method provides compelling evidence of its efficacy. Furthermore, the blend attack’s
balance between potency and detectability suggests that our approach would generalize effectively
to newer or more sophisticated attacks that trade off between these factors.

A.3.3 MODEL EDITING

ImageNet and CIFAR-10. For the ImageNet and CIFAR-10 datasets, we allocate an overall perfor-
mance budget of 3% accuracy and a tolerated accuracy gap of 0.1% for model editing. For spurious
correlations, the overall performance budget is set to 7% accuracy with a tolerated robustness gap of
1% accuracy. The original and corrupted samples used for model editing are depicted in Fig. 6. We
utilize an editing learning rate of 1 × 10−4 with a weight projection frequency of 10. Unlike other
approaches, we do not employ masks to restrict the edited region. Instead, we edit the model at the
image level to avoid the need for additional annotations.

ISIC. For the ISIC dataset, we set an overall performance budget of 5% accuracy and a tolerated
robustness gap of 1% accuracy. The editing learning rate is 1 × 10−5 with a weight projection
frequency of 10. The editing process is performed at the image level. Unlike datasets that are delib-
erately created, the ISIC dataset contains corrupted samples from practical scenarios. Consequently,
we manually clean these samples by covering the patches with skin tissue from unpolluted regions,
as illustrated in Fig. 7.

A.3.4 MODEL FINE-TUNING

For the model fine-tuning, we retrain only the last convolutional layer of the model while keeping
the parameters of the remaining layers fixed. For both ImageNet and CIFAR-10, the learning rate
for fine-tuning is set to 0.001. For models trained on the ISIC dataset, the learning rate is set to
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Figure 7: Illustration of cleansed samples on ISIC. For benign samples polluted with colored
patches, we manually clean them by covering the patches with skin tissue from unaffected regions.

(a) Backdoor defense performance. (b) Spurious correlation mitigation.

Figure 8: Performance in reducing false confidence after individually editing different layers of
ResNet-18. A lower value indicates better suppression of the model’s false confidence. Red arrows
indicate the layer yielding the best results for a given dataset after model editing.

1 × 10−5. In our experiments, we apply the same budget settings for model fine-tuning as those
used for model editing.

A.3.5 ATTRIBUTION

In this work, we extend the Integrated Gradients method to estimate the attribution difference be-
tween cleansed and corrupted samples. Specifically, we approximate the integration defined in Equa-
tion 2 in a discrete form as

M l
i (x, x̃) = (fl(xi)− fl(x̃i)) ·

n∑
i=1

∂f(x̂)

∂fl(x̂i)

∣∣∣∣
x̂=x̃+ i

n (x−x̃)

dα, (13)

where the integration M l
i (x, x̃) is estimated by integrating the gradients of the interpolated input

x̂, with i indicating the number of steps. To improve computational efficiency, we leverage recent
advancements in Monte Carlo estimation to avoid gradient computations over multiple steps (Erion
et al., 2021). Speicifcally, we set n = 2, which enhances efficiency while maintaining accuracy.

A.4 EXPERIMENTAL PLATFORM

All experiments were conducted on a Linux machine equipped with an NVIDIA GTX 3090Ti GPU
with 24GB of memory, a 16-core 3.9GHz Intel Core i9-12900K CPU, and 128GB of main memory.
The models were developed and tested using the PyTorch deep learning framework (v1.12.1) within
the Python programming language. This setup facilitated the efficient handling of computationally
intensive tasks, providing a robust environment for both model training and evaluation.

A.5 EXTENDED EXPERIMENTS OF EDITING DIFFERENT LAYERS

We provide detailed experimental results from applying model editing to different layers of ResNet-
18. Using the experimental setup detailed in A.3.3, we independently edited eight distinct layers
of ResNet-18 across both CIFAR-10 and ImageNet datasets. For each dataset, eight separate edited
models were generated, allowing us to systematically assess the impact of modifying different inter-
nal layers. Figure 8 illustrates the results of individually editing different internal layers of ResNet-
18 against backdoor attacks and spurious correlations. It is observed that models trained on different
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Table 6: Performance comparison of defending against the backdoor attack on Trojaned models
trained with the Pheonix logo on CIFAR-10 and ImageNet. Overall accuracy (%) and attack success
rate (ASR) are compared between fine-tuned models and models edited by our methods.

Method CIFAR-10 ImageNet

Overall Accu. ↑ ASR ↓ Overall Accu. ↑ ASR ↓
Trojaned model 94.01 99.79 68.95 78.24
Fine-tuned model (n=1) 91.59 69.07 65.45 77.45
Fine-tuned model (n=20) 92.85 9.70 68.63 20.23
Edited model (n=1) 93.32 4.49 66.06 15.24
Dynamic edited model (n=1) 93.37 0.65 66.74 6.15
Dynamic edited model (n=20) 93.55 0.16 68.86 1.73

Table 7: Performance comparison of mitigating spurious correlation on susceptible models trained
with the Pheonix logo on CIFAR-10 and ImageNet. Accuracy (%) is reported for the overall testing
set, clean set and spurious set. To facilitate comparison, we present the increased accuracy on the
spurious set relative to the accuracy on the clean set.

Method CIFAR-10 ImageNet

Overall ↑ Clean ↑ Spurious Overall ↑ Clean ↑ Spurious
Benign model 94.14 94.67 97.15 + 2.48 69.14 77.08 95.83 + 18.75
Fine-tuned model (n=10) 93.67 86.80 93.93 + 7.13 67.41 65.99 89.24 + 23.25
Fine-tuned model (n=20) 94.07 86.67 93.28 + 6.61 67.83 68.32 85.72 + 17.40
Dyn. edited model (n=1) 94.03 93.28 94.78 + 1.50 66.19 93.35 86.42 + 6.93
Dyn. edited model (n=20) 94.04 97.15 97.89 + 0.74 67.60 81.25 84.08 + 2.83

tasks and datasets exhibit distinctive effectiveness in reducing false confidence after editing model
layers. Moreover, the optimal order of layers for achieving the best mitigation of false confidence
differs across these models. This variation underscores the critical need for an effective layer local-
ization technique that can identify which layers should be targeted for editing.

A.6 EXTENDED EXPERIMENTS

In this section, additional experimental results are provided for models trained with the Phoenix
logo.

Efficacy in Defending Against Neural Trojans. Tab. 6 presents a comparison of the performance of
Trojaned models, fine-tuned models, and edited models on both CIFAR-10 and ImageNet datasets.
The experimental results demonstrate that the proposed model editing technique yields outstanding
performance, effectively defending against the backdoor attack. In comparison to fine-tuned mod-
els, models edited using our techniques achieve a remarkable trade-off between overall accuracy
degradation and the decrease in attack success rate, while requiring only a few cleansed samples.

Efficacy in Mitigating Spurious Correlations. In Tab. 7, we assess the effectiveness of our tech-
niques in mitigating spurious correlations on CIFAR-10 and ImageNet. The comparison demon-
strates that our method effectively mitigates reliance on spurious features. In contrast to fine-tuned
models, which exhibit decreased accuracy on both clean and spurious sets, our techniques enable an
increase in accuracy on the clean set. Furthermore, our technique also leads to significant perfor-
mance improvements with the increased number of cleansed samples, highlighting its superiority.

A.7 EXTENDED EXPERIMENTS ON WATERBIRDS DATASET

In Table 8, we present a comparative analysis of the performance of a ResNet-34 model trained
on the Waterbirds dataset Sagawa et al. (2019). This dataset is known for introducing a bias by
relying on spurious background features to distinguish between landbirds and waterbirds. To evalu-
ate the effectiveness of our approach, we compare models trained using Group GRO Sagawa et al.
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Table 8: Performance comparison for mitigating spurious correlation on Waterbirds dataset. The
accuracy values (%) for both the worst group and the entire dataset are reported.

Method Worst-Group Accuracy Overall Accuracy
Benign Model 62.90 87.70
Group DRO 63.60 87.60
Fine-tuned model (n=10) 63.12 86.50
Edited model (n=10) 66.84 87.64
Dyn. Edited model (n=10) 69.18 87.68

(2019), models fine-tuned to reduce bias, and models edited using our proposed method. The results
highlight that our method substantially reduces the model’s dependence on these spurious features,
leading to a significant improvement in performance. Notably, our approach achieves these gains
with a smaller number of cleansed samples (n=10), demonstrating both efficiency and robustness
in mitigating the impact of spurious correlations. These findings suggest that our method offers a
promising direction for improving the interpretability and generalization of models trained on biased
datasets.

A.8 EVALUATION OF LAYER LOCALIZATION TECHNIQUE

In this section, we evaluate the effectiveness of the proposed layer localization technique. We train 5
ResNet-18 models with 8 internal layers on CIFAR-10, ImageNet, and the ISIC dataset, utilizing two
different trigger patterns. Similarly, we establish 5 ResNet-34 models with 16 internal convolutional
layers on these three datasets. Additionally, we train 2 EfficientNet-B4 models on both CIFAR-10
and the ISIC datasets, focusing on the 12 internal layers with a kernel size of 3. For the evaluation,
we separately edit different internal layers and assess the performance of the edited models. We
rank their performances to establish the ground truth for evaluating the recall rate of the located
layers. Table 9 presents the recall rates for the top-1, top-3, and top-5 located layers. The results
demonstrate that our localization technique achieves high recall rates, effectively identifying the
susceptible layers.

Table 9: Results of recall rate (%) in using the proposed susceptible layer localization technique on
ResNet-18, ResNet-34 and EfficientNet-B4 models.

Method Top-1 Recall ↑ Top-3 Recall ↑ Top-5 Recall ↑
ResNet-18 80% 100% 100%
ResNet-34 80% 80% 100%
EfficientNet-B4 50% 100% 100%

A.9 VISUAL INSPECTION BY ATTRIBUTIONS

Visual Inspection in Defending Against Backdoor Attacks. In Fig. 9, we provide additional
visual inspection by attribution methods (Sundararajan et al., 2017). Given the original sample x
with label y ̸= y∗, the vanilla model misclassifies the poisoned samples x̃ into the target class y∗.
Compared to the fine-tuned model, the proposed dynamic model editing technique can effectively
correct this unreliable behavior in the deep model, restoring the attribution maps to align with those
derived from the original samples.

Visual Inspection in Mitigating Spurious Correlations. Figure 10 presents the comparison of
attribution maps derived from the vanilla model, fine-tuned model, and models edited using our
method. We can observe that our approach effectively mitigates the false reliance on spurious cor-
related features of the Firefox logo, aligning the attribution maps with those of the original samples.

Figure 11 illustrates the attribution maps for the vanilla model, fine-tuned model, and dynamically
edited model. It can be observed that our method effectively corrects the model’s reliance on spu-
riously correlated features in corrupted samples, aligning the attribution maps with those of the
cleansed samples.

19



1026
1027
1028
1029
1030
1031
1032
1033
1034
1035
1036
1037
1038
1039
1040
1041
1042
1043
1044
1045
1046
1047
1048
1049
1050
1051
1052
1053
1054
1055
1056
1057
1058
1059
1060
1061
1062
1063
1064
1065
1066
1067
1068
1069
1070
1071
1072
1073
1074
1075
1076
1077
1078
1079

Under review as a conference paper at ICLR 2025

Original samples Poisoned samplesVanilla model Fine-tuned model OursVanilla model

Figure 9: Attribution map comparisons on ImageNet among the vanilla model, fine-tuned model and
dynamic edited model (Ours). When the model misclassifies poisoned samples containing triggers,
our method effectively corrects this unreliable behavior, aligning the attribution maps with those
derived from the original samples.

20



1080
1081
1082
1083
1084
1085
1086
1087
1088
1089
1090
1091
1092
1093
1094
1095
1096
1097
1098
1099
1100
1101
1102
1103
1104
1105
1106
1107
1108
1109
1110
1111
1112
1113
1114
1115
1116
1117
1118
1119
1120
1121
1122
1123
1124
1125
1126
1127
1128
1129
1130
1131
1132
1133

Under review as a conference paper at ICLR 2025

Original samples Corrupted samplesVanilla model Fine-tuned model OursVanilla model

Figure 10: Comparisons of attribution maps on ImageNet among the vanilla model, fine-tuned model
and dynamic edited model (Ours). Our method effectively mitigates the model’s reliance on spurious
correlated features, aligning the attribution maps with those derived from the original samples.

Figure 11: Comparisons of attribution maps on ISIC dataset among the vanilla model, fine-tuned
model and dynamic edited model (Ours). When the model relies on the spurious feature to make
predictions, our method effectively corrects this unreliable behavior, aligning the attribution maps
with those derived from the original samples.
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