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Abstract

Named entities are important to understand lit-
erary works, which emphasize characters, plots
and environment. The research on named entity
recognition (NER), especially nested named en-
tity recognition in literary domain is still insuf-
ficient partly due to lack of enough annotated
data. To address this issue, we construct the
first Genre-oriented Corpus for Nested Named
Entity Recognition in Chinese Web Novels,
namely CW3NE, comprising 400 chapters to-
taling 1,214,283 tokens under two genres, Xu-
anHuan (Eastern Fantasy) and History. Based
on the corpus, we make a deep analysis of the
distribution of different types of entities, in-
cluding person, location and organization. We
also make comparison of nesting patterns of
nested entities between CW3NE and the En-
glish corpus LitBank. Even both belong to
literary domain, entities in different genres
share few overlaps, making genre adaptation of
NER a hard problem. We provide several base-
line NER methods and experimental results
show that large language model based meth-
ods perform poorer than well designed small
language model based method. Performance
drops sharply on nested NER for all baseline
methods, indicating the great challenge posed
by the nested named entities. Genre adaptation
also results in great performance drop espe-
cially on location and organization entities. We
will release our corpus to promote research on
literary NER. !

1 Introduction

Computational literature, an interdisciplinary field
combining natural language processing (NLP) and
literary studies, aims to leverage structured liter-
ary information for answering queries about en-
tities within literature (Jia et al., 2020b). A crit-
ical component of literary analysis is the extrac-
tion of entities from texts. Named entity recogni-
tion (NER) (Sang and De Meulder, 2003), a fun-
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“IZhou Jifeng]Per, [the chief disciple of [Tianjian Sect]oRrG IPER, is said to have recently
advanced to the Divine Court realm.” «=+==

“[Ci Yuan’er]Per, the youngest disciple who entered the sect latest among the [Nine Great
Demons of [Jinting Mountain]oRGPER, also disciples of [Ji Tiandao]PER, has reached the Divine
Court Royal Path realm.”

“The [Eldest Senior Brother]per is no longer reliable; now, all our hopes are pinned on
[Master]per, hoping that [he]Per has some strategies to repel the enemy,” said [Duanmu
Shenglper, [the third disciple]per, with his arms crossed.

Figure 1: Dataset Examples: Corresponding Metadata
Above, Novel Texts Below.

damental task in information extraction (Cowie
and Lehnert, 1996), identifies entities within sen-
tences such as persons, locations, and organiza-
tions. This task serves as a cornerstone for vari-
ous downstream NLP applications, including rela-
tion extraction (Zhou et al., 2005), event extraction
(Hogenboom et al., 2011), and coreference resolu-
tion (Sukthanker et al., 2020).

In Chinese literary research, the focus is increas-
ingly shifting towards analyzing content-rich liter-
ary works. However, the critical aspect of nested
entities and their influence has been overlooked.
Within the task of NER, the predominant empha-
sis has been on general domains (Bamman et al.,
2019), both in methodological approaches and
dataset composition. While this focus has been
comprehensive for general applications, it falls
short in addressing literary analysis.

Specifically, models trained on datasets from
general domains exhibit suboptimal performance
when applied to the literary domain(Augenstein
et al., 2017), highlighting a mismatch between gen-
eral NER models and the unique requirements of
literary texts. Even within the literary domain, dif-
ferent genres pose significant challenges for entity
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Dataset Language Genre Nested Genre-oriented Entity Types
SanWen (2017)  Chinese Essay X X 7
LitBank (2019)  English Novels, Stories v X 6
Books (2020a) Chinese XuanHuan X X 6
JinYong (2021)  Chinese Martial X X 4
QiDian (2023) Chinese Multi-genres X v 3
CW3NE Chinese = XuanHuan, History v v 3

Table 1: Statistics of Literary NER Datasets. "Nested" indicates nested annotation. Unless otherwise specified, the

term "Genre" refers to the category of novels.

recognition. Moreover,the existing NER datasets
in the literary domain do not sufficiently address
the distinct characteristics of Chinese web novels,
revealing a gap in this specific genre.

To address these challenges, we introduce
CW3NE: A Genre-oriented Corpus for Nested
Named Entity Recognition in Chinese Web Novels.
Our comprehensive dataset tackles the critical is-
sues in Chinese web novel NER, particularly the
scarcity of extensive web novel data and analysis
of the complexity of nested entity structures. To
facilitate a deeper understanding of character dy-
namics, we include metadata annotations pertinent
to character analysis. The organization and details
of our dataset are depicted in Figure 1.

The contributions of this paper can be summa-
rized as follows:

e We annotate a genre-oriented corpus for
nested named entity recognition in Chinese
web novels. We develop a genre-oriented
dataset for nested NER derived from 400 chap-
ters of Chinese web novels, containing over
1.2 million tokens. This dataset fills a critical
gap in Chinese literary resources.

o We unveil the nesting patterns of the nested
entities and entity differences between gen-
res. We perform a comprehensive analysis,
highlighting the distinct challenges and char-
acteristics of nested entities in our dataset
compared to existing ones, emphasizing the
primary difficulties in entity recognition, es-
pecially genre adaptation.

¢ Experiments reveal the challenges of nested
entity recognition and cross-genre diffi-
culties. Our extensive experiments reveal
challenges in NER for Chinese web novels.
Current methods, including large language

models, need further refinement for effective
nested entity recognition. Cross-genre experi-
ments highlight the complexity, emphasizing
the need for more effective approaches.

2 Related Work

Named Entity Recognition (Sang and De Meulder,
2003) stands as a foundational task in information
extraction, aiming to identify entities such as per-
sons, locations, and organizations within the text.
This process is crucial for downstream tasks like
automated question answering, machine transla-
tion, and text analysis. However, the application of
NER to the literary domain remains a challenging
endeavor (Jia et al., 2021). The primary challenge
stems from the scarcity of annotated corpora, with
scholars such as Santana et al. (2023) emphasizing
the pivotal role and intricacy of the data annota-
tion process during the training phase. Despite the
efforts of researchers (Bamman et al., 2019; Jia
et al., 2021, 2020a; Zhao et al., 2023) in annotating
novel datasets, a deficiency persists in high-quality
Chinese web novel data for facilitating character
recognition.

In our study, we provide a comprehensive
overview of existing NER datasets within the litera-
ture. Table 1 presents detailed information, encom-
passing language, data source, entity categories,
nested entity structures and other relevant charac-
teristics.

In response to the scarcity of datasets in the liter-
ary domain, Bamman et al. (2019) curated a collec-
tion of 100 English novels from Project Gutenberg?,
annotating nested entity information specifically
tailored to the literary context. Additionally, their
cross-domain experiments with ACE(Augenstein
et al., 2017) revealed pronounced disparities in en-
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tity distribution between the literary and news do-
mains. Moreover, a comparative analysis of gender
across both domains served to underscore the liter-
ary domain’s particular emphasis on the distinctive
traits of people.

In the Chinese context, Xu et al. (2017) targeted
the difficulties faced in Chinese literary works and
conducted detailed entity and relationship anno-
tation on 726 articles, to some extent addressing
the problem of dataset scarcity. Jia et al. (2021),
starting with Jin Yong’s novels, annotated named
entities in over 1.8 million words across two nov-
els, totaling more than 50,000 annotations for 4
entity categories. Simultaneously, they conducted
thorough analysis and experiments on the dataset,
providing a paradigm for subsequent literary re-
search.

The Books(Jia et al., 2020a) dataset is sourced
from Chinese web® novels. The entity types en-
compass PER (person), LOC (location) and ORG
(organization), WEP (weapons), TIT (titles), and
KUN (kung fu). Additionally, Zhao et al. (2023)
established the largest Chinese multi-genre literary
NER corpus, which includes 260 Chinese novels
across 13 different genres.

3 Corpus Construction

3.1 Data Collection and Preprocessing

We conduct web scraping activities targeting the
largest Chinese web novel platform, QiDian Chi-
nese Website 4, to collect a dataset of 40 popular
web novels. Each chosen work comprises its initial
10 chapters and falls within the XuanHuan (Xuan-
Huan blends Chinese folklore, mythology, and mar-
tial arts, whereas Western fantasy typically draws
from European myths and medieval elements.) or
History genre, including those adapted into car-
toons or TV dramas. Furthermore, we extract meta-
data such as novel names, chapter titles, genre in-
formation, and author names to facilitate future
literary analyses. It is important to note that all
the collected data is openly accessible for research
purposes.

3.2 Annotation Principles

In our study, we conduct annotations on the ac-
quired dataset to identify nested entities, classify-
ing them into distinct types including person (PER),
location (LOC), and organization (ORG). Below,
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we provide a comprehensive overview of the anno-
tation specifications.

3.2.1 Person Entities

Person entities refer to characters depicted within
novels, holding a paramount role within the narra-
tive. Our annotation process specifically focuses
on entities that represent individual characters or
groups of characters, excluding personal pronouns.
Entities identified during the annotation process
that signify characters are annotated, encompass-
ing specific types such as:

Person names “’fIE7R(Le Zhengdong)”

Ordinary nouns or character relation-
ships “Jifi J.(the Senior Brother)”, “’Jt % 1
IR (Siblings)”

Descriptive nouns indicate person entities “—
B FLE A KR Z A(A woman wearing a
green dress)”

Non-human creature but capable of indepen-
dent thought or dialogue “VK#(Ice silkworm)”,
“f T (king of beasts)”

In the Books dataset (Jia et al., 2020a), the
"TIT" label for character titles has been relabeled
as "PER" for consistency in our study. For instance,
“JiM 5.(Senior Brother Wen)” is now labeled as
"PER".

3.2.2 Location Entities

Location entities play a crucial role in novels by
indicating the settings where the story takes place.
They serve as auxiliary elements alongside person
entities.

Physical location We identify and label physi-
cal locations or settings referenced in the text, ex-
cluding prepositions from annotation.

Entity indicates where the storyline takes
place Additionally, certain narratives frequently
unfold within buildings, which may be designated
as FAC (facilities) in other annotation schemes.
However, as these entities contribute to establish-
ing the story’s setting, we annotate them as location
entities.

3.2.3 Organization Entities

In the context of web literature, identifying orga-
nizational entities proves challenging due to their
often sparse and ambiguous. To precisely identify
organizational entities, we exclusively label those
with explicit and distinguishable hierarchical rela-
tionships.
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Entity type Examples
PER IRIEZR, AR, AR, KM L, ,
Le Zhengdong, the Director, the Father, the Senior Brother, ,
LOC PTG E R, | Sk, [HA 2B B LK ]
Zhongyun City, Comprehensive Building, [Imperial City of 1,
[White Rose District of [Puli Port]]
ORG Y R, R AL ML AL L 22 B, R L]
Urban Construction Bureau, Ceremonial Directorate, Hongshan College,

./ [Tianxuan City]

Table 2: Entity Examples: To distinguish nested entities, we use different colors to represent various categories and
separate them using brackets [ ]. Light red is used for PER (person), light green for LOC (location), and light purple

for ORG (organization).

Organizational entities are inherently inter-
twined with personal entities. For instance, in the
context of a family, the removal of personal entities
renders the family structure incomplete in terms
of personal representation. This concept extends
to other organization entities such as factions and
nations.

We conduct a comprehensive analysis of fre-
quently occurring entities across various types. As
demonstrated in Table 2.

3.3 Annotation Process

We annotate our dataset using the open-source tool
Label-Studio(Tkachenko et al., 2020-2022), em-
ploying five expert web novel readers for labeling.
The process lasts three months.

Manual Annotation The team leader first anno-
tates a small subset to create guidelines. The anno-
tation team then applied these guidelines uniformly.
Cross-validation identifies discrepancies, and sec-
ondary reviews ensure precision and recall. If the
F1 score is below 70, further annotation and review
are conducted.

Verification After annotations, we analyze entity
frequency in each chapter. Errors, such as incorrect
entity boundaries (e.g., labeling “5K =" as “5Kk =
&), are manually corrected to ensure accuracy.

3.4 Inner-annotator Agreement

To ensure dataset quality, we assess annotation con-
sistency by comparing multiple annotations from
different annotators. Using the latest annotations as
the reference, we calculate the F1 score, resulting
in an overall consistency rate of 94.91%. This high
consistency underscores the dataset’s quality, with
detailed rates for each entity type shown in Table

3.

PER LOC ORG All
IAA 09623 0.8765 0.9200 0.9491

Table 3: The results of Inter-annotator Agreement (IAA)
for the dataset.

4 Corpus Analysis

4.1 Corpus Statistics

In the analysis of the dataset, it is evident that PER
(person) is notably more prevalent, especially in
the context of web novels. This prominence is
discernible from Figure 2, where person entities
account for a significant portion of the dataset, un-
derscoring their pivotal role in narratives.

Dataset Analysis

39862 - Entity

Nested(outer)
mmm Nested(inner)

1044
5605
3472

1250

Counts (log scale)

PER Loc ORG
Type

Figure 2: Statistical Data of Different Entity Types

Location entities, which frequently accompany
person entities, delineate the background against
which the stories take place, thereby enriching the



narrative by setting the stage for the unfolding
events. Organization entities, while less common,
play a critical role in illustrating the affiliations and
social structures within the narrative, often driving
the plot forward.

BN XuanHuan
W shared
BN History

I T T T T T
0 20 40 60 80 100
Percentage

Figure 3: Distribution of entities across two different
genres, with ‘shared’ indicating entities in both genres.

Further nested entities within web novels reveal a
notable trend: person entities can most easily form
nested structures, serving as the outer layer in these
configurations. In contrast, locations and organi-
zations forming nested entities are comparatively
rarer, constituting about 20% of such structures,
yet they are often nested in person entities. This
pattern highlights the dominance of person entities
in web novels, where they not only predominate in
frequency but also in their ability to integrate other
entity types within their nested structures.

In addition, we analyze the overlap of unique
entities across different genres. Figure 3 demon-
strates significant differences between the genres,
with minimal shared entities, highlighting the sub-
stantial challenges in cross-genre recognition.

4.2 Analysis of Entity Nesting Patterns

We examine the distribution of nested entities in the
dataset, focusing primarily on internal and external
nested entities. The results are presented in Figure
4, where the vertical axis represents external nested
entities and the horizontal axis represents internal
entities.

In our dataset, individuals are often associated
with their organizational affiliations. For instance,
the title “ K% £ 7 (Emperor of Da Wei)” signifies
a person’s role within the “KB(Da Wei)” state
organization. This results in numerous instances of
organizational entities nested within person entities

CW3NE

500

400

31 157 57 300

Outer Nested Entity
Loc

20 41 93

ORG

PER Loc ORG
Inner Nested Entity

Figure 4: Distribution of Nested Entities.

in the CW3NE dataset, demonstrating the complex-
ity of nested entity annotations in literary texts.

We conduct a detailed statistical analysis to in-
vestigate the origins and patterns of nested entities
in both LitBank and CW3NE. Our findings show
that LitBank, an English dataset, predominantly
features nested entities with gender-specific mark-
ers such as "Mr." and "Mrs.," which highlight char-
acter gender identities. Detailed analysis figures
are provided in the Appendix Figure 7.

In contrast, the Chinese dataset from CW3NE
exhibits a higher incidence of nesting involving
person and organization entities, reflecting inter-
entity relationships. This discrepancy is attributed
to linguistic differences between English and Chi-
nese, presenting challenges for entity recognition
in computational models.

S Experiments

In the experimental section, we evaluate the
dataset’s quality and conduct a series of baseline
models for comparison. Including (1) The state-of-
the-art method, DiffusionNER(Shen et al., 2023),
on commonly used datasets (ACE(Doddington
et al., 2004; Walker et al., 2006), GENIA(Kim et al.,
2003)) (2) and generative large language models,
like ChatGPT?, Baichuan2-7B(Baichuan, 2023).

5.1 Experimental Settings
5.1.1 Dataset Split

In our study, we follow the data partitioning
methodology as delineated by Bamman et al.
(2019). The segmentation of the dataset is based
on novels, adopting an 8:1:1 split ratio.

5https ://chat.openai.com/
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‘ F1-score ‘ Overall
model

| PER LOC ORG | P R Fl
DiffusionNER | 7534 61.19 61.78 | 71.81 72.40 72.10
Baichuan2-7B(0-shot) | 64.35 4891 3371 | 69.81 5276 60.10
Baichuan2-7B(3-shot) | 6540 49.95 28.74 | 67.60 5539 60.89
ChatGPT(0-shot) 19.19 3358 1823 | 68.08 13.05 21.90
ChatGPT(3-shot) 56.83 40.93 19.80 | 59.17 45.18 51.24

Table 4: Results of Named Entity Recognition. 0-shot and 3-shot represent the number of examples in the prompt.

PER LOC ORG #Sentences
Train 33,274 4,671 2,962 19,762
Valid 3,446 308 224 2,222
Test 3,142 626 286 1,822

Table 5: Distribution of the Partitioned Dataset.

This distribution allocates 32 novels to the train-
ing set, with 4 novels each dedicated to the vali-
dation and test sets. A comprehensive breakdown
of this distribution, including detailed statistics, is
presented in Table 5.

5.1.2 Baselines Details

Below are the settings for the experimental
model.Detailed parameters are provided in the Ap-
pendix 13.

DiffusionNER DiffusionNER(Shen et al., 2023)
represents a boundary-denoising model for NER,
which uses BERT(Devlin et al., 2018) as the base
model and demonstrates state-of-the-art perfor-
mance across diverse datasets in general domains.
We extend its application to the domain of literature.
The experimental setup follows the configuration,
with 30 epochs, a learning rate of 2e-05, and a
batch size of 8.

Baichuan2 Baichuan 2 (Baichuan, 2023), the large
language model from Baichuan Intelligence, is
trained on a diverse corpus of 2.6 trillion high-
quality tokens. We fine-tune Baichuan2-7B-Base
using LoRA (Hu et al., 2021) with llama-factory
(Zheng et al., 2024). The fine-tuning parameters
are: batch size of 4, 3 epochs, and a rank of 8. We
perform fine-tuning under two scenarios: 0-shot
and 3-shot entity recognition.

ChatGPT Our research leveraged OpenAl’s API
to conduct experiments.® Specifically, we engaged

SAll experimental work was carried out using the API
version available in March and April

in O-shot experimentation utilizing a prompt struc-
ture composed of task definition, problem state-
ment, annotation guidelines, and desired output for-
mat. The entity annotation standards we adopted
are detailed in Section 3 .

5.2 Entity Recognition Results

In our experiments on the dataset (see Table 4),
we observe that LLMs, including ChatGPT and
Baichuan, perform approximately 10 percentage
points lower in recognition accuracy compared to
the fine-tuned state-of-the-art (SOTA) model.

A detailed analysis indicates that the main defi-
ciency of LLMs relative to the SOTA model is their
recall rate. However, LLMs show significant poten-
tial for improvement, especially when examples are
incorporated into the prompt template, which no-
tably enhances their recall rate. This enhancement
is particularly pronounced in ChatGPT, which has
not been fine-tuned.

Examining the overall F1 score, the 3-shot fine-
tuning of Baichuan did not yield a significant im-
provement over the 0-shot approach, despite an
increase in Recall by 2.63 points. Conversely, for
ChatGPT, the inclusion of example prompt tem-
plates resulted in a substantial performance boost,
with the F1 score rising from 21.9% to 51.24%.
We conclude that including example prompts can
significantly aid LLMs in understanding prompt
information, thereby greatly enhancing their perfor-
mance, especially for models lacking fine-tuning.

5.3 Cross-genre Novel Recognition Results

We conduct an analysis using two genres of nov-
els by partitioning the dataset based on genre. As
shown in Table 8, the results indicate a significant
drop in model performance when the training and
test sets belong to different genres, with a particu-
larly notable 40 percentage point decrease in rec-
ognizing organization and location entities. This



Test— ‘ XuanHuan ‘ History

Train] | PER LOC ORG micro-F1 | PER LOC ORG micro-F1
XuanHuan | 75.09 52.99 47.10 7085 |59.60 1595 7.66 5224
History | 57.19 17.28 1333  50.19 | 68.00 5941 5818 6520

Table 6: Cross-Genre Recognition Results.

mark performance decline highlights the model’s
limitations in handling cross-genre data.

Overall, our findings underscore the necessity
for models to possess enhanced generalization ca-
pabilities and robustness to effectively manage the
variations across multiple genres.

6 Analysis

6.1 Recognition Results of Each Novel

Figure 5 presents the recognition results for each
novel in the test set. We analyze four novels: “5E32
tH: 5 (Perfect World)” and “li%Tﬁ(Jiang Ye)” from
the Xuanhuan genre, and “/%X $R%F(Qing Yu Nian)”
and “EXWE(Zhui Xu)” from the history genre.

Figure 5: Recognition results of four novels in the test
dataset.

Baichuan display stable recognition performance
with minimal variation across different novels. In
contrast, the 0-shot version of ChatGPT show sig-
nificant sensitivity to novel differences, which is
reduced in the 3-shot version with the inclusion
of examples. DiffusionNER, despite achieving the
best overall results, exhibit considerable fluctua-
tions in character recognition across different nov-
els, likely due to its model characteristics.

Consistent trends are observed in the results from
the same model across different experimental set-
tings. We hypothesize that this phenomenon is
caused by the varying difficulty levels of the differ-
ent novels.

6.2 Recognition Results of Nested and
Non-nested Entities

To evaluate the accuracy of nested entity recog-
nition, we analyze the recognition results for two
types of entities. A nested entity is considered cor-
rectly identified only when both the inner and outer
entities are accurately recognized by the model.

As shown in Figure 6, the accuracy of nested
entity recognition in novels is significantly lower
than that of non-nested entities. Often, the model
only partially identifies nested entities, such as rec-
ognizing the outer entity while missing the inner
one. This discrepancy is partly due to the complex-
ity of nested entities and the relatively sparse data
compared to non-nested entities. This highlights
the need for models to improve their ability to rec-
ognize sparse and challenging data in the context
of web novels.

| —®— Nested
Non-nested

o— 9
o &— L 4

Chatgpt{0-shot) Chatgpt(3-shot)Baichuan(0-shotBaichuan(3-shot) DiffusionNER
Models

Figure 6: Results of Nested and Non-Nested Entities.

6.3 Recognition Results of IV and OOV
Entities

For the cross-genre experiments, we observed a sig-
nificant decline in performance. This is primarily
due to the substantial differences between entities
in the two genres.

As shown in Section 4.1, few overlapping en-
tities exist between the genres. Our analysis of



Casel

‘R, BAEEFLHTHREELT - "X, — MHEARES T
VG, MRIFIEARRRR, R MERK -

"Patriarch, we have not gone into the mountains for some days now."Just then, a
robust adult male entered the courtyard. He is the leader of the hunting team and
will also be the next Patriarch of the Stone Village.

Ground Truth

DiffusionNER
ChatGPT(0-shot)
ChatGPT(3-shot)

Baichuan2(0-shot)
Baichuan2(3-shot)

PER: JEA<, AR MR, SRR AR, — MR RS 7 LOC:
Bi ORG: FFAsEAT, 1

PER: Patriarch, the next Patriarch of the Stone Village, the leader of the hunting
team, a robust adult male LOC: the courtyard ORG: the hunting team, the
Stone Village

PER: i, AR MR, FFREAR LR, — MRS 7 LOC:
B, ORG: FfiHI R, O
PER: [+, O, O, 57 LOC: | -, BEH, ORG: FFI&PAT,
O

PER: i+, ARH MR, FIEAMREIELAT, O LOC: O ORG: O, O
PER: 5K, O, O i FE 7 < LOC: O ORG: O, fAff

PER: &K, AR A R K, FFREVRRILAE, O LOC: O ORG: O, O

Table 7: Case study. X indicates recognition errors, () indicates unrecognized entities.Light red highlights

misclassifications, light green indicates inaccuracies of entity boundaries, and light blue marks non-entities.

v~ Ooov
Xuanhuan—History 68.38 39.78
History—Xuanhuan 58.46 31.21

Table 8: Analysis of IV and OOV entities: For the Xu-
anHuan, the IV:OO0V ratio is 117:606, while for the
History, it is 65:410. The statistics are based on dedu-
plicated entities.

in-vocabulary (IV) and out-of-vocabulary (OOV)
entities revealed that the poor recognition of OOV
entities is the main factor. Since OOV entities con-
stitute a larger proportion compared to IV entities,
this results in the overall poor performance of cross-
genre recognition.

6.4 Case Study

To analyze the model’s recognition outcomes and
identify the dataset’s vulnerabilities, two instances
of model recognition have been meticulously cho-
sen. Errors are categorized into these distinct
types: 1) misclassifications regarding entity types,
2) inaccuracies in identifying entity boundaries,
3)misidentification of non-entities, and 4)unrecog-
nized entities in the ground truth.

In the example, both the 0-shot ChatGPT and
Baichuan incorrectly recognized the entity “47
H N T % K (the next Patriarch of the Stone Vil-
lage)” as “JfE K (Patriarch)”. However, the 3-shot

models accurately identified the entity, suggesting
that providing examples can significantly enhance
the comprehension capabilities of LLMs.

However, it is also important to acknowledge
that examples can sometimes introduce interfer-
ence. For instance, while the O-shot Baichuan cor-
rectly identified the organizational entity “/f5 ¥ (the
Stone Village)”, the 3-shot models failed to do so
after examples were provided. This highlights the
potential trade-offs in model performance when
using example-based prompting.

7 Conclusion

We present the largest Chinese nested entity anno-
tation dataset in literary domain, comprising 1.2
million tokens across 400 chapters in XuanHuan
and History genres. Our analysis reveals the distri-
bution and origin of nested entities in web novels.
A series of methods are implemented to assess the
quality of the CW3NE. Experimental results reveal
the need for further enhancement of existing meth-
ods within the literary domain and cross-genres
recognition.

In the future, our work will involve continued
annotation for coreference resolution and entity
relationships on this corpus, facilitating a more
comprehensive analysis of literature. Furthermore,
we aim to incorporate additional literary elements
to augment the model’s effectiveness.



Limitations

To begin with, due to time and cost constraints,
our annotated dataset is limited to two genres: His-
tory and Xuanhuan. It does not provide a compre-
hensive coverage of the various categories within
online novels. Additionally, our annotations only
involve three basic entities. However, given the
diverse nature of entity types across different novel
genres, a more comprehensive and detailed analy-
sis is required to design a dataset that includes a
broader range of entities.

Furthermore, our dataset is not free from noise.
While multiple rounds of iterative annotation have
improved data quality, it is undeniable that some
annotation errors may exist due to personal biases
in understanding. We aim to further optimize the
dataset in future work.

Ethics Statement

The entirety of the work presented in this paper
adheres to ethical standards.
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Figure 7: Distribution of Nested Entities and Comparison with LitBank.
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Novel Name Genre Tokens PER LOC ORG
ST RFRIZET T ZX%J)/XuanHuan 75124 1797 299 273
LB REEIVAAR S Z4)/XuanHuan 24743 509 61 63
S PN Z%]/XuanHuan 19348 484 82 73
B KRFENY £1%14  Z%4)/XuanHuan 21143 574 61 44
AEEE Z%)/XuanHuan 28567 925 44 54
Wtz £ Z%)/XuanHuan 34557 722 127 83
R Z%)/XuanHuan 67893 2253 266 58
RAEREEARIR X%/ XuanHuan 23673 1089 65 36
BRI Z%)/XuanHuan 28472 770 125 60
L Z%)/XuanHuan 31232 817 153 24
EESE Z%)/XuanHuan 27854 1092 186 103
—itzH Z4%)/XuanHuan 35780 1294 148 238
X Z%4])/XuanHuan 29551 438 354 5
RiBEEHE Z%]/XuanHuan 28305 1014 65 100
REEE Z%)/XuanHuan 32548 705 164 39
SEERHF Z%)/XuanHuan 24735 558 152 9
HARE Z%4]/XuanHuan 18082 585 219 66
ANESE Z%)/XuanHuan 31213 942 200 238
B Z4%)/XuanHuan 30622 593 207 89
Wil Z%)/XuanHuan 29038 904 92 3
i [77 5 [History 27586 1076 207 112
R [77 5 /History 23824 877 135 28
g [73 5 /History 43363 1114 132 160
JEARAKSE R [77 5 /History 22000 984 125 59
[E] 5| BHEA & £ 55 [77 5 /History 37735 1314 76 63
KPGEE RN [73 5 /History 35486 1425 158 93
KAEE—MRA [73 5 /History 25279 1228 172 157
KEEE [77 5 /History 37738 1756 135 351
W& O R K [77 5 /History 22196 1005 140 71
Wz [73 5 /History 29778 779 62 31
WK T [77 5 MHistory 22358 938 91 62
AR F [ 58 MHistory 23905 990 75 90
HEPNIN [73 5 /History 33053 1054 177 30
AR [73 5 /History 24990 1027 72 109
WME/NRE [77 5 /History 29904 935 137 32
FIE R = [E] [73 5 /History 21662 1064 88 55
ez 0 [73 5 /History 23996 785 227 154
JEE [77 5 /History 31166 971 149 38
/N [73 5 /History 23463 1053 57 38
RS J77 5 /History 32321 1422 120 81

Table 9: Detailed Statistics for Each Novel
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0-shot

"W T E R SN SO, AR5 ET B AR IR B S5 /A SR SRR, R A
TR BT E SLIFRIRA o /NSRS =K, B AY(per),
5. (loc), HZH(org) -

i 44 SEARFR T AR R ) 2

LA#(per): BN NWEE NDEERIEE (RIER, &, MWARE) -

2. (loc): FEMFAEREM S B CESEFIE T A A (IMEAPRE) -

3.0 (org): FERALNIIFILAE CHANZEEHFHAT XM ETRRER) -

4. SEARFRIA RN R4 T B E 4 TR A B E TR W — SRR AR, BIASFRE -
5.SEARH FREN 8 ()4 8 SEAAR Y B A 44 TR B 4% TR -

BRSNS, B SRR TN N RS L RT3 TR RS AR U
N (per):

b 55 (loc):

HZ (org):

INEpSZNT N

3-shot

"N A E R SO NSO, ARSI BFRR IR BRI 5 /N AE S R SE AR, R
VAR BT & SHF IR« /DA 4 LAWK = KK, B8 AW(per),
5. (loc), HH(org) -

i 44 SRR BB AR TR 2

L A#(per): FREN APEE ANPEEOLHE (AR, &, WARE) -
2. s (loc): FEAFAERIY M S B HE BT L E (IHEAARE) -

3.0 (org): TERALNMKIEE HANEGHBA T XS ETRER) -

4 ARFE M RN HUE7E4 1A B3 4 1R B E FR 1) — N SRR AT, BIAERE -
5SEARD TR F8 A1 8 SEAA ) B 44 TR B 44 TR G -

SEAEBIIREFIT :

i1

A AR LA TR

SEAR

AW(per): AL ~ ALK Y I 26 1H Ik
Hb 55 (loc):

A% (org):

112

AR "WERENREKERER"
SEAR:

AN (per): WERBIREK ~ RIER
b 5. (loc):

H (org): R

%13:

AR NOEBEPEMRFRITT, DAENRZER
SAR

N (per):

H S (loc): AR~ IMAZE

HZ (org):

BRI, R SRR BT R SRR < CRRIT, 3 TN R S AR U H
N (per):

b 55 (loc):

H% (org):

T /NSO

Table 10: Prompt Detail.
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Parameter Value

base model Chinese-bert-wwm-ext
batch_size 8

epochs 30

Ir 2e-05
Ir_warmup 0.1
weight_decay 0.01
max_grad_norm 1.0

Table 11: DiffusionNER Parameters

Parameter Value

base model  gpt-3.5-turbo-16k
max_tokens 5000
temperature 1.0

Table 12: ChatGPT Parameters

Parameter Value

base model Baichuan2-7B-Base
finetuning_type lora
batch_size 4

epochs 3

lora rank 8

warmup 0.1

Table 13: Baichuan Parameters
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Case ERTRZAT R, EARITRAEI TR -BZEERERILBE
. AR I T JLH IR ZE KA NE
Following Ning Yi’s initial plan, he intended to proceed directly to Yushan
Academy after a brief excursion outside. This was Qin Lao’s concubine, whom
he had encountered on several occasions.

Ground Truth PER:

PER:
DiffusionNER PER:
ChatGPT(0-shot)  PER:
ChatGPT(3-shot)  PER:
Baichuan2(0-shot) PER:
Baichuan2(3-shot) PER:

TR, BE, RERI)NE LOC: ORG: B I

Ning Yi, Qin Lao, Qin Lao’s concubine LOC: ORG: Yushan Academy
TR, O, 2% LOC: ORG: ¥ 1L+Hk

TH, O, BEXN/NE LOC: ORG: O

TR, O, FEXRH/NE LOC: ORG: O

T, O, ZEXI/NE LOC: ORG: O

TR, O, BERN/NELOC: ORG: B 1L+

Table 14: Case study. X indicates recognition errors, () indicates unrecognized entities.Light red highlights
misclassifications, light green indicates inaccuracies of entity boundaries, and light blue marks non-entities.
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