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Abstract

Multi-turn reinforcement learning provides a principled framework for training1

LLM agents, but exploration remains a key bottleneck. Classical exploration2

strategies such as ϵ-greedy and upper confidence bounds select random actions,3

failing to efficiently explore the combinatorial space of multi-turn token sequences.4

Our key insight is that LLMs can use hindsight to guide exploration: by analyzing5

completed trajectories and proposing counterfactual actions that could have led6

to higher returns. We propose HOPE (Hindsight Off-Policy Exploration), which7

integrates hindsight-guided exploration into both the actor and critic stages of multi-8

turn RL. HOPE improves the critic’s state-action coverage by generating rollouts9

from counterfactual actions, and steers the actor’s exploration in RL by using10

a learned counterfactual generator to propose alternative actions. Experimental11

results show that HOPE outperforms strong multi-turn RL baselines in task-oriented12

dialogue tasks, TwentyQuestions (success: 0.82 → 0.97), GuessMyCity (success:13

0.68 → 0.75), and tool-use dialogue task CarDealer (success: 0.72 → 0.77).14

1 Introduction15

Reinforcement learning (RL) has proven effective for aligning large language models (LLMs)16

with human preferences [31, 36, 41] and enhancing their reasoning capabilities [13, 24, 45, 48].17

Recent works apply RL to train LLM agents for multi-turn decision-making tasks, such as code18

generation [18, 23], web navigation [4, 32, 33], and task-oriented dialogues [1, 46, 55], where each19

action by the agent influences future states in the environment.20

However, exploration remains a key challenge in RL [6, 42, 44]. Classical exploration strategies that21

sample random actions, such as ϵ-greedy and upper confidence bound [3], fail to efficiently explore22

the expansive action space of LLM agents, where actions are token sequences spanning multiple23

turns. Random perturbations rarely produce coherent alternative actions, making it difficult to explore24

the space of multi-turn sequences in a purposeful way.25

Our key insight is that LLMs can guide exploration through hindsight reasoning—by analyzing26

completed trajectories and proposing counterfactual actions that might have led to higher returns.27

Prior works empirically show that LLMs exhibit this form of hindsight reasoning [5, 19, 29, 39],28

often revising their responses based on feedback. However, naively imitating these counterfactual29

actions does not guarantee policy improvement—they may be suboptimal or unrealizable.30

We present HOPE (Hindsight Off-Policy Exploration), which leverages environment rewards and a31

learned critic to identify the counterfactual actions that have resulted in improved outcomes. HOPE32

integrates hindsight-guided exploration into both stages of actor-critic RL. In critic training, it33

augments the replay buffer by splicing in high-value counterfactual actions at intermediate timesteps34

of past trajectories and then rolling out the current policy, thereby broadening state–action coverage.35
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In actor updates, it biases exploration toward promising regions by sampling candidate actions from36

a learned counterfactual generator and evaluating them via the critic. We show that HOPE is both37

easy to incorporate into existing multi-turn RL pipelines and closely aligned with the principles of38

posterior sampling, as it explores by generating actions conditioned on past outcomes.39

Our key contributions are:40

1. A novel framework, HOPE, that injects hindsight-guided exploration into both critic and actor41

stages of multi-turn RL.42

2. A counterfactual action generator that steers the actor’s exploration during RL by proposing43

alternative actions.44

3. Experiments validation on diverse multi-turn decision-making domains [1], showing that HOPE45

outperforms leading multi-turn RL approaches on task-oriented dialogue and tool-use tasks.46
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Figure 1: Overview of HOPE that integrates hindsight-guided exploration in actor-critic RL training.
The training loop is iterative. Stage 1: Collect diverse rollouts to compute Q targets by augmenting
past rollouts with counterfactual actions and rolling out the remaining steps with the current policy
πi. Stage 2: Train the critic Qi(s, a) via supervised learning. Stage 3: Train the policy via RL and
hindsight guided action exploration, where it samples counterfactual actions with probability β.

2 Preliminaries47

Problem Formulation. We model the multi-turn decision-making problem as a Markov Decision48

Process (MDP) for the LLM agent. At each turn t, the agent receives state st = {o0, a0, . . . , ot}, the49

history of observations and actions so far. It then takes an action at, a token sequence, and transitions50

to a new state st+1 according to the environment’s transition dynamics. We assume access to a sparse51

reward signal r(st, at) only at the end of the trajectory. The goal is to learn a policy π(at | st) that52

maximizes the expected discounted return: Eπ

[∑T−1
t=0 γtr(st, at)

]
.53

Actor Critic for Multi-Turn RL. Multi-turn RL can be viewed as a hierarchical RL problem54

consisting of two nested RL loops: (1) turn-level RL and (2) token-level RL. We solve the turn-level55

RL problem by rolling out the agent in the environment, collecting state-action trajectories and56

training a Process Reward Model (PRM) Q(s, a), akin to a critic in actor-critic RL. The LLM policy57

is then solved by optimizing the PRM using a token-level RL algorithm. While this recipe has been58

used to great success in math and reasoning settings [24, 38, 45, 48], this framework is underexplored59

in the LLM agent setting.60

The training loop is iterative: at each iteration i, the current policy πi−1 is rolled out to generate61

trajectories. For each encountered state-action pair (s, a), all trajectories passing through (s, a) are62

stored in a replay buffer G(s, a). The PRM target dataset D = {(s, a, Q̂)} is constructed using Monte63

Carlo estimates:64

Q̂(s, a) =
1

|G(s, a)|
∑

(st,at)∈G(s,a)

T−1∑
k=t

γk−tr(sk, ak). (1)
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The PRM Qi is trained on D, and the policy πi is then trained to maximize Qi while staying close to65

πi−1, using algorithms such as PPO [37], rejection sampling [15], or Online DPO [16].66

The effectiveness of this framework hinges on the quality and diversity of trajectories in the replay67

buffer. When exploration is limited, the buffer contains few high-reward state-action pairs, leading to68

poor value estimates and stagnated policy improvement.69

Algorithm 1 Actor-Critic RL with HOPE (Hindsight Off-Policy Exploration)
1: Initialize with agent policy π0

2: for iteration i = 1, . . . ,K do
3: // Stage 1: Collect rollouts (Explore with HOPE)
4: Collect on-policy rollouts {(. . . , st, at, rt, . . .)} using πi−1 and store in replay buffer G(s, a)
5: Collect hindsight-guided rollouts Algorithm 2 and maintain data ratio α in G(s, a)
6: // Stage 2: Train Process Reward Model
7: Compute PRM targets via (1) and aggregate into dataset D = {(s, a, Q̂)}
8: Train PRM Qi to minimize soft binary cross-entropy loss:

Qi = argmin
Q

−E(s,a,Q̂)∼D

[
Q̂ logQ(s, a) + (1− Q̂) log(1−Q(s, a))

]
(2)

9: // Stage 3: Train Policy via RL (Explore with HOPE)
10: Train policy πi to maximize Qi, exploring with probability β via hindsight proposer πH

πi = argmax
π

Es∼D,a∼Sample(s,πi,πH ,β) [Qi(s, a)]− βDKL [π(a | s)∥πi−1(a | s)] (3)

11: end for
12: return Best π ∈ {π1, . . . , πK} on validation dataset

70

3 Approach71

Algorithm 2 HOPE Data Collection For Critic
1: Input: Dataset of onpolicy rollouts {τ}; cur-

rent policy π; rollout summarizer πsum(ϕ | τ);
hindsight proposer πH(aH | st, ϕ).

2: for each onpolicy rollout τ do
3: Get summary ϕ ∼ πsum(· | τ)
4: for each randomly sampled timestep t do
5: Get counterfactual aHt ∼ πH(· | st, ϕ)
6: Create partial rollout τH = (. . . , st, a

H
t )

7: Complete τH with π and store in dictio-
nary GH(s, a)

8: end for
9: end for

10: return State-action dictionary GH(s, a)

We introduce HOPE (Hindsight Off-Policy72

Exploration) in Algorithm 1, a framework that73

leverages LLMs’ hindsight reasoning to guide74

exploration in multi-turn RL. Unlike conven-75

tional approaches that rely on random action76

noise, HOPE proposes counterfactual actions by77

analyzing completed trajectories. A hindsight78

proposer generates outcome-conditioned alter-79

natives from trajectory summaries (Section 3.1),80

which are then used to improve state-action81

coverage during critic training (Section 3.2)82

and steer exploration during actor training (Sec-83

tion 3.3).84

3.1 Hindsight Proposer85

We introduce a hindsight proposer, πH , a LLM86

policy that generates a counterfactual action given a state st and a completed trajectory τ =87

(s0, a0, r0, . . . ). The goal is to produce an alternative action that might have led to a better out-88

come.89

A key challenge is that completed trajectories are long and entangled: they contain many state-action90

pairs whose contributions to final reward are hard to disentangle. Prompting an LLM directly on τ91

often yields shallow or noisy revisions. To address this, we introduce a two-step decomposition. First,92

we use a summarizer LLM πsum to generate a compact, natural language summary ϕ ∼ πsum(· | τ)93

that reflects the policy’s high-level strategy and assesses the effectiveness of individual actions. This94

summary typically includes both behavioral intent (e.g., "the agent fails to consider a common95

category...") and retrospective feedback ("this prevents the agent from searching effectively..."). Then,96
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conditioned on the state st and summary ϕ, the hindsight proposer πH generates a counterfactual97

action aHt ∼ πH(· | st, ϕ).98

Prior work has demonstrated that LLMs are capable of hindsight reasoning—either by refining their99

responses based on feedback [5, 19, 29, 39] or generating post-hoc explanations conditioned on100

ground-truth answers [47, 50, 52]. However, these capabilities have primarily been applied to improve101

generation quality or interpretability. In contrast, we use hindsight reasoning to guide exploration:102

the LLM summarizes completed trajectories and proposes counterfactual actions that could have led103

to better outcomes. This allows the agent to incorporate structured exploratory data during training,104

rather than relying solely on stochastic or undirected exploration strategies.105

3.2 Hindsight-Guided Critic Training106

Algorithm 2 presents hindsight-guided data collection to expand state-action coverage in the critic107

training data. We first collect a small set of on-policy trajectories {τ} with the current policy πi−1.108

We summarize each trajectory τ as ϕ and randomly select a state st to query the hindsight proposer109

for a counterfactual action aHt ∼ πH(· | st, ϕ). To evaluate whether aHt can improve outcomes,110

we augment the original trajectory with aHt before completing the rollout with πi−1 and obtaining111

τH = (. . . , st, a
H
t , rHt , st+1, at+1, . . .).112

Then, we store all collected trajectories that pass through each encountered state-action pair (s, a) in113

a replay buffer G(s, a) before computing target Q-values via Monte Carlo Estimation. To account114

for off-policy data introduced by the hindsight proposer, we construct G(s, a) using a mixture that115

consists α percentage of hindsight data and (1 − α) data from on-policy trajectories {τ}. We116

empirically investigate the effect of ratio α in Section D.1.117

3.3 Hindsight-Guided Actor Training118

To guide action exploration during RL, HOPE samples counterfactual actions from the hindsight119

proposer aH ∼ πH(s, ϕ) with probability β given a state s and a corresponding summary ϕ. Setting120

β = 0 recovers the original actor objective where actions are only sampled from the LLM agent. The121

critic Q(s, a) provides supervision on the counterfactual actions, allowing the actor to learn from122

actions that lead to higher Q-estimates. Because counterfactual actions are explicitly generated to123

differ from collected experiences, they help overcome premature convergence when actions sampled124

from the policy are clustered around local optima [8, 49, 54].125

3.4 Connection to Posterior Sampling126

Our method draws inspiration from posterior sampling (PS) which is a well-studied exploration127

strategy in multi-armed bandit [9, 43] and RL [17, 42]. In the context of RL, the algorithm maintains128

and samples from a posterior over MDPs M given the history of all trajectories collected so far:129

P (M |H). In every episode i, it samples a new MDP Mi ∼ P (M | H), computes the optimal130

policy πi, rolls it out to collect interaction data and adds it to H, and updates the posterior. PS is131

provably exploration-efficient in terms of Bayesian regret, achieving near-optimal bounds in tabular132

settings [17]. The key intuition is that posterior sampling balances exploration and exploitation133

by implicitly encouraging optimism through sampling: sampled MDPs often favor under-explored134

regions of the environment due to posterior uncertainty. While elegant in theory, extending PS to135

large-scale or function-approximation settings introduces practical challenges, such as maintaining a136

posterior over high-dimensional model classes and solving for optimal policies in sampled MDPs at137

each episode.138

In contrast to classical PS, we make a number of practical approximations. Rather than explicitly139

maintaining and updating a full posterior over MDPs, we instead generate counterfactual actions140

from a hindsight policy πH(s, ϕ) conditioned on a trajectory summary ϕ. This hindsight generator141

implicitly captures posterior over plausible MDPs in its reasoning, and then samples alternative142

actions that would be optimal under the MDP. Unlike PS, which updates its posterior using the143

full interaction history H, our approach uses only a compact trajectory-level summary ϕ. This144

simplification sacrifices the formal guarantees of posterior sampling, since the hindsight policy may145

not reflect a true posterior update. However, when the LLM prior is well-calibrated with the MDP146

distribution, this approximation can yield effective exploration without the computational burden of147

maintaining and updating an explicit posterior.148
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TwentyQuestions GuessMyCity CarDealer (Tool)

Return ↑ Success ↑ Return ↑ Success ↑ Return ↑ Success ↑
gpt4o 1.00 (0.11) 0.61 (0.06) 1.00 (0.12) 0.56 (0.05) 1.00 (0.09) 0.59 (0.05)
3B 0.09 (0.04) 0.28 (0.05) 0.01 (0.01) 0.01 (0.01) 0.40 (0.07) 0.51 (0.05)
π0 1.08 (0.11) 0.67 (0.05) 0.80 (0.09) 0.70 (0.05) 1.03 (0.08) 0.66 (0.05)

LEAP π1 1.16 (0.12) 0.68 (0.06) 0.35 (0.04) 0.59 (0.05) 0.77 (0.08) 0.52 (0.05)
π2 0.52 (0.09) 0.45 (0.06) 0.29 (0.03) 0.62 (0.05) 0.86 (0.08) 0.57 (0.05)

Reject-S π1 0.63 (0.11) 0.55 (0.06) 0.46 (0.02) 0.69 (0.02) 1.07 (0.08) 0.68 (0.05)
π2 0.90 (0.13) 0.63 (0.06) 0.31 (0.03) 0.62 (0.05) 1.00 (0.08) 0.62 (0.05)

PRM+RL π1 1.19 (0.16) 0.55 (0.06) 0.35 (0.05) 0.66 (0.05) 1.00 (0.08) 0.67 (0.05)
π2 1.05 (0.09) 0.82 (0.05) 0.54 (0.03) 0.66 (0.02) 1.14 (0.08) 0.72 (0.04)

HOPE π1 1.15 (0.13) 0.77 (0.05) 0.45 (0.05) 0.74 (0.05) 1.07 (0.08) 0.69 (0.05)
π2 1.91 (0.09) 0.97 (0.02) 0.91 (0.10) 0.77 (0.04) 1.20 (0.08) 0.77 (0.04)

Table 1: Policy performance on test sets of three task-oriented conversational environments.
We report the average normalized return and success rate with standard error, and we highlight the
top-performing approaches. The return is normalized with respect to GPT-4o’s performance.

4 Experiments149

Our experiments aim to evaluate the effectiveness of HOPE in multi-turn conversational domains with150

sparse environment rewards. Below, we summarize the key research questions we investigated along151

with our main findings:152

1. Does HOPE outperform state-of-the-art IL and RL algorithms? (Section 4.2) As shown in153

Table 1, HOPE achieves the highest success rates, improving over baselines across all domains,154

with gains in TwentyQuestions (0.82 → 0.97), GuessMyCity (0.68 → 0.75), and CarDealer155

(0.72 → 0.77).156

2. How effective is hindsight-guided data collection for critic training? (Section 4.3) Figure 2157

shows that HOPE achieves a success rate of 0.77 on TwentyQuestions, outperforming both the158

unguided H-Temp (0.55) and Explore-Prompt (0.72) exploration strategies.159

3. Does hindsight-guided exploration for RL training improve performance? (Section 4.4)160

Table 2 shows that hindsight-guided exploration improves success rates in the TwentyQuestions161

environment, especially when the critic data collection is unguided (0.55 → 0.62).162

4.1 Setup163

Multi-Turn Environments. We evaluate our approach across 3 multi-turn conversational envi-164

ronments proposed in the LMRL Gym benchmark [1]. Each environment models a conversation,165

where the LLM agent must talk with a simulated user to achieve some goal. Below, we describe the166

conversation structure, reward function, success criteria, and dataset splits for each environment:167

• TwentyQuestions. In this environment, the LLM agent must identify a secret object selected168

by the simulator. To do so, the agent has up to 20 turns, each consisting of a single yes-or-no169

question aimed at narrowing down the possibilities. The answers are simulated by prompting a170

Llama-3.2-3B-Instruct model [15] with the secret object name and the question. The LLM agent171
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receives a -1 reward on each turn, and the episode ends with a reward of 0 when the secret object is172

correctly guessed. The train and validation set share the same object categories but contain different173

objects. The test set contains new objects from categories not seen in the train/validation sets.174

• GuessMyCity. As in the previous environment, the simulator selects a secret city that the LLM175

agent must identify. However, instead of asking yes-or-no questions, the agent can ask up to 10176

open-ended questions, each eliciting a free-form response. We use Llama-3.2-3B-Instruct [15] to177

simulate the environment. The episode ends successfully with reward of 0 when the agent correctly178

guesses the secret city, accruing a reward of -1 for all previous turns. The training and validation179

sets include cities from the same set of countries, while the test set uses an unseen set of countries.180

• CarDealer (Tool). We extend the original Car Dealer environment to incorporate tool use. In this181

environment, the LLM agent plays the role of a car dealer aiming to sell a vehicle to a buyer within182

10 dialogue turns. At each turn, the agent may first issue a database tool call to search the inventory183

and then respond to the buyer. The interaction ends when the buyer agrees to a purchase, with a184

reward of (purchase_cost)2/(budget× market_price); all prior turns yield zero reward. We185

simulate buyers with diverse personalities and constraints using Qwen2.5-14B-Instruct [35]. The186

validation set models the same buyer profiles as the training set, while varying the available cars.187

The test set has both unseen buyer profiles and cars.188

Baselines. We evaluate the effectiveness of HOPE against a range of baseline approaches. We begin by189

benchmarking the zero-shot performance of GPT-4o and the base model, Llama-3.2-3B-Instruct [15]190

(denoted as 3B). Following RLHF [31], we supervised finetune the base model for 3 epochs using191

gpt4o’s rollouts on the train set and denote this policy as π0. Using π0 as the starting model for192

training, we compare various imitation learning (IL) and reinforcement learning (RL) methods.193

LEAP [11] is an IL approach that directly finetunes the policy to imitate corrective actions from a194

teacher policy, which is the hindsight proposer for our setting (Sec. 3.1). For RL, we compare with195

Rejection Sampling (Reject-S for short) [15] that skips training a critic. It iteratively finetunes the196

policy on successful trajectories as indicated by the environment sparse reward. Meanwhile, PRM+RL197

is an actor-critic method that explicitly trains a critic similar to HOPE, but it does not leverage the198

hindsight proposer for its critic’s data collection (i.e, α = 0) and simply samples actions from the199

current policy with high temperature 1.0.200

Training Details. Appendix includes detailed information about the ratio α of hindsight data used to201

train HOPE’s critic in each domain, prompts, and training hyperparameters,202

Metrics. We report the success rate and normalized returns (i.e., cumulative rewards normalized with203

respect to GPT-4o’s performance) on the test set. We evaluate all intermediate training checkpoints204

on the validation set and select the best-performing one for final evaluation on the test set.205

4.2 Does HOPE outperform state-of-the-art IL and RL algorithms?206

Figure 2: Policy performance given differ-
ent exploration strategies. We use the test
set of TwentyQuestions to evaluate π1 trained
with different exploration approaches and re-
port the average success with standard error.

Table 1 shows that HOPE consistently outperforms207

all baselines, achieving the highest rewards and suc-208

cess rates across all domains. Among the RL base-209

lines, Reject-S often fails to improve over the ini-210

tial policy π0, particularly in the TwentyQuestions211

and CarDealer environments. This is because it only212

updates the policy using state-action pairs from suc-213

cessful trajectories, ignoring potentially informative214

rollouts that result in failure. In contrast, PRM+RL is215

more competitive, as its actor is trained to maximize216

Q-values estimated by a critic, enabling it to learn217

from both successful and unsuccessful trajectories.218

However, since its critic is trained only on on-policy219

data, it suffers from limited state-action coverage.220

This limits the actor’s ability to discover higher-value221

behaviors. HOPE overcomes this limitation through222

hindsight-guided exploration, which augments the223

critic training data with diverse, high-value counter-224

factual actions and improves critic supervision. Fi-225
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nally, the IL baseline LEAP often underperforms, as it lacks access to reward signals and simply226

imitates the hindsight proposer, which may generate suboptimal actions in certain contexts.227

4.3 How effective is hindsight-guided data collection for critic training?228

We evaluate the effectiveness of hindsight-guided exploration against both unguided and guided229

exploration strategies. For each method, we train a policy π1 using actor-critic RL and report its230

test-time performance on the TwentyQuestions domain.231

As an unguided baseline, H-Temp (PRM+RL) explores by sampling actions from π0 with a high232

temperature of 1.0, collecting 30 rollouts per task to train the critic. We also compare against two233

guided strategies, Explore-Prompt and Oracle-Explore, both of which follow the HOPE protocol234

in Algorithm 2 by collecting 14 on-policy rollouts with π0, followed by 16 guided rollouts. Instead of235

using a hindsight proposer, Explore-Prompt samples 5 actions from π0 (at temperature 1.0) and then236

augments the prompt to explicitly request actions that differ from those samples. Oracle-Explore,237

in contrast, uses an oracle proposer—specifically, the final HOPE policy π2—to generate actions,238

serving as an upper bound for guided exploration.239

4.4 Does hindsight-guided exploration for RL training improve performance?240

Hindsight Critic x x ✓ ✓

Explore in Actor x ✓ x ✓

success 0.55 0.62 0.77 0.77
(0.06) (0.06) (0.05) (0.05)

Table 2: Effect of hindsight-guided exploration during ac-
tor training. ✓ in Critic represents α = 0.4 where the critic
is trained with 40% hindsight data. ✓ in Actor represents
β = 0.5. We report the average success rate and standard
error in TwentyQuestions test set.

We investigate how hindsight-guided241

exploration influences actor training242

by varying the hyperparameter β that243

controls the probability of sampling244

counterfactual actions from the hind-245

sight generator.246

Setup. We compare four configura-247

tions: (α = 0.0, β = 0.0), which248

does not utilize any hindsight ex-249

ploration; (α = 0.0, β = 0.5),250

which only uses hindsight-guided ex-251

ploration during actor training; (α =252

0.4, β = 0.0), which only uses253

hindsight-guided critic trained on 40% hindsight data; (α = 0.4, β = 0.5), which uses hindsight254

exploration both in critic and actor training. To cost-efficiently generate counterfactual actions during255

RL training, we distill the GPT-4o hindsight proposer πH into a Llama-3.2-3B-Instruct model via256

supervised fine-tuning for three epochs on data (st, ϕ, a
H
t ) ∼ πH(· | st, ϕ).257

Results. Table 2 reports the average success rate of the policy trained with these configurations on258

the TwentyQuestions test set. We observe that hindsight-guided exploration during critic training259

contributes to the most significant performance gain (0.55 → 0.77). When a critic is ineffective260

(α = 0), guided exploration during actor training can boost performance (0.55 → 0.62). When the261

critic is trained with a sufficient state-action coverage, additional exploration in actor training does262

not yield additional gains.263

5 Discussion264

We present HOPE, a framework that leverages hindsight reasoning in LLMs to guide exploration265

in multi-turn reinforcement learning. Instead of directly imitating counterfactual actions, HOPE266

incorporates them into both actor and critic training, enabling iterative policy improvement through a267

simple and scalable approach. By combining environment rewards with a learned critic, the method268

identifies beneficial counterfactuals and uses them to shape future behavior.269

Experiments show that HOPE consistently outperforms imitation learning and standard RL exploration270

strategies across domains. Nonetheless, two limitations remain: (1) HOPE inserts a single counter-271

factual per trajectory before reverting to on-policy rollouts, as full counterfactual rollouts require272

expensive environment simulation; and (2) evaluations were limited to LLMs with up to three billion273

parameters, leaving scalability to larger models an open question.274
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631632

A Related Work633

A.1 Exploration with LLMs634

Early works investigate LLMs’ ability to explore under in-context learning, where only the input to635

the model is updated instead of the model parameters. Some study this ability in multi-armed bandit636

problems [12, 20, 25, 30], while others investigate whether LLMs can self-refine and explore actions637

given feedback [5, 19, 29, 39]. However, prompting-based approaches require significant engineering638

efforts (e.g., by explicitly modeling the structure of the state space [28]).639

RLHF [31] provides a practical framework for training and aligning LLMs. To improve the sample640

efficiency, recent works propose adding an optimistic exploration bonus to the RLHF loss [8, 14,641

49, 54], but they are limited to single-turn and are difficult to apply to the multi-turn setting that642

requires exploration both at the turn level and the token level. Closer to our work are ones that utilize643

15



posterior sampling to guide exploration [2, 14]. Dwaracherla et al. [14] estimate uncertainty via an644

ensemble of reward models, but it does not directly train the LLM and is also limited to single-turn645

tasks. Concurrent work [2] uses LLMs to explicitly sample from the posterior over possible MDPs646

and show positive results for multi-turn deterministic environments. However, they discuss how their647

approach fails to scale in stochastic domains, which include task-oriented dialogue tasks explored in648

our work. Instead of explicitly estimating and sampling from the posterior, HOPE takes inspiration649

from works that utilize LLMs’ hindsight reasoning ability [21, 47, 50, 52]. Given the summary of a650

completed trajectory in hindsight, the LLM implicitly estimates a posterior over plausible MDPs and651

samples possible actions that would be optimal under the MDPs in its reasoning.652

A.2 Training LLMs for Multi-Turn Tasks653

Reinforcement learning has been leveraged to train LLM agents on reasoning [13, 24, 48], learning654

self-correction [22, 34], code generation [18, 23], and interactive environments [4, 7, 32, 33, 53]. A655

class of approaches utilizes rejection sampling to only fine-tune the LLM on successful trajectories [10,656

15, 52]. Some works also utilize failed trajectory by learning from expert correction [11] or a657

contrastive loss [40]. Meanwhile, ARCHER [55] frames the multi-turn problem as a hierarchical658

MDP where the lower-level MDP considers each token as actions and the higher-level MDP optimizes659

rewards over turns. In addition to only optimizing sparse reward signals, recent works adopt an660

actor-critic framework, where they train a critic, or a process reward model, that provides dense661

supervision [24, 26, 27, 38, 45, 48]. While our work is agnostic to a specific RL algorithm as we662

focus on improving exploration in multi-turn tasks, we also practically show a simple, scalable663

implementation of actor-critic RL that trains a critic and an actor over iterations.664

B Broader Impacts665

Enabling LLMs to learn through online interaction unlocks significant societal benefits. In domains666

like customer service and software engineering, LLM assistants can automate routine tasks, allowing667

professionals to focus on higher-order, intellectually demanding problems.668

However, self-improving agents introduce risks if not properly constrained. Without well-defined669

rewards and safeguards, such agents may learn behaviors misaligned with human values even if it is670

optimizing reward signals. Moreover, these capabilities can be weaponized—malicious actors could671

make LLM automatically optimize for harmful tasks such as spreading misinformation. Mitigating672

these risks requires rigorous safety mechanisms, ethical oversight, and robust evaluation protocols to673

ensure alignment with human interests and societal good.674

C Approach Details675

Table 3 reports the hyperparameters, the number of gpu/cpu/memory, and estimated training time676

used during training. We train our models on NVIDIA RTX 6000/NVIDIA RTX 6000 Ada, and we677

build upon the training code in OpenInstruct1. Below, we describe each stage of training: SFT to678

get π0 (Section C.1), collecting critic data (Section C.2), iteratively training critic (Section C.3), and679

iteratively training actor (Section C.4).680

C.1 Supervised Finetuning (SFT)681

We train Llama-3.2-3B-Instruct on gpt4o rollouts on the training set (and there are 3 trajectories682

per game). We format the dataset in standard SFT format, where the input includes instruction and683

the state (the history of observations and actions so far) st = {o0, a0, . . . , ot}, and the output is the684

gpt4o’s action at. Note that we follow ReAct [51] and make at contain both the actual action to take685

and the reasoning for this action.686

For CarDealer, because the agent has to first make API calls to the dealership database before talking687

to the user, the model is trained on equal amount of data with corresponding prompts for both tasks.688

1https://github.com/allenai/open-instruct
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Dataset TwentyQuestion GuessMyCity CarDealer
SFT
batch size 4 4 2
gradient accumulation steps 16 16 12
train epochs 3
learning rate 3.00e-05
lr schedular cosine
# gpus 2 2 4
# cpus 2 2 4
Mem (GB) 80 80 200
Estimated Time (hrs) 1.25 1.25 1.50

Collecting Trajectory
# onpolicy traj 14
policy sample temp 1.0
# offpolicy traj 16 16 32
# timesteps to sample 2
sampling range (T = len(traj)) [0.3T, 0.6T ) [0.3T, 0.8T ) [2, T − 1)
# counterfactuals at a timestep 2
hindsight proposer πH temp 0.3

Critic Training
α (% of hindsight data) 0.4 0.5 0.5
batch size 4
gradient accumulation steps 16
train epochs 1
learning rate 5.00e-06
lr schedular linear
# gpus 2 2 4
# cpus 2 2 4
Mem (GB) 80 80 200
Estimated Time (hrs) 2.00 2.00 2.50

Actor Training - OnlineDPO
batch size 2
gradient accumulation steps 6 6 1
train epochs 1
learning rate 8.00e-08
lr schedular linear
generation temp 0.7
# gpus (1 used for generator) 4 4 6
# cpus 2 2 4
Mem (GB) 200 200 250
Estimated Time (hrs) 2.25 3.00 3.40

Shared parameters
max seq length 2048 3000 3500
optimizer AdamW

Table 3: Training hyperparameters and estimated training time.
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C.2 Collecting Trajectories689

We leverage a fast inference library, SG-Lang2 to serve both the environment simulator and the690

current policy efficiently.691

For all domains, we first collect 14 trajectories per game on the training set via the current policy692

with a temperature of 1.0. Then, we randomly sample 4 trajectories to augment. For each of693

these trajectories, we randomly sample 2 timesteps based on a domain-specific range with respect694

to the trajectory length. On a first principle, for domains that require search (TwentyQuestions,695

GuessMyCity), the counterfactual action is not useful when the timestep is too early (when the policy696

can already eliminate common categories) or when the timestep is too late (when the proposer can697

directly end the game by guess the word). At each sampled timestep, we use the hindsight proposer698

to generate 2 distinct counterfactual actions. Then, we augment the original trajectory by splicing699

in the counterfactuals before completing the trajectory with the original policy. Thus, with all the700

parameters, we generate 4× 2× 2 = 16 hindsight trajectories.701

Note that, because CarDealer requires generating two-part counterfactuals (first 2 counterfactual702

API calls, then 2 counterfactual responses to the user), we generate 4× 2× (2 + 2) = 32 hindsight703

trajectories in total.704

C.3 Training Critic via Supervised Learning705

We fix the dataset to 10k datapoints for TwentyQuestions/GuessMyCity and 20k datapoints for706

CarDealer (because we have 10k datapoints for making API call and 10k datapoints for responding707

to buyer).708

After calculating the Q-values via MC estimate, we normalize the Q-targets to be between [0, 1]. To709

maintain a balance dataset, we ensure that 50% of datapoints have low values [0, 0.5) and 50% of710

datapoints have high values [0.5, 1].711

• For low-value data, we prioritize using datapoints from on-policy trajectories (i.e., trajectories that712

are generated by only sampling from the current policy). If there isn’t enough datapoints, we add713

hindsight trajectories until sufficient.714

• For high-value data, we use α to control the percentage of datapoints from hindsight trajectories.715

Critic is initialized with weights from π0. It has an additional randomly initialized linear layer716

of dimension [hidden_dim, 1] because it predicts a scalar value. To select the best intermediate717

checkpoint for actor training, we evaluate the Best-of-N performance of using the current policy πi−1718

as the generator and the checkpoint as the critic. Specifically, at each step, πi−1 generates (N = 15)719

actions at temperature 0.7, and we execute the action with the highest score from the critic. The best720

critic is one that has the highest Best-of-N success rate on the validation set.721

C.4 Training Actor via OnlineDPO722

Similar to the critic, the actor is initialized with weights from π0. The parameter β controls the723

probability of generating counterfactual actions from the hindsight proposer. For most experiments,724

we set β = 0.0. When we use hindsight-guided action experation, we set β = 0.5725

Due to budget constraints, we distill the GPT-4o hindsight proposer into a Llama-3.2-3B-Instruct. To726

create the training data, we first consolidate all the counterfactual actions generated during Section C.2727

and use SFT to fully fine-tune Llama-3.2-3B-Instruct for 2 epoches using learning rate 3e-5. Then,728

we further fine-tune the model on only counterfactuals that lead to success for another epoch using729

learning 3e-6. The other training hyperparameters are the same as the one for SFT in Table 3.730

C.4.1 Evaluation731

For all domains, we evaluate the policy once per game on the training set. For TwentyQuestions732

and CarDealer, we evaluate the policy three times per game on the validation and test set. For733

GuessMyCity, we evaluate the policy ten times per game on the validation and test set. We always734

select the intermediate checkpoint that has the average highest validation success rate.735

2https://github.com/sgl-project/sglang
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LEAP Reject-S PRM+RL HOPE

gpt4o 3B π0 π1 π2 π1 π2 π1 π2 π1 π2

Tw
en

ty
Q

ue
st

io
ns Train Return 1.00 (0.09) 0.06 (0.02) 1.04 (0.09) 1.13 (0.09) 1.15 (0.09) 1.25 (0.08) 1.24 (0.09) 1.53 (0.08) 1.34 (0.09) 1.28 (0.09) 1.29 (0.09)

Success 0.60 (0.04) 0.16 (0.03) 0.66 (0.04) 0.75 (0.04) 0.77 (0.04) 0.79 (0.04) 0.79 (0.04) 0.86 (0.03) 0.81 (0.04) 0.77 (0.04) 0.80 (0.04)

Val Return 1.00 (0.09) 0.04 (0.02) 1.01 (0.05) 1.21 (0.09) 1.00 (0.11) 1.22 (0.10) 1.07 (0.09) 1.38 (0.05) 1.10 (0.05) 1.18 (0.04) 1.34 (0.05)
Success 0.65 (0.05) 0.16 (0.04) 0.62 (0.02) 0.83 (0.04) 0.64 (0.05) 0.79 (0.04) 0.79 (0.04) 0.79 (0.02) 0.79 (0.02) 0.77 (0.02) 0.78 (0.02)

Test Return 1.00 (0.11) 0.09 (0.04) 1.08 (0.11) 1.16 (0.12) 0.52 (0.09) 0.63 (0.11) 0.90 (0.13) 1.19 (0.16) 1.05 (0.09) 1.15 (0.13) 1.91 (0.09)
Success 0.61 (0.06) 0.28 (0.05) 0.67 (0.05) 0.68 (0.06) 0.45 (0.06) 0.55 (0.06) 0.63 (0.06) 0.55 (0.06) 0.82 (0.05) 0.77 (0.05) 0.97 (0.02)

Total Return 1.00 (0.06) 0.06 (0.01) 1.03 (0.04) 1.16 (0.06) 0.95 (0.06) 1.09 (0.06) 1.10 (0.06) 1.39 (0.04) 1.14 (0.04) 1.19 (0.04) 1.39 (0.04)
Success 0.62 (0.03) 0.19 (0.02) 0.63 (0.02) 0.76 (0.03) 0.65 (0.03) 0.73 (0.03) 0.75 (0.03) 0.78 (0.02) 0.80 (0.02) 0.77 (0.02) 0.80 (0.02)

G
ue

ss
M

yC
ity

Train Return 1.00 (0.11) 0.03 (0.01) 0.93 (0.09) 0.60 (0.06) 0.39 (0.04) 0.50 (0.04) 0.52 (0.04) 0.36 (0.03) 0.63 (0.07) 0.37 (0.03) 0.87 (0.09)
Success 0.58 (0.04) 0.04 (0.02) 0.72 (0.04) 0.70 (0.04) 0.66 (0.04) 0.76 (0.04) 0.81 (0.04) 0.66 (0.04) 0.65 (0.04) 0.64 (0.04) 0.71 (0.04)

Val Return 1.00 (0.11) 0.07 (0.03) 0.74 (0.05) 0.40 (0.05) 0.26 (0.03) 0.41 (0.02) 0.35 (0.02) 0.27 (0.01) 0.42 (0.02) 0.32 (0.03) 0.69 (0.07)
Success 0.66 (0.05) 0.10 (0.03) 0.74 (0.03) 0.68 (0.05) 0.59 (0.05) 0.79 (0.02) 0.78 (0.02) 0.72 (0.02) 0.73 (0.02) 0.74 (0.05) 0.78 (0.04)

Test Return 1.00 (0.12) 0.01 (0.01) 0.80 (0.09) 0.35 (0.04) 0.29 (0.03) 0.46 (0.02) 0.31 (0.03) 0.35 (0.05) 0.54 (0.03) 0.45 (0.05) 0.91 (0.10)
Success 0.56 (0.05) 0.01 (0.01) 0.70 (0.05) 0.59 (0.05) 0.62 (0.05) 0.69 (0.02) 0.62 (0.05) 0.66 (0.05) 0.66 (0.02) 0.74 (0.05) 0.77 (0.04)

Total Return 1.00 (0.07) 0.03 (0.01) 0.80 (0.04) 0.47 (0.03) 0.32 (0.02) 0.44 (0.01) 0.37 (0.01) 0.29 (0.01) 0.50 (0.02) 0.38 (0.02) 0.83 (0.05)
Success 0.59 (0.03) 0.05 (0.01) 0.73 (0.02) 0.66 (0.03) 0.63 (0.03) 0.74 (0.01) 0.77 (0.02) 0.70 (0.02) 0.69 (0.02) 0.70 (0.03) 0.75 (0.03)

C
ar

D
ea

le
r

(T
oo

l) Train Return 1.00 (0.10) 0.33 (0.07) 1.27 (0.11) 1.17 (0.11) 1.27 (0.10) 1.23 (0.11) 1.27 (0.10) 1.31 (0.11) 1.31 (0.11) 1.38 (0.11) 1.34 (0.10)
Success 0.46 (0.04) 0.30 (0.04) 0.54 (0.04) 0.50 (0.05) 0.57 (0.04) 0.54 (0.04) 0.55 (0.04) 0.54 (0.04) 0.54 (0.04) 0.58 (0.04) 0.55 (0.04)

Val Return 1.00 (0.12) 0.68 (0.11) 1.23 (0.13) 1.35 (0.13) 1.44 (0.12) 1.40 (0.13) 1.52 (0.12) 1.51 (0.13) 1.57 (0.13) 1.61 (0.13) 1.62 (0.13)
Success 0.40 (0.05) 0.34 (0.05) 0.47 (0.05) 0.54 (0.05) 0.62 (0.05) 0.56 (0.05) 0.62 (0.05) 0.58 (0.05) 0.60 (0.05) 0.64 (0.05) 0.62 (0.05)

Test Return 1.00 (0.09) 0.40 (0.07) 1.03 (0.08) 0.77 (0.08) 0.86 (0.08) 1.07 (0.08) 1.00 (0.08) 1.00 (0.08) 1.14 (0.08) 1.07 (0.08) 1.20 (0.08)
Success 0.59 (0.05) 0.51 (0.05) 0.66 (0.05) 0.52 (0.05) 0.57 (0.05) 0.68 (0.05) 0.62 (0.05) 0.67 (0.05) 0.72 (0.04) 0.69 (0.05) 0.77 (0.04)

Total Return 1.00 (0.06) 0.46 (0.05) 1.18 (0.06) 1.10 (0.07) 1.19 (0.06) 1.24 (0.06) 1.27 (0.06) 1.28 (0.06) 1.34 (0.06) 1.36 (0.06) 1.38 (0.06)
Success 0.48 (0.03) 0.38 (0.03) 0.55 (0.03) 0.52 (0.03) 0.59 (0.03) 0.59 (0.03) 0.60 (0.03) 0.60 (0.03) 0.62 (0.03) 0.63 (0.03) 0.64 (0.03)

Table 4: Policy performance on all data splits of three task-oriented conversational environments.
We report the average normalized return and success rate with standard error, and we highlight the
top-performing approaches. The return is normalized with respect to gpt4o’s performance.

D Additional Experimental Results736

D.1 What is the optimal ratio between on-policy and hindsight data in the replay buffer?737

We study how the proportion of hindsight data influences critic training by varying the data mixture738

used in Algorithm 2. For each setting, we construct datasets with a fixed size of 10k transitions but739

vary the ratio of on-policy to hindsight-generated data. As shown in Figure 3, incorporating even a740

small amount of hindsight data substantially improves performance: adding just 20–40% hindsight741

data increases π1’s success rate from 0.55 (the PRM+RL baseline with no hindsight) to over 0.70.742

Performance quickly plateaus, and pure hindsight data does not yield additional gains. In practice, we743

use a 60% hindsight and 40% on-policy mixture for the Twenty Questions domain, which achieves744

the highest observed success rate of 0.77. Note that this setting is not purely off-policy—the critic745

still sees some on-policy data from π0, which stabilizes learning and anchors value estimates around746

feasible behaviors.747

D.2 Full Results748

Figure 3: Effect of critic data mixture on
downstream policy performance. We vary
the percentage of hindsight data via the hy-
perparameter α and train the corresponding
critic and π1. We report the average success
with standard error in TwentyQuestions.

Table 4 shows the complete result of all approaches749

performance on different data split. For TwentyQues-750

tions and CarDealer, HOPE outperform all baselines751

including gpt4o, achieving the highest normalized752

return and success rate in total. For GuessMyCity,753

although HOPE has slightly lower normalized returns754

(0.83) compared to gpt4o (1.00), it still outperforms755

the remaining baselines. Similarly, it has the second756

highest success rate (0.75 ± 0.03) that is within stan-757

dard error of the highest success rate (0.77 ± 0.02).758

Overall, other approaches tend to overfit on the train759

set, while HOPE is able to maintain high performance760

on the test set. For example, for TwentyQuestions,761

although PRM+RL π1 achieves the highest normalized762

return (1.53) and success rate (1.38) on the training763

set, it significantly underperforms on the test set with764

normalized return of 1.19 and a lower success rate765

0.55 than π0 (0.67). In contrast, although HOPE has766
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the third highest normalized return (1.29) and suc-767

cess rate (0.80), it maintains the highest normalized768

return (1.91) and success rate (0.97), significantly769

outperforming all other baselines.770

H-Temp (PRM+RL)

Is it a type of musical instrument?

t=9

Is it a type of natural element?
t=10

…
Is it a meteorite?

Is it Rock?
t=19

No.

Is it a living thing?

…
Is it a type of stationery item?

t=8

t=0

No.

No.

Yes.

We have eliminated … The remaining 
categories include musical instruments, 
kitchenware, natural elements, …

t=18

No.

No.

No.

Is it a living thing?

…
Is it a type of stationery item?

t=8

t=0

No.

summary ϕ
…The agent's strategy involved systematically eliminating large 
categories, but it did not focus on the art category… This 
oversight, along with the absence of questions specifically targeting 
art-related items, contributed to the agent's failure …

t=9

Is it a decorative item?

We've excluded many broad categories 
without success, but decorative items 
haven't been considered yet…

πH(aH
t |st, ϕ)

Hindsight 
Proposer

No. …
t=13

Is it a Painting?

Yes.

No.

Is it a living thing?

…
Is it a type of stationery item?

t=8

t=0

No.

t=9

Explore 
Prompt

Below are common questions at this point in the game. 
You MUST try to explore alternative strategies and 
generate a question that is different: [“Is it a type of 
musical instrument?”, “Is it a type of natural element?”]

Is it a a type of kitchenware?

… Since musical instruments and 
natural elements have been used, I will 
ask kitchenware, which is also common.

No. …
Is it an art supply?

t=14

Yes.

Is it Glue?
t=19

No.

…

x H-Temp fails to narrow down the categories. 

HOPE

x Explore-Prompt eventually finds the 
correct category, but was too slow

Explore-Prompt

✓
Using hindsight, HOPE was able to 
guide the policy to the correct 
categories, allowing it to succeed. 

✓

x x

Figure 4: Qualitative Example of how HOPE improves exploration during critic data collection.
The three columns shows traces of different exploration strategies collecting data for the same game
(where the secret word is "Painting". In the 1st column, H-Temp (PRM+RL) simply sample actions
from the policy with high temperature. In the 2nd column, HOPE first summarize the completed
rollout before using the hindsight proposer to generate counterfactual actions. In the 3rd column,
Explore-Prompt explicitly prompt the policy to generate actions different from the common one.

D.3 Qualitative: How does hindsight help771

exploration?772

Figure 4 demonstrations how HOPE effectively explore the state and action space, leading to successful773

trajectories, compared to other exploration strategies.774

In the 1st column, H-Temp (PRM+RL) simply samples the current policy (in this case π0) at a high775

temperature of 1.0. The policy is ineffective at exploring the high-value state space and action space.776

Although it attempts to eliminate high level categories, it fails to consider categories such as “art777

supply", leading the policy to exhaust the maximum number of questions that it can ask.778

In the 3rd column, Explore-Prompt first samples 5 actions from the current policy. Then, given this779

set of high-probability actions, prompt asks the policy to generate some alternative actions that differ780

from the list. The policy is able to identify the correct category, but the policy still takes too long781

and uses all the questions before being able to guess “Painting." Although Explore-Prompt can782

increase the diversity of states and actions visited, it fails to intentionally explore high-value regions783

of the state and action space.784

In contrast, in the 2nd column, HOPE first accurately identifies the original policy’s mistake in its785

summary ϕ of the completed trajectory: “it did not focus on the art category... this oversight ...786

contributes to the agent’s failure." Then, the hindsight proposer generates an effective counterfactual787

action “is it a decorative item?", which leads to the policy quickly guess the correct word at timestep788

t = 13.789
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E Domain: TwentyQuestions Details790

E.1 Environment Setup791

Training set contains 15 object categories with 110 objects in total. Validation set has unseen objects792

in the train categories with 28 objects in total. Test set has 2 unseen object categories with 20 objects.793

When the agent successfully guess the word, the reward is 0. Otherwise, the reward is -1 to encourage794

the agent to complete the game as soon as possible. The agent has maximum of 20 steps to complete795

the game.796

E.2 Agent Prompt797

When there is only one question left, we programmatically change the mode to ‘input_final’, which798

require the agent to guess a specific object.799

800
{% if mode == ’input’ %}801

You are an intelligent player playing a game of twenty questions. Your802

↪→ objective is to ask the minimal number of yes-no questions in order to803

↪→ guess the identity of the entity/object chosen by an oracle. You can804

↪→ only ask 20 questions in total.805

806

The entity/object that the orcacle can choose from are:807

{{ all_obj_list }}808

809

Your goal is to generate a yes-no question that either (1) help you narrow810

↪→ down the possible things as much as possible or (2) guess the entity/811

↪→ object directly.812

813

Please follow these general instructions:814

* You MUST ask a yes-no question.815

* If you are guessing the entity/object directly, you MUST ask a question816

↪→ in the format "Is it {your_guess}?". your_guess must be one of the817

↪→ entity/object that the oracle can choose from.818

* Before you ask the question, you MUST intelligently reason about the819

↪→ history of previous questions and answers to ask the most informative820

↪→ question. Your reasoning should also be based on the list of entity/821

↪→ object that the oracle can choose from.822

* Consult the history of previous questions and answers to see what823

↪→ questions you have asked already so as to not repeat your questions.824

* Do NOT repeat the same question. It’s going to yield the same result.825

* Do NOT get stuck on one idea and try to branch out if you get stuck.826

827

Below is the history of previous questions and answers:828

{{ observation_action_history }}829

830

You MUST generate a response in the following format. Please issue only a831

↪→ single question at a time.832

REASON:833

Rationale for what question to ask next based on the previous history and834

↪→ the list of things that the oracle can choose from.835

QUESTION:836

The question to be asked. The question must be a yes-no question.837

{% elif mode == ’input_final’ %}838

You are an intelligent player playing a game of twenty questions. Your839

↪→ objective is to ask the minimal number of yes-no questions in order to840

↪→ guess the identity of the entity/object chosen by an oracle. You can841

↪→ only ask 20 questions in total.842

843

The entity/object that the orcacle can choose from are:844
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{{ all_obj_list }}845

846

Your goal is to generate a yes-no question that either (1) help you narrow847

↪→ down the possible things as much as possible or (2) guess the entity/848

↪→ object directly.849

850

Please follow these general instructions:851

* You MUST ask a yes-no question.852

* If you are guessing the entity/object directly, you MUST ask a question853

↪→ in the format "Is it {your_guess}?". your_guess must be one of the854

↪→ entity/object that the oracle can choose from.855

* Before you ask the question, you MUST intelligently reason about the856

↪→ history of previous questions and answers to ask the most informative857

↪→ question. Your reasoning should also be based on the list of entity/858

↪→ object that the oracle can choose from.859

* Consult the history of previous questions and answers to see what860

↪→ questions you have asked already so as to not repeat your questions.861

* Do NOT repeat the same question. It’s going to yield the same result.862

* Do NOT get stuck on one idea and try to branch out if you get stuck.863

864

Below is the history of previous questions and answers:865

{{ observation_action_history }}866

867

You have already asked 19 questions, so this is your final guess. Your goal868

↪→ is to consult the list of entity/object that the orcale can choose from869

↪→ and quess the entity/object directly.870

871

You MUST generate a response in the following format. Please issue only a872

↪→ single question at a time.873

REASON:874

Rationale for what entity/object to quess based on the previous history. In875

↪→ your reason, consult the list of entity/object that the oracle can876

↪→ choose from to precisely state VERBATIM what you will guess.877

QUESTION:878

The question to be asked. The question must be a yes-no question in the879

↪→ format "Is it {your_guess}?". your_guess must be one of the entity/880

↪→ object that the oracle can choose from.881

{% elif mode == ’output’ %}882

REASON:883

{{ reason }}884

QUESTION:885

{{ action }}886

{% elif mode == ’output_no_reason’ %}887

QUESTION:888

{{ action }}889

{% endif %}890891

E.3 Summary Prompt892

893
{% if system %}894

You are an intelligent assistant summarizing a game of twenty questions,895

↪→ where an agent is trying to guess a word by asking at most 20 yes-no896

↪→ questions.897

898

## Overall information about the game899

Here is the list of possible secret words:900

{{ all_obj_list }}901

902
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## What you receive as input903

You are given (1) a chat history of the questions and answers and (2) the904

↪→ secret word that the agent is trying to guess.905

906

## Your goal and rules to follow907

You must summarize the chat history in 2-4 sentences (what the agent asked,908

↪→ whether the agent succeeded or not). You must also mention what the909

↪→ actual secret word is and what general category the secret word is in.910

911

You should also discuss in your summary the strategy of the agent. You can912

↪→ refer to the list of possible secret words to help with your discussion:913

* Did the agent repeat similar questions that seem less helpful?914

* Did the agent move on to ask about specific things/entities too quickly?915

↪→ Or did the agent keep asking broader, higher-level questions even though916

↪→ they can directly guess the word with the information it had?917

* If the agent succeeded, what type of questions did it ask to help it918

↪→ succeed?919

* If the agent failed, what are some possible reasons on why it failed? Did920

↪→ it ask questions that violate previous questions and answers? Did it921

↪→ ask about things not in the list of possible secret words?922

923

You can directly generate the summary as a paragraph. You should not add924

↪→ any formatting (e.g., markdown) when generating the summary.925

{% endif %}926

{% if not system %}927

{% if mode == ’input’ %}928

## Chat History929

{{ observation_action_history }}930

931

## Secret Word932

{{ goal }}933

{% endif %}934

{% endif %}935936

E.4 Hindsight Proposer Prompt937

938
{% if system %}939

You are an intelligent teacher who gives guidance on what question to ask940

↪→ in a game of twenty questions. In a game of twenty questions, a player941

↪→ is trying to guess a secret word by asking at most 20 yes-no questions.942

943

## What you receive as input944

You are given (1) a list of the possible secret words and (2) the chat945

↪→ history of the questions that the player has asked so far and the946

↪→ corresponding answers. To further help you make wise judgements and947

↪→ provide helpful guidance to the player, you are also given (3) a summary948

↪→ of the complete game (which includes whether the player has succeeded949

↪→ in the end, the actual secret word, and the general category that the950

↪→ secred word is in).951

952

## Your goal and rules to follow953

Your goal is to use your hindsight reasoning ability to generate {{954

↪→ num_responses}} alternative questions that the player should have asked955

↪→ given the current chat history. Your process is to: 1. reason about all956

↪→ the information (including the summary); 2. generate some questions that957

↪→ the player could have asked; 3. generate some plausible reasoning that958

↪→ the player could have come up with based on the current chat history.959

960
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Please follow these general instructions:961

- **Ask feasible questions:** The question that you ask MUST be a question962

↪→ that is possible for the player to ask given the current chat history.963

- **In teacher_reason, reason with all the information:** You are the964

↪→ teacher. In your teacher reasoning, you MUST make reference to specific965

↪→ things mentioned under ### List of the possible secret words and the966

↪→ chat history. You MUST ask a question that is possible and reasonable to967

↪→ ask given the current chat history. You can make use of the ### Summary968

↪→ of the entire game to help you identify better but STILL FEASIBLE969

↪→ question to ask given the current chat history. For example, the general970

↪→ category that the secret word is in could help inform you what kind of971

↪→ question to ask.972

- **In player_reason, reasoning should not include secret information from973

↪→ the summary:"** You are generating what is the possible reasoning that a974

↪→ player can have based on the chat history in order to generate the975

↪→ question. The reasoning must not reveal that you know the secret object976

↪→ or the general category. It must be a feasible reasoning based on the977

↪→ chat history alone.978

- **Question should only be asking about the possible secret words:** Your979

↪→ question MUST only ask about objects in ### List of the possible secret980

↪→ words.981

- **Ask a new question.** You MUST NOT simply repeat previously asked982

↪→ questions. You MUST NOT simply combine multiple previously asked983

↪→ questions.984

- If you think it is reasonable and feasible to directly guess the object985

↪→ given the current chat history, you can propose the question to directly986

↪→ ask: "Is it {your_guess}?". your_guess must be one of the words in ###987

↪→ List of the possible secret words.988

989

## Output format990

The output is a list of JSON containing {{num_responses}} different pairs991

↪→ of reasoning and feasible question that you would have asked.992

‘‘‘json993

[994

{995

"teacher_reason": "string: your rationale for the question that you996

↪→ think the player should have asked instead.",997

"question": "string: your question",998

"player_reason": "string: If you are the player who does not know999

↪→ the secret object or the general category that the object is in,1000

↪→ what will be your reasoning in order to generate the action? You1001

↪→ MUST only refer to the chat history. You MUST NOT talk about the1002

↪→ summary, which the player does not have access to. You MUST NOT1003

↪→ reveal what the secret object is. You MUST NOT reveal what the1004

↪→ general category that the secret object is in.",1005

}1006

...1007

]1008

‘‘‘1009

1010

## Overall information about the current game1011

### List of the possible secret words1012

{{ all_obj_list }}1013

1014

### Summary of the entire game1015

{{ summary }}1016

{% endif %}1017

{% if not system %}1018

{% if mode == ’input’ %}1019
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Here is the chat history:1020

{{ observation_action_history }}1021

1022

At this point in the chat history, what question would you have asked? You1023

↪→ MUST generate {{num_responses}} different, diverse questions.1024

{% endif %}1025

{% endif %}10261027

F Domain: GuessMyCity Details1028

F.1 Environment Setup1029

Training set contains 15 countries, each with 8 cities, so it has 120 cities in total. Validation set has1030

2 more unseen cities in the 15 training countries, so it has 30 cities in total. Test set has 3 unseen1031

countries, each with 10 cities, so it has 30 cities.1032

Because the agent can now ask open-ended questions, it is able to extract much more information per1033

turn compared to Twenty Questions. Thus, we limit the maximum step to only 10 steps. In addition,1034

we only allow the agent to only guess the city once. If the agent guesses incorrectly, the episode1035

immediately terminates, and the agent receives a penalty such that its sum of reward is -10. If the1036

agent succeed, it receives a reward of 0. All non-terminating steps get a reward of -1.1037

F.2 Agent Prompt1038

1039
{% if mode == ’input’ %}1040

You are an intelligent player playing a game where you must guess where1041

↪→ someone is from. Your objective is to ask the minimal number of open-1042

↪→ ended questions that are diverse in order to accurately guess their city1043

↪→ of origin. You can ask 10 questions to determine where they are from.1044

↪→ You are smart, so you will ask the question that will narrow down the1045

↪→ possible cities the person is from as much as possible.1046

1047

The cities that the oracle can choose from are:1048

{{ all_city_list }}1049

1050

Your goal is to generate an open-ended question that (1) helps you narrow1051

↪→ down the possible cities as much as possible or (2) allows you to make a1052

↪→ final guess.1053

1054

Please follow these general instructions:1055

* You MUST ask an open-ended question.1056

* You CANNOT ask the oracle for the name of the city or country.1057

* If you are guessing the city directly, you MUST ask a question in the1058

↪→ format "Is the city {your_guess}?". your_guess must be one of the cities1059

↪→ that the oracle can choose from.1060

* Before you ask the question, you MUST intelligently reason about the1061

↪→ history of previous questions and answers to ask the most informative1062

↪→ question.1063

* Consult the history of previous questions and answers to avoid repeating1064

↪→ the same question.1065

* Do NOT repeat the same question. It’s going to yield the same result.1066

* Do NOT get stuck on one idea and try to branch out if you get stuck.1067

* Do NOT ask questions formatted like "Can you ..."1068

* If you are certain you know the answer, MAKE A GUESS1069

1070

Below is the history of previous questions and answers:1071

{{ observation_action_history }}1072

1073

25



You MUST generate a response in the following format. Please issue only a1074

↪→ single question at a time.1075

1076

REASON:1077

Rationale for what question to ask next based on the previous history and1078

↪→ the list of cities the oracle can choose from.1079

1080

QUESTION:1081

The question to be asked. The question must be open ended.1082

1083

{% elif mode == ’input_final’ %}1084

You are an intelligent player playing a game where you must guess where1085

↪→ someone is from. Your objective is to ask the minimal number of open-1086

↪→ ended questions that are diverse in order to accurately guess their city1087

↪→ of origin. You can ask 10 questions to determine where they are from.1088

↪→ You are smart, so you will ask the question that will narrow down the1089

↪→ possible cities the person is from as much as possible.1090

1091

The cities that the oracle can choose from are:1092

{{ all_city_list }}1093

1094

Your goal is to generate an open-ended question that (1) helps you narrow1095

↪→ down the possible cities as much as possible or (2) allows you to make a1096

↪→ final guess.1097

1098

Please follow these general instructions:1099

* You MUST ask an open-ended question.1100

* You CANNOT ask the oracle for the name of the city or country.1101

* If you are guessing the city directly, you MUST ask a question in the1102

↪→ format "Is it {your_guess}?". your_guess must be one of the cities that1103

↪→ the oracle can choose from.1104

* Before you ask the question, you MUST intelligently reason about the1105

↪→ history of previous questions and answers to ask the most informative1106

↪→ question.1107

* Consult the history of previous questions and answers to avoid repeating1108

↪→ the same question.1109

* Do NOT repeat the same question. It’s going to yield the same result.1110

* Do NOT get stuck on one idea and try to branch out if you get stuck.1111

1112

Below is the history of previous questions and answers:1113

{{ observation_action_history }}1114

1115

You have already asked 9 questions, so this is your final guess. Your goal1116

↪→ is to consult the list of cities that the orcale can choose from and1117

↪→ guess the city directly.1118

1119

You MUST generate a response in the following format. Please issue only a1120

↪→ single question at a time.1121

1122

REASON:1123

Rationale for what city to guess based on the previous history. In your1124

↪→ reason, consult the list of cities that the oracle can choose from to1125

↪→ precisely state VERBATIM what you will guess.1126

1127

QUESTION:1128

The question to be asked. The question must be a yes-no question in the1129

↪→ format "Is the city {your_guess}?". your_guess must be one of the cities1130

↪→ that the oracle can choose from and be based on what you know about the1131

↪→ city so far.1132
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1133

{% elif mode == ’output’ %}1134

REASON:1135

{{ reason }}1136

QUESTION:1137

{{ action }}1138

1139

{% elif mode == ’output_no_reason’ %}1140

QUESTION:1141

{{ action }}1142

{% endif %}11431144

F.3 Summary Prompt1145

1146
{% if mode == ’input’ %}1147

You are an intelligent player playing a game where you must guess where1148

↪→ someone is from. Your objective is to ask the minimal number of open-1149

↪→ ended questions that are diverse in order to accurately guess their city1150

↪→ of origin. You can ask 10 questions to determine where they are from.1151

↪→ You are smart, so you will ask the question that will narrow down the1152

↪→ possible cities the person is from as much as possible.1153

1154

The cities that the oracle can choose from are:1155

{{ all_city_list }}1156

1157

Your goal is to generate an open-ended question that (1) helps you narrow1158

↪→ down the possible cities as much as possible or (2) allows you to make a1159

↪→ final guess.1160

1161

Please follow these general instructions:1162

* You MUST ask an open-ended question.1163

* You CANNOT ask the oracle for the name of the city or country.1164

* If you are guessing the city directly, you MUST ask a question in the1165

↪→ format "Is the city {your_guess}?". your_guess must be one of the cities1166

↪→ that the oracle can choose from.1167

* Before you ask the question, you MUST intelligently reason about the1168

↪→ history of previous questions and answers to ask the most informative1169

↪→ question.1170

* Consult the history of previous questions and answers to avoid repeating1171

↪→ the same question.1172

* Do NOT repeat the same question. It’s going to yield the same result.1173

* Do NOT get stuck on one idea and try to branch out if you get stuck.1174

* Do NOT ask questions formatted like "Can you ..."1175

* If you are certain you know the answer, MAKE A GUESS1176

1177

Below is the history of previous questions and answers:1178

{{ observation_action_history }}1179

1180

You MUST generate a response in the following format. Please issue only a1181

↪→ single question at a time.1182

1183

REASON:1184

Rationale for what question to ask next based on the previous history and1185

↪→ the list of cities the oracle can choose from.1186

1187

QUESTION:1188

The question to be asked. The question must be open ended.1189

1190
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{% elif mode == ’input_final’ %}1191

You are an intelligent player playing a game where you must guess where1192

↪→ someone is from. Your objective is to ask the minimal number of open-1193

↪→ ended questions that are diverse in order to accurately guess their city1194

↪→ of origin. You can ask 10 questions to determine where they are from.1195

↪→ You are smart, so you will ask the question that will narrow down the1196

↪→ possible cities the person is from as much as possible.1197

1198

The cities that the oracle can choose from are:1199

{{ all_city_list }}1200

1201

Your goal is to generate an open-ended question that (1) helps you narrow1202

↪→ down the possible cities as much as possible or (2) allows you to make a1203

↪→ final guess.1204

1205

Please follow these general instructions:1206

* You MUST ask an open-ended question.1207

* You CANNOT ask the oracle for the name of the city or country.1208

* If you are guessing the city directly, you MUST ask a question in the1209

↪→ format "Is it {your_guess}?". your_guess must be one of the cities that1210

↪→ the oracle can choose from.1211

* Before you ask the question, you MUST intelligently reason about the1212

↪→ history of previous questions and answers to ask the most informative1213

↪→ question.1214

* Consult the history of previous questions and answers to avoid repeating1215

↪→ the same question.1216

* Do NOT repeat the same question. It’s going to yield the same result.1217

* Do NOT get stuck on one idea and try to branch out if you get stuck.1218

1219

Below is the history of previous questions and answers:1220

{{ observation_action_history }}1221

1222

You have already asked 9 questions, so this is your final guess. Your goal1223

↪→ is to consult the list of cities that the orcale can choose from and1224

↪→ guess the city directly.1225

1226

You MUST generate a response in the following format. Please issue only a1227

↪→ single question at a time.1228

1229

REASON:1230

Rationale for what city to guess based on the previous history. In your1231

↪→ reason, consult the list of cities that the oracle can choose from to1232

↪→ precisely state VERBATIM what you will guess.1233

1234

QUESTION:1235

The question to be asked. The question must be a yes-no question in the1236

↪→ format "Is the city {your_guess}?". your_guess must be one of the cities1237

↪→ that the oracle can choose from and be based on what you know about the1238

↪→ city so far.1239

1240

{% elif mode == ’output’ %}1241

REASON:1242

{{ reason }}1243

QUESTION:1244

{{ action }}1245

1246

{% elif mode == ’output_no_reason’ %}1247

QUESTION:1248

{{ action }}1249
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{% endif %}12501251

F.4 Hindsight Proposer Prompt1252

1253
{% if mode == ’input’ %}1254

You are an intelligent player playing a game where you must guess where1255

↪→ someone is from. Your objective is to ask the minimal number of open-1256

↪→ ended questions that are diverse in order to accurately guess their city1257

↪→ of origin. You can ask 10 questions to determine where they are from.1258

↪→ You are smart, so you will ask the question that will narrow down the1259

↪→ possible cities the person is from as much as possible.1260

1261

The cities that the oracle can choose from are:1262

{{ all_city_list }}1263

1264

Your goal is to generate an open-ended question that (1) helps you narrow1265

↪→ down the possible cities as much as possible or (2) allows you to make a1266

↪→ final guess.1267

1268

Please follow these general instructions:1269

* You MUST ask an open-ended question.1270

* You CANNOT ask the oracle for the name of the city or country.1271

* If you are guessing the city directly, you MUST ask a question in the1272

↪→ format "Is the city {your_guess}?". your_guess must be one of the cities1273

↪→ that the oracle can choose from.1274

* Before you ask the question, you MUST intelligently reason about the1275

↪→ history of previous questions and answers to ask the most informative1276

↪→ question.1277

* Consult the history of previous questions and answers to avoid repeating1278

↪→ the same question.1279

* Do NOT repeat the same question. It’s going to yield the same result.1280

* Do NOT get stuck on one idea and try to branch out if you get stuck.1281

* Do NOT ask questions formatted like "Can you ..."1282

* If you are certain you know the answer, MAKE A GUESS1283

1284

Below is the history of previous questions and answers:1285

{{ observation_action_history }}1286

1287

You MUST generate a response in the following format. Please issue only a1288

↪→ single question at a time.1289

1290

REASON:1291

Rationale for what question to ask next based on the previous history and1292

↪→ the list of cities the oracle can choose from.1293

1294

QUESTION:1295

The question to be asked. The question must be open ended.1296

1297

{% elif mode == ’input_final’ %}1298

You are an intelligent player playing a game where you must guess where1299

↪→ someone is from. Your objective is to ask the minimal number of open-1300

↪→ ended questions that are diverse in order to accurately guess their city1301

↪→ of origin. You can ask 10 questions to determine where they are from.1302

↪→ You are smart, so you will ask the question that will narrow down the1303

↪→ possible cities the person is from as much as possible.1304

1305

The cities that the oracle can choose from are:1306

{{ all_city_list }}1307
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1308

Your goal is to generate an open-ended question that (1) helps you narrow1309

↪→ down the possible cities as much as possible or (2) allows you to make a1310

↪→ final guess.1311

1312

Please follow these general instructions:1313

* You MUST ask an open-ended question.1314

* You CANNOT ask the oracle for the name of the city or country.1315

* If you are guessing the city directly, you MUST ask a question in the1316

↪→ format "Is it {your_guess}?". your_guess must be one of the cities that1317

↪→ the oracle can choose from.1318

* Before you ask the question, you MUST intelligently reason about the1319

↪→ history of previous questions and answers to ask the most informative1320

↪→ question.1321

* Consult the history of previous questions and answers to avoid repeating1322

↪→ the same question.1323

* Do NOT repeat the same question. It’s going to yield the same result.1324

* Do NOT get stuck on one idea and try to branch out if you get stuck.1325

1326

Below is the history of previous questions and answers:1327

{{ observation_action_history }}1328

1329

You have already asked 9 questions, so this is your final guess. Your goal1330

↪→ is to consult the list of cities that the orcale can choose from and1331

↪→ guess the city directly.1332

1333

You MUST generate a response in the following format. Please issue only a1334

↪→ single question at a time.1335

1336

REASON:1337

Rationale for what city to guess based on the previous history. In your1338

↪→ reason, consult the list of cities that the oracle can choose from to1339

↪→ precisely state VERBATIM what you will guess.1340

1341

QUESTION:1342

The question to be asked. The question must be a yes-no question in the1343

↪→ format "Is the city {your_guess}?". your_guess must be one of the cities1344

↪→ that the oracle can choose from and be based on what you know about the1345

↪→ city so far.1346

1347

{% elif mode == ’output’ %}1348

REASON:1349

{{ reason }}1350

QUESTION:1351

{{ action }}1352

1353

{% elif mode == ’output_no_reason’ %}1354

QUESTION:1355

{{ action }}1356

{% endif %}13571358

G Domain: CarDealer Details1359

G.1 Environment Setup1360

We improve the original CarDealer environment in LMRL [1] to include tool use and simulated users1361

whose preferences/constraints evolve in the interaction. There are 10 steps to complete the task. At1362
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each step, the agent must perform a two-part action: making API calls and generating response to the1363

user.1364

Action (Part 1): API calls. At each step, the agent must choose one of the following API calls:1365

• search_car_by_brand_type(car_brand:str, car_type:str)1366

• search_car_by_brand(car_brand:str)1367

• search_car_by_type(car_type:str)1368

• search_car_that_have_features(features_list:List[str]). Note that this finds1369

the cars that have at least all the features specified in the features_list. These cars could1370

have additional features.1371

• no_op()1372

To limit the input length to the agent, we only show a maximum of 8 cars. Each shown car has1373

information about its brand, type, features, market price (MSRP), and suggested discounts that the1374

agent can use.1375

Action (Part 2): Reply to Buyer. After the API calls, the agent has access to a list of cars from1376

the database. The agent must generate a reply to the buyer and select a car from the list of cars if1377

it wants to propose a car to the user. Because we empirically observe that open models, such as1378

Llama-3.2-3B-Instruct, has a tendency to hallucinate cars not in the database, we also require the1379

agent to copy down all the information about the car that it is proposing. When negotiating with the1380

user, the agent can offer discount, but they can at most give 10% discounts.1381

Simulated Users and Data Split. We use Qwen2.5-14B-Instruct, a more powerful model, to simulate1382

the user because it must roleplay as user with significantly different constraints and preferences. Each1383

user has begins with an ideal car (that often does not exist in the database), and they gradually reveal1384

more information about their hard constraints as the agent talks with the user.1385

The training set and the validation set has the same types of users with randomly generated ideal car1386

and budget. The validation set uses a different set of car brand and car type compared to the training1387

set. The user types are:1388

1. They will only buy a car that matches their ideal car’s brand and type. They require the1389

seller to give them a least one discount, but they are ok with going slightly above budget.1390

2. They will only buy a car that has at least one of the features in their ideal car. They1391

must be under budget. They are impatient during negotiation, and they will terminate the1392

conversation immediately if the seller takes too long finding a car/price they like.1393

3. They will only buy a car that matches their ideal car’s brand and type. They are flexible with1394

their budget. They are distrustful, so they will never accept the first car suggested by the1395

seller.1396

The test set has a different set of users with the following types:1397

1. They will only buy a car that matches their ideal car’s brand. They are flexible with their1398

budget. They are impatient during negotiation, and they will terminate the conversation1399

immediately if the seller takes too long finding a car/price they like.1400

2. They will only buy a car that has at least two of the features in their ideal car. They must be1401

under budget. They are distrustful, so they will never accept the first car suggested by the1402

seller.1403

3. They will only buy a car that matches their ideal car’s type. They want an expensive car.1404

They are impatient with how many cars the seller show to them, and they will terminate the1405

conversation immediately if the seller takes too long.1406

Reward Function. All non-terminating steps receive a reward of 0.1407

If the buyer agrees to buy a car, the reward function first verify that the transaction is valid:1408

1. The car sold is in the database.1409

2. The seller has not offered over 10% discount.1410
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3. The car satisfies all the buyer’s preferences/constraints.1411

If the transaction is invalid, the agent receives a reward of 0. Otherwise, if the transition is valid, the1412

reward is (purchase_cost)2/(budget× market_price).1413

If the buyer has not agreed to buy anything after the final step, the agent receives a negative reward of1414

−(budget− market_price)/market_price.1415

G.2 Agent Prompt1416

G.2.1 API Call1417

1418
{% if mode == ’input’ %}1419

You are roleplaying as a seller in a car dealership. You are talking to a1420

↪→ buyer, and your objective is to call the database APIs so that you can1421

↪→ get information from the database to answer the user’s question.1422

1423

### Car information1424

Here is all the possible car brands in the database:1425

{{ all_car_brands }}1426

1427

Here is all the possible car types in the database:1428

{{ all_car_types }}1429

1430

Here is all the possible car features in the database:1431

{{ all_car_features }}1432

1433

### API calls that you can use1434

All the API calls (except no-op) will find cars that satisfy your specified1435

↪→ criteria. Each car will have information about its brand, type,1436

↪→ features, and estimated car price (msrp). You MUST specify the criteria1437

↪→ in the following format:1438

1. search_car_by_brand_type1439

This will search for all the cars that satisfy both the "API BRAND" and the1440

↪→ "API TYPE" in the database.1441

1442

API NAME:1443

search_car_by_brand_type1444

API BRAND:1445

{ TODO: name of the brand that you want to search for }1446

API TYPE:1447

{ TODO: name of the type that you want to search for }1448

API FEATURES:1449

[]1450

1451

2. search_car_by_brand1452

This will search for all the cars that satisfy the "API BRAND" in the1453

↪→ database.1454

1455

API NAME:1456

search_car_by_brand1457

API BRAND:1458

{ TODO: name of the brand that you want to search for }1459

API TYPE:1460

None1461

API FEATURES:1462

[]1463

1464

3. search_car_by_type1465
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This will search for all the cars that satisfy the "API TYPE" in the1466

↪→ database.1467

1468

API NAME:1469

search_car_by_type1470

API BRAND:1471

None1472

API TYPE:1473

{ TODO: name of the type that you want to search for }1474

API FEATURES:1475

[]1476

1477

4. search_car_that_have_features1478

This will search for all the cars that have the features in the database.1479

↪→ Features must be a list of strings with double quotes around each1480

↪→ feature.1481

1482

API NAME:1483

search_car_that_have_features1484

API BRAND:1485

None1486

API TYPE:1487

None1488

API FEATURES:1489

["feature1", "feature2", ...]1490

1491

4. no_op1492

If you don’t need any information from the database, you can do nothing.1493

1494

API NAME:1495

no_op1496

API BRAND:1497

None1498

API TYPE:1499

None1500

API FEATURES:1501

[]1502

1503

### Your goal and instructions1504

Your goal is to use database API to get information about cars in your1505

↪→ dealership. You will decide what API to call based on the chat history1506

↪→ and the previous API call that you have done.1507

1508

Please follow these general instructions:1509

* You MUST follow the API call format above.1510

* You MUST ask about specific brand and/or type of car based on the buyer’s1511

↪→ request in the chat history.1512

* If the previous api request and response already answer the buyer’s1513

↪→ request (e.g., the buyer is just negotiating prices), you can choose1514

↪→ no_op since you already have all the necesarry information.1515

* If the buyer is asking for a brand of car, you can choose1516

↪→ search_car_by_brand.1517

* If the buyer is asking for a type of car, you can choose1518

↪→ search_car_by_type.1519

* If the buyer is asking for a car that has certain features, you can1520

↪→ choose search_car_that_have_features. Note that this will show all the1521

↪→ cars that have these features, and they might contain other features as1522

↪→ well.1523
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* If you are not able to find a car that have all the features that the1524

↪→ buyer wants, you MUST choose to search on a subset of the features1525

↪→ mentioned by the buyer, still using the search_car_that_have_features1526

↪→ API.1527

* If the buyer has not made any request it, you can choose no_op.1528

* DO NOT repeat the exact same API call as the previous one. It will NOT1529

↪→ lead to a better outcome.1530

1531

Below is the history of the conversation so far:1532

{{ observation_action_history }}1533

1534

All previous {{ past_N }} API calls (include no-ops):1535

{{ prev_api_call_history }}1536

1537

Previous API call (that is not no-op):1538

{{ previous_api_call }}1539

Database’s response to the previous API call:1540

{{ previous_api_response }}1541

1542

### Output format (You MUST ALWAYS have 4 fields: REASON, API NAME, API1543

↪→ BRAND, API TYPE, API FEATURES. You MUST begin directly with the REASON1544

↪→ field)1545

REASON:1546

Rationale for what API call to make based on the previous history. In your1547

↪→ reason, consult the list of API calls that you can make to precisely1548

↪→ state VERBATIM what you will do.1549

API NAME:1550

name of the API call that you will make1551

API BRAND:1552

brand of the car that you will search for (else None)1553

API TYPE:1554

type of the car that you will search for (else None)1555

API FEATURES:1556

A list of features of the car that you will search for. Each feature must1557

↪→ be a string with double quotes around it. (else [])1558

{% elif mode == ’output’ %}1559

REASON:1560

{{ reason }}1561

API NAME:1562

{{ api_name }}1563

API BRAND:1564

{{ api_brand }}1565

API TYPE:1566

{{ api_type }}1567

API FEATURES:1568

{{ api_features }}1569

{% endif %}15701571

G.2.2 Reply to Buyer1572

1573
{% if mode == ’input’ %}1574

You are roleplaying as a seller in a car dealership. You are talking to a1575

↪→ buyer, and your objective is to get the buyer to buy the car from you1576

↪→ with as high price as possible.1577

1578

### Car information1579

Here is all the possible car brands in the database:1580

{{ all_car_brands }}1581

1582
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Here is all the possible car types in the database:1583

{{ all_car_types }}1584

1585

### Your goal and instructions1586

You goal is to (1) You need to output the response to talk to the buyer,1587

↪→ which can be getting information about what type of car they want,1588

↪→ discussing what car your dealership has, or negotiating the price of the1589

↪→ car. (2) You need to select one car from the list of cars that you look1590

↪→ up that you are proposing to the buyer.1591

1592

Please follow these general instructions:1593

* You MUST pay close attention to the chat history and what you looked up1594

↪→ in the database (if any) to decide what to say to the buyer.1595

* If you have not looked up any car yet (maybe you just started the1596

↪→ conversation), you should ask the buyer what type of car they want.1597

* If you have already looked up some cars, you should discuss ONLY ONE car1598

↪→ with the buyer. Ideally, this should be the most expensive car that1599

↪→ satisfy the buyer’s request. In addition to writing down the car index,1600

↪→ you MUST also copy down the car information and write it in the ‘1601

↪→ PROPOSED CAR BRAND‘, ‘PROPOSED CAR TYPE‘, ‘PROPOSED CAR FEATURES‘, and ‘1602

↪→ PROPOSED CAR MSRP‘ fields.1603

* You MUST NOT make up a car that is not in the database. You MUST only1604

↪→ mention cars that are in the database.1605

* Some car brand do not have the type of car that the buyer wants. If that1606

↪→ happens, you should suggest the type of car that the brand has or1607

↪→ suggest another brand.1608

* Unless the buyer explicitly asks for a discount, you should NOT offer a1609

↪→ discount. You should just state the market price.1610

* If the buyer asks for a discount, you MUST start by a discount that is1611

↪→ less than 10% discount (for example, 2% discount). If the buyer is not1612

↪→ satisfied, you can try offering a better discount. You should aim to1613

↪→ offer as little discount as possible because you want to maximize your1614

↪→ profit. The maximum discount you can offer is 10% discount.1615

* If the discounted car is still not satisfying the buyer’s request, you1616

↪→ can try suggesting another similar car.1617

* Your dealership only has the cars that are in the database. You cannot1618

↪→ add additional features to the car.1619

1620

### Input1621

Below is the history of the conversation so far:1622

{{ observation_action_history }}1623

1624

API call (that is not no-op):1625

{{ api_call }}1626

Database’s response to the API call:1627

{{ api_response }}1628

1629

Here is the most recent message from the buyer:1630

{{ buyer_response }}1631

1632

### Output format (You MUST always have 3 fields: REASON, RESPONSE, CAR1633

↪→ INDEX, PROPOSED CAR BRAND, PROPOSED CAR TYPE, PROPOSED CAR FEATURES,1634

↪→ PROPOSED CAR MSRP. You MUST begin directly with the REASON field)1635

REASON:1636

Rationale for what reply you will give to the buyer and which car you will1637

↪→ propose.1638

RESPONSE:1639

Your 1-5 sentence response to the buyer.1640

CAR INDEX:1641
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The index of the car you are proposing to the buyer (0 if you haven’t1642

↪→ looked up any car yet).1643

PROPOSED CAR BRAND:1644

Copy down the brand of the car you are proposing to the buyer via the CAR1645

↪→ INDEX. (None if you haven’t looked up any car yet)1646

PROPOSED CAR TYPE:1647

Copy down the type of the car you are proposing to the buyer via the CAR1648

↪→ INDEX. (None if you haven’t looked up any car yet)1649

PROPOSED CAR FEATURES:1650

Copy down the features of the car you are proposing to the buyer via the1651

↪→ CAR INDEX. MUST be a list of strings. ([] if you haven’t looked up any1652

↪→ car yet)1653

PROPOSED CAR MSRP:1654

Copy down the msrp (and integer) of the car you are proposing to the buyer1655

↪→ via the CAR INDEX. (0 if you haven’t looked up any car yet)1656

{% elif mode == ’output’ %}1657

REASON:1658

{{ reason }}1659

RESPONSE:1660

{{ response }}1661

CAR INDEX:1662

{{ car_idx }}1663

PROPOSED CAR BRAND:1664

{{ proposed_car_brand }}1665

PROPOSED CAR TYPE:1666

{{ proposed_car_type }}1667

PROPOSED CAR FEATURES:1668

{{ proposed_car_features }}1669

PROPOSED CAR MSRP:1670

{{ proposed_car_msrp }}1671

{% endif %}16721673

G.3 Summary Prompt1674

1675
{% if system %}1676

You are an intelligent assistant summarizing a conversation between a1677

↪→ seller and a buyer, where the seller is trying to sell a car to the1678

↪→ buyer.1679

1680

## Overall information about the game1681

Here is all the possible car brands in the database:1682

{{ all_car_brands }}1683

1684

Here is all the possible car types in the database:1685

{{ all_car_types }}1686

1687

## What you receive as input1688

You are given (1) a history of what the seller has said and done and (2)1689

↪→ failure reason if the seller failed to sell the car. At each step of the1690

↪→ conversation, the seller first look up a car in the dataset. Then, the1691

↪→ seller will examine what is available in the dataset and potentially1692

↪→ suggest a car to the buyer based on the buyer’s request.1693

1694

## Your goal and rules to follow1695

You must summarize the chat history by answering the questions below.1696

1. What kind of requirements are not negotiable for the buyer? What does1697

↪→ the buyer care about the most? You MUST not ignore what the buyer said1698

↪→ in the 1st step because they are just describing their ideal car. You1699
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↪→ MUST pay attention to what the buyer keeps repeating in the remaining1700

↪→ conversation as those requirements are non-negotiable. If features are1701

↪→ not negotiable, did the seller want at least some features or all the1702

↪→ features?1703

2. What is the mood of buyer? Are they neutral, excited, impatient, etc.?1704

↪→ Were they rushing the negotiation? Were they dubious about the car?1705

1706

3. What type of API calls are made? Why did the seller make these API calls1707

↪→ based on the conversation history? What are the results of the API1708

↪→ calls?1709

4. If the API is searching for car based on features ‘1710

↪→ search_car_that_have_features‘, and ‘api_features‘ contains multiple1711

↪→ features, the API will look for cars that have ALL the listed features.1712

↪→ Did the seller just look up one feature, or multiple features? You MUST1713

↪→ be very specific what features the seller was looking for.1714

1715

5. What type of car have the seller suggested to the buyer? If the API does1716

↪→ not find any car, there will be no car under "Car in the database"1717

↪→ section. You MUST note down if the API call fails to find any car.1718

↪→ However, the seller might make up a car that is not in the database1719

↪→ under the "Copied car information" section. If the seller suggest a car1720

↪→ that is not in the database, you must include that in your summary.1721

6. Did the seller suggest the most expensive car that satisfies the buyer’s1722

↪→ requirements? Did the seller offers a discount?1723

7. When the seller reject a car suggested by the seller, what is the reason1724

↪→ ?1725

1726

8. What happened at the last conversation step? Did the buyer end the1727

↪→ negotiation? If so, what is the reason? Was there any car found in the1728

↪→ database? It is problematic if the "Car suggested in the database"1729

↪→ section is empty.1730

1731

9. If the final transaction is successful, what is the price of the car?1732

10. If the final transaction is not successful, you must carefully explain1733

↪→ what the seller said at the end, and you might also examine the failure1734

↪→ reason and include that in your summary.1735

1736

## Output format1737

You must generate the summary as the following markdown format. You must1738

↪→ answer the questions above in the right section, and you can add other1739

↪→ information that you think is important.1740

### Summary of the buyer1741

{ You MUST include your answer to 1. and 2. here. }1742

1743

### Summary of the API calls1744

{ You MUST include your answer to 3. and 4. here. }1745

1746

### Summary of the car suggested1747

{ You MUST include your answer to 5. and 6. and 7. here}1748

1749

### Summary of what happened at the last step1750

{ You MUST include your answer to 8. here. }1751

1752

### Summary of the overall transaction (success or failure)1753

{ You MUST include your answer to 9. and 10. here. }1754

{% endif %}1755

{% if not system %}1756

{% if mode == ’input’ %}1757

## Chat History1758
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{{ chat_history }}1759

1760

## Failure Reason (if any)1761

{{ failure_reason }}1762

{% endif %}1763

{% endif %}17641765

G.4 Hindsight Proposer Prompt1766

G.4.1 API Call1767

1768
{% if system %}1769

You are an intelligent teacher who gives guidance on a seller who is trying1770

↪→ to look up a car in the database in response to conversation with a1771

↪→ buyer. The seller only has 10 steps to sell the car to the buyer.1772

1773

## What you receive as input1774

You are given (1) a list of car brands, types, and features in the1775

↪→ dealership; (2) the chat history of between the buyer and the seller;1776

↪→ (3) the last {{ past_N }} API calls made by the seller and whether the1777

↪→ API calls have found any car in the database; (4) the most recent no-op1778

↪→ API call, which affects what car the seller can propose to the buyer.1779

1780

To further help you make wise judgements and provide helpful guidance to1781

↪→ the player, you are also given (5) a summary of the complete interaction1782

↪→ between the buyer and the seller (which include what the buyer cares1783

↪→ about, what API has the seller made, what car the seller has proposed,1784

↪→ and whether the seller has successfully sold the car to the buyer in the1785

↪→ end.1786

1787

## Your goal and rules to follow1788

Your goal is to use your hindsight reasoning ability to generate {{1789

↪→ num_responses}} alternative API calls that the seller should have made1790

↪→ given the current chat history. Your process is to: 1. reason about all1791

↪→ the information (including the summary); 2. generate some API calls that1792

↪→ the seller could have made; 3. generate some plausible reasoning that1793

↪→ the seller could have come up with based on the current chat history.1794

1795

### API calls that the seller can make1796

All API calls are in the json format. All the API calls (except no-op) will1797

↪→ find cars that satisfy your specified criteria. Each car will have1798

↪→ information about its brand, type, features, and estimated car price (1799

↪→ msrp).1800

1. search_car_by_brand_type1801

This will search for all the cars that satisfy both the ‘api_brand‘ and the1802

↪→ ‘api_type‘ in the database. You must format you API call as the1803

↪→ following:1804

‘‘‘json1805

{1806

"api_name": "search_car_by_brand_type",1807

"api_brand": "{ TODO: name of the brand that you want to search for }",1808

"api_type": "{ TODO: name of the type that you want to search for }",1809

"api_features": [] # THIS MUST BE EMPTY1810

}1811

‘‘‘1812

2. search_car_by_brand1813

This will search for all the cars that satisfy the ‘api_brand‘ in the1814

↪→ database. You must format you API call as the following:1815

‘‘‘json1816
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{1817

"api_name": "search_car_by_brand",1818

"api_brand": "{ TODO: name of the brand that you want to search for }",1819

"api_type": "",1820

"api_features": [] # THIS MUST BE EMPTY1821

}1822

‘‘‘1823

3. search_car_by_type1824

This will search for all the cars that satisfy the ‘api_type‘ in the1825

↪→ database. You must format you API call as the following:1826

‘‘‘json1827

{1828

"api_name": "search_car_by_type",1829

"api_brand": "",1830

"api_type": "{ TODO: name of the type that you want to search for }",1831

"api_features": [] # THIS MUST BE EMPTY1832

}1833

4. search_car_that_have_features1834

This will search for all the cars that have the features in the database.1835

↪→ You must format you API call as the following:1836

‘‘‘json1837

{1838

"api_name": "search_car_that_have_features",1839

"api_brand": "",1840

"api_type": "",1841

"api_features": ["feature1", "feature2", ...]1842

}1843

‘‘‘1844

4. no_op1845

If you don’t need any information from the database, you can do nothing.1846

‘‘‘json1847

{1848

"api_name": "no_op",1849

"api_brand": "",1850

"api_type": "",1851

"api_features": []1852

}1853

‘‘‘1854

1855

### Rules that you must follow1856

- **Make feasible API calls:** The API call that you make MUST be a1857

↪→ feasible API call that the seller can make given the current chat1858

↪→ history.1859

- **In teacher_reason, reason with all the information:** You are the1860

↪→ teacher. In your teacher reasoning, you MUST make reference what is1861

↪→ discussed in the chat history. You MUST generate API calls that are1862

↪→ possible and reasonable to make given the current chat history. You can1863

↪→ make use of the "### Summary of the Entire Negotation" to help you1864

↪→ identify better but STILL FEASIBLE API calls to make given the current1865

↪→ chat history.1866

- **In seller_reason, reasoning should not include secret information from1867

↪→ the summary:"** You are generating what is the possible reasoning that a1868

↪→ seller can have based on the chat history in order to generate the API1869

↪→ call. It must be a feasible reasoning based on the chat history, all1870

↪→ previous {{past_N}} API calls, Previous API call, and the "Database’s1871

↪→ response to the previous API call". You MUST NOT talk about the summary,1872

↪→ which the seller does not have access to.1873

1874
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Here are some information about the dealership to help you make better API1875

↪→ calls:1876

- You must always make sure that the "Database’s reseponse to the previous1877

↪→ API call" is not empty. Even if you have made the same API call in "All1878

↪→ previous {{ past_N }} API calls", if the "Database’s response to1879

↪→ previous API call" is currently empty, you must make the same API call1880

↪→ that would give you the right set of cars requested by the buyer in the1881

↪→ chat history.1882

- In the chat history, if the buyer has revealed what are their non-1883

↪→ negotiable requirements (you can get help from the summary), you should1884

↪→ make the API call to search for calls that satisfy the buyer’s non-1885

↪→ negotiable requirements. However, in the seller_reason, you MUST make1886

↪→ sure that you only talk about what the seller discussed in the chat1887

↪→ history, not the summary.1888

- If "Database’s response to the previous API call" has cars matching the1889

↪→ buyer’s non-negotiable requirements, you can just make a no-op API call.1890

- Sometimes, "Database’s response to the previous API call" might have too1891

↪→ many cars. You can try to make a ‘search_car_by_brand_type‘ API call to1892

↪→ narrow down the set of cars.1893

- ‘search_car_that_have_features‘ will return cars that have ALL the1894

↪→ features in the ‘api_features‘ list. If there are no cars that have all1895

↪→ the features, you can try searching FOR A SUBSET of the features.1896

1897

## Output format1898

The output is a list of JSON containing {{num_responses}} different pairs1899

↪→ of reasoning and feasible API calls that you would have made.1900

‘‘‘json1901

[1902

{1903

"teacher_reason": "string: your rationale for the API call that you1904

↪→ think the seller should have made instead.",1905

"api_call": {1906

"api_name": "string: the name of the API call that you will make1907

↪→ ",1908

"api_brand": "string: the brand of the car that you will search1909

↪→ for (if applicable)",1910

"api_type": "string: the type of the car that you will search1911

↪→ for (if applicable)",1912

"api_features": ["string: the features that you will search for1913

↪→ (if applicable)"]1914

},1915

"seller_reason": "string: If you are the seller who does not know1916

↪→ the entire negotiation history, what will be your reasoning in1917

↪→ order to generate the API call based on the chat history alone?1918

↪→ You MUST only refer to the chat history, ’All previous {{ past_N1919

↪→ }} API calls (include no-ops)’, ’Previous API call (that is not1920

↪→ no-op)’, and ’Database’s response to the previous API call’. You1921

↪→ MUST NOT talk about content in the summary, which the seller does1922

↪→ not have access to. ",1923

}1924

...1925

]1926

‘‘‘1927

1928

## Overall information about the current negotiation1929

Here is all the possible car brands in the database:1930

{{ all_car_brands }}1931

1932

Here is all the possible car types in the database:1933
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{{ all_car_types }}1934

1935

Here is all the possible car features in the database:1936

{{ all_car_features }}1937

1938

## Summary of the Entire Negotiation1939

{{ summary }}1940

{% endif %}1941

{% if not system %}1942

{% if mode == ’input’ %}1943

Here is the chat history until step {{step_idx}}:1944

{{ observation_action_history }}1945

1946

All previous {{ past_N }} API calls (include no-ops):1947

{{ prev_api_call_history }}1948

1949

Previous API call (that does not return empty response):1950

{{ previous_api_call }}1951

Database’s response to the previous API call (This affects what car the1952

↪→ seller can propose to the buyer, so it is important to try to keep this1953

↪→ non-empty if possible):1954

{{ previous_api_response }}1955

1956

At this point in the chat history, what API call would you have made? You1957

↪→ MUST generate {{num_responses}} API calls. The API calls should try to1958

↪→ be diverse, but it is ok if sometimes they are the same due to the chat1959

↪→ history.1960

{% endif %}1961

{% endif %}19621963

G.4.2 Rely to Buyer1964

1965
{% if system %}1966

You are an intelligent teacher who gives guidance on a seller who negotiate1967

↪→ with a buyer and propose a car that they can buy. The seller only has1968

↪→ 10 steps to sell the car to the buyer.1969

1970

## What you receive as input1971

You are given (1) a list of car brands, types in the dealership; (2) the1972

↪→ chat history of between the buyer and the seller; (3) the most recent1973

↪→ API call with non-empty response, which affects what car the seller can1974

↪→ propose to the buyer.1975

1976

To further help you make wise judgements and provide helpful guidance to1977

↪→ the player, you are also given (4) a summary of the complete interaction1978

↪→ between the buyer and the seller (which include what the buyer cares1979

↪→ about, what API has the seller made, what car the seller has proposed,1980

↪→ and whether the seller has successfully sold the car to the buyer in the1981

↪→ end).1982

1983

## Your goal and rules to follow1984

Your goal is to use your hindsight reasoning ability to generate {{1985

↪→ num_responses}} alternative responses and proposed car (if applicable)1986

↪→ that the seller should have made given the current chat history. Your1987

↪→ process is to: 1. reason about all the information (including the1988

↪→ summary); 2. generate some responses and proposed car that the seller1989

↪→ could have made; 3. generate some plausible reasoning that the seller1990

↪→ could have come up with based on the current chat history.1991

1992
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### Rules that you must follow1993

- **Generate feasible responses:** The response that you generate MUST be a1994

↪→ feasible response that the seller can make given the current chat1995

↪→ history. You MUST NOT make up a car that is not in the database in the1996

↪→ response.1997

- **Select feasible proposed car:** If "Database’s response to the previous1998

↪→ API call" is not empty, you CAN select the index of a car from the list1999

↪→ to propose to the buyer. However, if that field is empty, you MUST2000

↪→ leave the car_index as 0.2001

- **Copy down the proposed car information:** If you selected a car (which2002

↪→ CAN ONLY happen if "Database’s response to the previous API call" is not2003

↪→ empty", you MUST copy down the information of the car that you are2004

↪→ proposing to the user. You MUST NOT make up a car that is not in the2005

↪→ database.2006

- **In teacher_reason, reason with all the information:** You are the2007

↪→ teacher. In your teacher reasoning, you MUST make reference to what is2008

↪→ discussed in the chat history. You MUST generate responses that are2009

↪→ possible and reasonable to make given the current chat history. You can2010

↪→ make use of the "### Summary of the Entire Negotation" to help you2011

↪→ identify better but STILL FEASIBLE responses to make given the current2012

↪→ chat history.2013

- **In seller_reason, reasoning should not include secret information from2014

↪→ the summary:"** You are generating what is the possible reasoning that a2015

↪→ seller can have based on the chat history in order to generate the2016

↪→ response, car_idx, and proposed_car. It must be a feasible reasoning2017

↪→ based on the chat history alone.2018

2019

Here are some information about the dealership to help you make better2020

↪→ responses and select better cars:2021

- You MUST NOT make a car that is not in the database.2022

- You can ONLY propose a car to the user if "Database’s response to the2023

↪→ previous API call" is not empty. You MUST NOT make up general claims2024

↪→ about the car that is not in the database.2025

- When you select a car, ideally, you should select the most expensive car2026

↪→ that satisfy the buyer’s request.2027

- If the buyer asks for a discount, you MUST start by a discount that is2028

↪→ less than 10% discount (for example, 2% discount). If the buyer is not2029

↪→ satisfied, you can try offering a better discount. You should aim to2030

↪→ offer as little discount as possible because you want to maximize your2031

↪→ profit. The maximum discount you can offer is 10% discount.2032

- Once you have exhausted the maximum discount, you MUST try suggesting2033

↪→ another car based on what is the buyer’s non-negotiable requirements2034

↪→ based on the chat history (and you can also get help from the summary).2035

- You MUST NOT get stuck in a loop of suggesting the same car over and over2036

↪→ again especially if you have already given the maximum discount and the2037

↪→ buyer is asking for a cheaper price again.2038

2039

## Output format2040

The output is a list of JSON containing {{num_responses}} different pairs2041

↪→ of reasoning and feasible responses that you would have made.2042

‘‘‘json2043

[2044

{2045

"teacher_reason": "string: your rationale for the response that you2046

↪→ think the seller should have made instead.",2047

"response": "string: your 1-5 sentence response to the buyer",2048

"car_idx": "integer: the index of the car you are proposing to the2049

↪→ buyer (0 if you haven’t looked up any car yet)",2050

"proposed_car": {2051
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"brand": "string: the brand of the car. Empty string if you2052

↪→ haven’t looked up any car yet",2053

"type": "string: the type of the car. Empty string if you haven’2054

↪→ t looked up any car yet",2055

"features": ["string: the features of the car. Empty list if you2056

↪→ haven’t looked up any car yet",2057

"msrp": "integer: the manufacturer’s suggested retail price of2058

↪→ the car. 0 if you haven’t looked up any car yet"2059

}2060

"seller_reason": "string: If you are the seller who does not know2061

↪→ the entire negotiation history, what will be your reasoning in2062

↪→ order to generate the response, car_idx, and proposed_car based2063

↪→ on the chat history alone? You MUST only refer to the chat2064

↪→ history, ’Previous API call (that is not no-op)’, and ’Database’s2065

↪→ response to the previous API call’. You MUST NOT talk about2066

↪→ content in the summary, which the seller does not have access to.2067

↪→ ",2068

}2069

...2070

]2071

‘‘‘2072

2073

## Overall information about the current negotiation2074

Here is all the possible car brands in the database:2075

{{ all_car_brands }}2076

2077

Here is all the possible car types in the database:2078

{{ all_car_types }}2079

2080

## Summary of the Entire Negotiation2081

{{ summary }}2082

{% endif %}2083

{% if not system %}2084

{% if mode == ’input’ %}2085

Here is the chat history until step {{step_idx}}:2086

{{ observation_action_history }}2087

2088

Previous API call (that does not return empty response):2089

{{ api_call_used }}2090

Database’s response to the previous API call (This affects what car the2091

↪→ seller can propose to the buyer, so it is important to try to keep this2092

↪→ non-empty if possible):2093

{{ api_response_used }}2094

2095

At this point in the chat history, what response would you have made? You2096

↪→ MUST generate {{num_responses}} responses. The responses should try to2097

↪→ be diverse.2098

{% endif %}2099

{% endif %}21002101

2102
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