
Talk Before You Retrieve: Agent-Led Discussions for Better RAG in
Medical QA

Anonymous ACL submission

Abstract001

Medical question answering (QA) is a002
reasoning-intensive task that remains challeng-003
ing for large language models (LLMs) due004
to hallucinations and outdated domain knowl-005
edge. Retrieval-Augmented Generation (RAG)006
provides a promising post-training solution by007
leveraging external knowledge. However, exist-008
ing medical RAG systems suffer from two key009
limitations: (1) a lack of modeling for human-010
like reasoning behaviors during information011
retrieval, and (2) reliance on suboptimal medi-012
cal corpora, which often results in the retrieval013
of irrelevant or noisy snippets. To overcome014
these challenges, we propose Discuss-RAG, a015
plug-and-play module designed to enhance the016
medical QA RAG system through collabora-017
tive agent-based reasoning. Our method in-018
troduces a summarizer agent that orchestrates019
a team of medical experts to emulate multi-020
turn brainstorming, thereby improving the rel-021
evance of retrieved content. Additionally, a022
decision-making agent evaluates the retrieved023
snippets before their final integration. Experi-024
mental results on four benchmark medical QA025
datasets show that Discuss-RAG consistently026
outperforms MedRAG, especially significantly027
improving answer accuracy by up to 16.67% on028
BioASQ and 12.20% on PubMedQA. All code029
and prompt materials will be made publicly030
available.031

1 Introduction032

Large Language Models (LLMs) have significantly033

advanced a wide range of medical tasks (Sing-034

hal et al., 2023; Nori et al., 2023; Kim et al.,035

2024). However, their reliance on next-token pre-036

diction makes them susceptible to generating hal-037

lucinated responses (Ji et al., 2023). Addition-038

ally, once trained, LLMs operate with static pa-039

rameters, meaning their internal knowledge re-040

mains fixed and cannot adapt to newly emerging041

research (Zhang et al., 2023). As a result, LLMs042

Can I use ibuprofen to 

a patient with a history 

of gastric ulcers?

R
A

G

• ( General Drug Info ) …

• ( Isolated Ulcer Info ) …

• ( Mild Side Effect ) …

Human

VS

• (Drug Mechanism) …

• (Serious Side Effect) …

• (Contraindications and 

Guidelines) …

• (Alternative Medications) …

Figure 1: The illustration of difference between RAG
and human for a medical query.

face notable limitations in dynamic, reasoning- 043

intensive tasks (e.g., medical question answering 044

(QA)), where both up-to-date knowledge and com- 045

plex logical inference are essential. 046

Retrieval-Augmented Generation (RAG) has 047

emerged as a promising approach to address the 048

aforementioned limitations (Borgeaud et al., 2022; 049

Guu et al., 2020; Izacard and Grave, 2020). By 050

incorporating retrieved document snippets into the 051

input prompt, RAG allows LLMs to generate re- 052

sponses that are grounded in up-to-date and trust- 053

worthy knowledge sources. Despite its success on 054

several benchmarks, two concerns remain underex- 055

plored. 056

First, current medical RAG systems lack a 057

human-like information retrieval process. They 058

typically rely on statistical similarity metrics (e.g., 059

cosine similarity) between the query(e.g., ques- 060

tions) and document embeddings to retrieve rele- 061

vant content (Ke et al., 2024). This approach often 062

fails to capture deeper contextual understanding, 063

leading to the retrieval of superficially related but 064

clinically irrelevant information. In contrast, as 065

shown in Fig. 1, nurses in real-world clinical prac- 066

tice are more likely to recall and apply relevant 067

clinical knowledge (e.g., drug contraindications) to 068

guide decision-making, rather than relying solely 069

on surface-level textual similarity. Second, existing 070

systems often lack enough post-retrieval verifica- 071

tion mechanisms (Barnett et al., 2024; He et al., 072

2024). Consequently, directly incorporating ex- 073

ternal knowledge may lead to overly cautious or 074
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𝑸𝟏: … the most effective means 

of controlling the mosquito 

population is to (College Biology)

𝑸𝟐:  … Which of the following 

power levels corresponds to the 

absolute threshold for hearing 

the decibels produced by the 

bell? (College Medicine)

𝑸𝟑: If both parents are affected with the 

same autosomal recessive disorder then 

the probability that each of their children 

will be affected equals (Medical 

Genetics)

R
A

G

LLMs (e.g., GPT-3.5)

Noisy Snippets

e.g., 𝑺𝒊
𝟏: (Temperature) Higher 

temperatures increase the rate 

of larval development and 

accelerate … adult Aedes 

mosquitoes  … 

e.g., 𝑺𝒋
𝟐: (Genetic Reason) A 

mutation that disrupts the gene 

that … causes cochlear and 

vestibular symptoms …

Misleading Snippets

e.g., 𝑺𝒌
𝟑: Disorders of 

Autosomal … siblings have 

one chance in four of being 

affected (i.e., the recurrence 

risk is 25% for each birth)

LLMs (e.g., GPT-3.5)

Agent (e.g., medical geneticist)

𝑸𝟑
e.g., 𝐑𝒊

𝟑: … know the fundamentals 

of autosomal recessive inheritance, 

including how homozygosity …

Nuanced Snippets (Order & Content)

e.g., 𝑺𝒎
𝟑 : In most instances, 

an affected individual is the 

offspring of heterozygous 

parents. In this situation, there 

is a 25% chance that the 

offspring will have a normal 

genotype, a 50% probability 

of a heterozygous state … 

(A)

(B)

(C)

RAG

✘

𝑨𝟏: … which aligns with the concept 

of controlling the population at the 

carrying capacity.     (Inaccurate 

Response)
𝑨𝟐: … The documents provided … but 

there is no direct information about … 

Since there is no specific information 

given … we cannot determine

           (Conservative Answer)

✘

𝑨𝟑: … in the case of two 

carrier (heterozygous) parents 

… on average, 1/4 of their 

children will be affected …
     (Overgeneralization)

VS

𝑸𝟑

𝑸𝟏

𝑸𝟐

𝑨𝟑: … both parents being affected 

… the probability that each of their 

children will be affected is 100% 

or 1 in 1 … both parents would 

pass on the mutant allele …
            (Proper Reasoning)

Figure 2: Preliminary experiments on the MMLU-Med benchmark. (A). Accuracy trends as the number of retrieved
documents k varies. Three representative questions (Q1, Q2 and Q3) are selected to illustrate. (B). Examples
of retrieved snippets and the corresponding LLM (e.g., GPT-3.5) responses. (C). Example of agent-led snippet
selection and the resulting response for query Q3. Additional details are discussed in Sec. 2.

outdated responses. In real-world settings, a judg-075

mental role, such as a senior clinician reviewing076

a junior’s recommendation (Fig. 1), is often nec-077

essary to assess the correlation between retrieved078

context and context before a final decision is made.079

To address these gaps between current medi-080

cal RAG systems and real-world clinical decision-081

making processes, we proposed Discuss-RAG, an082

agent-led framework that enhances both the in-083

formation retrieval and post-verification stages of084

medical RAG pipelines. Specifically, a summa-085

rizer agent collaborates with a team of specialized086

medical agents to generate progressively refined087

and context-rich background insights, which are088

incorporated into the retrieval process alongside089

the original query. Additionally, a decision-maker090

agent evaluates the relevance and coherence of the091

retrieved snippets and determines whether auxil-092

iary components should be triggered. Notably, our093

framework is modular and can be seamlessly inte-094

grated into any existing training-free medical RAG095

pipeline. Experiments on four benchmark medical096

QA datasets demonstrate that Discuss-RAG con-097

sistently improves response accuracy compared to098

baseline systems.099

In summary, this paper makes the following key100

contributions: (1). We propose Discuss-RAG, an101

agent-led RAG framework that simulates a human-102

like reference retrieval through multi-agent discus-103

sion and iterative summarization. (2). We introduce104

a post-retrieval verification agent that assesses the105

relevance and logical coherence of retrieved snip-106

pets before they are used in answer generation. (3).107

We conduct comprehensive experiments comparing108

Discuss-RAG with standard RAG systems, demon-109

strating its effectiveness in improving both answer110

accuracy and snippet quality.111

2 Preliminary 112

In our empirical experiments, we found that limita- 113

tions hinder the performance of medical RAG sys- 114

tems in medical QA tasks. As shown in Fig. 2(A), 115

when the corpus is fixed (i.e., textbooks (Jin et al., 116

2021)), varying the number of retrieved documents 117

k results in fluctuating accuracy across six medical 118

subjects. To better understand the influence of doc- 119

ument selection, we selected three representative 120

questions (Q1, Q2, Q3) across different k values 121

and subject domains. A qualitative analysis reveals 122

factors contributing to suboptimal model behavior. 123

First, snippets selected based solely on dense 124

vector similarity with the query often retrieve con- 125

tent that is conceptually related but task-irrelevant. 126

These snippets introduce excessive background in- 127

formation that may confuse the LLM. As shown 128

in Fig. 2(B) for Q1, high-scoring snippets focus 129

on environmental factors such as climate and tem- 130

perature in relation to mosquitoes, rather than ad- 131

dressing strategies for population control. This 132

misalignment leads to noisy inputs, resulting in 133

either inaccurate or overly cautious responses, as 134

seen in Q2. Second, even factually correct snippets 135

can mislead the model. In the case of Q3, retrieved 136

snippets emphasize the 25% probability associated 137

with autosomal inheritance, prompting the LLM to 138

overgeneralize from heterozygous to homozygous 139

cases. These findings further suggest that directly 140

using retrieved snippets without verification can 141

lead to reasoning errors. 142

To further examine the limitations of hard 143

similarity-based retrieval, we conducted an ex- 144

ploratory experiment using the same query (Q3). 145

As shown in Fig. 2(C), we prompted a domain- 146

specific agent (i.e., a medical geneticist) to iden- 147

tify the essential knowledge required to answer 148
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Medical Query 𝑸

e.g.,  Are performance 

measurement systems 

useful?

A. Yes  B. No  C. Maybe

Recruiter 𝑹 Agent 𝑯𝟏

Agent 𝑯𝟐 Agent 𝑯𝒏

Medical Team

Summarizer 𝑪

Discussion Turn 𝒋

Insights 𝑰𝟏
𝒋

, 𝑰𝟐
𝒋

⋯ 𝑰𝒏
𝒋

Output summary 𝑻𝒋 ∶= 𝒇𝑪(𝑰𝟏
𝒋

, 𝑰𝟐
𝒋

… 𝑰𝒏
𝒋

; 𝑻𝒋−𝟏, 𝑸) 

𝑻𝒎

Verifier 𝑽 

Trivial RAG

Snippets 𝑺𝟏 … 𝑺𝒌 

Decision maker 𝑼 

LLMs (e.g., GPT-3.5)

e.g., 𝑺𝟏: ... These data 

can be used to monitor 

and reduce unnecessary 

variat ions in care ...

e.g., 𝑺𝟐 : ... pay-for-

performance should 

make it much easier for 

organizations to justify 

investments in ...

e.g., 𝑺𝟓:   ...  according to 

performance    ...      with 

substantial improvements 

in reported quality 

performance  ...

e.g., 𝑨: ... performance measurement 

s ys tem s  a re  cons ide red  use f u l . 

Document [0] mentions that electronic 

medical  records . . .  Document  [1] 

discusses the importance of improving ...

A. Yes  B. No  C. Maybe

(A)

(B)

Figure 3: Illustration of the Discuss-RAG pipeline. (A). depicts the multi-turn brainstorming and summarization
process. (B). presents the agent-led post-retrieval verification module. A medical query, the corresponding snippets,
and the LLM’s generated answer are used for illustration. Further details are provided in Sec 3.

the question (mimicking the behavior of nurses, as149

illustrated in Fig. 1). When we used the agent’s150

response, in conjunction with the original query,151

to guide retrieval, the resulting snippets were both152

more topically relevant and better organized. Un-153

der this setting, the LLM successfully distinguished154

between carriers and affected individuals and gen-155

erated a well-reasoned response.156

These findings motivate two key directions for157

better medical RAG: (1). While a single role-based158

agent can benefit retrieval quality, can a multi-agent159

setup, engaging diverse medical expertise in an it-160

erative, self-refining discussion, yield a more com-161

prehensive and contextually rich background? (2).162

Given that structured agent involvement benefits163

retrieval, can a similar structure be extended to the164

response stage? To address these questions, we165

propose an agent-led RAG paradigm, the details of166

which are presented in the following section.167

3 Methodology168

Multi-turn Discussion and summarization169

(MDS). This module simulates a collaborative170

brainstorming process between a team of medical171

experts and a summarizer (acting as a moderator).172

Specifically, given a medical query Q, a recruiter173

agent R assembles a team of medical domain ex-174

perts Hi ( for i in 1, 2 . . . n), each contributing175

their domain-specific perspectives Iji at turn j (176

for j in 0, 1 . . .m). A summarizer agent C is then177

prompted to extract key medical knowledge, back-178

ground concepts, and reasoning steps from these179

inputs to generate a concise summary T j . This180

iterative process is formally denoted as:181

T j := fC(I
j
1 , I

j
2 , . . . , I

j
n ; T

j−1, Q) (1)182

Here fC(·) denotes the summarization process per-183

formed by agent C, and T j reflects the progres-184

sively refined understanding of the query, based on 185

the current reflection Iji , previous summary T j−1 186

and the original query Q ( with T 0 initialized as an 187

empty summary). After the discussion concludes, 188

a verifier agent V is introduced to evaluate the 189

consistency and sufficiency of the final summary 190

Tm. The verifier produces a distilled, verification- 191

passed summary D, which is subsequently used for 192

snippet retrieval, together with the original query 193

Q. 194

As shown in Fig. 3(A), the recruiter R recruits a 195

team consisting of three specialized agents (e.g., a 196

health care quality specialist, a hospital administra- 197

tor, and a health economist), who collaborate with 198

the summarizer C to share their insights for the per- 199

formance measurement system. The conversation 200

terminates either when the maximum number of 201

discussion rounds m is reached, or when all agents 202

decline to contribute further. Notably, all agents in 203

this module are explicitly instructed not to answer 204

the original query or infer a final conclusion. This 205

design ensures that the process remains focused on 206

context construction for retrieval, rather than direct 207

answer generation. 208

Post-retrieval Verification (PRV). This module 209

leverages structured agent reasoning to mitigate the 210

adverse effects of suboptimal retrieval. Specifically, 211

given the distilled summary D and the medical 212

query Q, a specialized decision-maker agent U is 213

introduced to evaluate the top-k document chunks 214

Si retrieved by the underlying retrieval algorithm. 215

If U returns a negative judgment, an alternative 216

retrieval strategy is triggered (e.g., a CoT-based 217

prompt (Wei et al., 2022) is used as a fallback in 218

our implementation). Otherwise, the accepted snip- 219

pets are incorporated into the context prompt for 220

answer generation. As shown in Fig. 3(B), the ver- 221

ified snippets tend to be closely aligned with the 222
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Step-by-Step thinking: 1. The 

oxygen content in the blood is 

determined by … 2. The oxygen 

content in the pulmonary artery 

is typically lower than … 6.  … 

lowest oxygen content at both 

time points would be the 

pulmonary artery.

Answer: Pulmonary artery

Step-by-Step thinking: 1. The 

document mentions … arterial 

blood is fully saturated with 

oxygen even during strenuous 

exercise at sea level. 2. The 

document also states that the O2 

content of cardiac venous blood 

is normally low … 3. …

Answer: Coronary sinus

𝑺𝟏: To determine cardiac output by this method, three values 

must be known: (1) O2 consumption of the body, (2) the O2 

concentration in pulmonary venous blood ([O2] pv), and (3) 

the O2 concentration in pulmonary arterial blood ([O2] 

pa) … (O2 in pulmonary arteries and veins)

𝑺𝟐:  Most important, any of the following signs during 

noninvasive testing indicates a high risk for coronary 

events … (Signature of coronary events)

𝑺𝟏: …Consumption of O2 by the heart depends on the 

amount and type of activity that the heart performs. … The 

O2 content of cardiac venous blood is normally low 

(\u22485 mL/ dL), and the myocardium can receive little 

additional O2 by further extraction of O2 from coronary 

blood. 

𝑺𝟐: … Failure by the lungs to oxygenate blood fully can be 

ruled out because even with the most strenuous exercise 

at sea level, arterial blood is fully saturated with O2. …

A healthy 23-year-old male is 

undergoing an exercise stress 

test as part of his physiology 

class. If blood were to be 

sampled at different locations 

before and after the stress test, 

which area of the body would 

contain the lowest oxygen 

content at both time points?

A. Inferior vena cava

B. Coronary sinus

C. Pulmonary artery

D. Pulmonary vein

Medical QA

Response Snippets

Medical Team: Cardiologist; Pulmonologist; Anesthesiologist 

Summary 𝑫 : Understanding oxygen saturation levels in 

arterial and venous blood at rest and during exercise, as 

well as factors like the oxygen-hemoglobin dissociation 

curve, is crucial. Oxygen extraction by tissues plays a 

significant role in determining the area with the lowest 

oxygen content … Expertise in oxygen transport, 

cardiovascular responses to exercise, oxygen extraction by 

tissues, and blood gas analysis interpretation are key …

Medical Team & Distilled Summary

(A)

(B)

Figure 4: Example from the MedQA-US benchmark comparing MedRAG (A) and Discuss-RAG (B). Answers and
key phrases are highlighted in red.

intended focus of the query. In the shown example,223

the selected evidence explicitly highlights the ef-224

fect (marked in red) of performance measurement225

systems, providing grounded support for a more226

accurate and contextually appropriate response.227

4 Experiments228

Experimental details. We selected four medical229

QA benchmarks: MMLU-Med (Hendrycks230

et al., 2020), MedQA-US (Jin et al., 2021),231

BioASQ (Tsatsaronis et al., 2015), and232

PubMedQA (Jin et al., 2019). We adopt233

MedRAG (Xiong et al., 2024) as our baseline234

RAG pipeline. To ensure a fair comparison, we235

employed the same medical textbooks (Jin et al.,236

2021) as the corpus and MedCPT (Jin et al.,237

2023) as the retriever. For LLM, GPT-3.5 (i.e.,238

gpt-3.5-turbo-0125 (OpenAI, 2024)) was selected.239

For other necessary parameters, we chose n = 3,240

k = 9, and m = 2.241

Table 1: Benchmark dataset results. Answer accuracy
was used as the evaluation metric.

Dataset MedRAG + Discuss-RAG ∆
MMLU-Med 71.53% 77.23% +5.70%
MedQA-US 62.45% 66.85% +4.40%

BioASQ 58.61% 75.28% +16.67%
PubMedQA 35.60% 47.80% +12.20%

Table 2: Ablation study over MMLU-Med. We keep
use the same setting as main experiment.

MedRAG + MDS MDS + PRV
Accuracy% 71.53% 73.74% 77.23%

Experimental results and analysis. Discuss-RAG242

can enrich the background information available243

and mitigates the impact of suboptimal retrieval.244

As shown in Tab. 1, integrating our method con-245

sistently improves MedRAG performance across246

all four benchmarks, especially achieving gains of247

up to 16.67% on the BioASQ dataset and 12.20%248

on PubMedQA. Further, as illustrated in Fig. 4, 249

for the same query, the top-2 snippets retrieved 250

by Disscuss-RAG provide more grounded and fac- 251

tual support for correctly answering the question. 252

Specifically, snippets S1 explicitly mention the low 253

oxygen (O2) content in cardiac venous blood, while 254

snippets S2 support the reasoning process from a 255

contrasting perspective. Additionally, the final dis- 256

tilled summary D generated by the medical team 257

highlights the essential knowledge required to fo- 258

cus the retrieval process, leading to more reliable 259

and contextually appropriate evidence selection. 260

Table 2 presents the ablation study on the MMLU- 261

Med benchmark. Incorporating the multi-turn dis- 262

cussion and summarization modules increases ac- 263

curacy from 71.53% to 73.74%. Further adding 264

the post-retrieval verification module yields an ad- 265

ditional 3.49% performance gain. These results 266

demonstrate the complementary contributions of 267

the two modules in improving accuracy. Finally, 268

deploying Discuss-RAG on MMLU-Med incurs 269

a cost of approximately $12, which translates to 270

an additional $0.01 per question, which is an ac- 271

ceptable trade-off given the substantial accuracy 272

improvements. 273

5 Conclusion 274

In this work, we propose Discuss-RAG, an agent- 275

led framework designed to enhance the response ac- 276

curacy of LLMs in medical QA. Specifically, we in- 277

troduce a multi-turn discussion and summarization 278

module to facilitate context-rich and self-refined 279

document retrieval, and a post-retrieval verification 280

agent to make the final judgment on the retrieved 281

content. Experiments conducted on four medical 282

QA benchmark datasets demonstrate that Discuss- 283

RAG consistently improves both response accuracy 284

and snippet quality. 285
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6 Limitation286

We acknowledge that Discuss-RAG is hindered by287

two primary limitations. (1). Limited interaction288

among team members. The specialized medical289

agents Hi do not communicate directly with one290

another, but interact through the summary from the291

previous round. Direct peer-to-peer interaction may292

facilitate deeper and more dynamic reasoning. (2).293

Increased computational overhead. Our framework294

involves prompting multiple LLM-based agents,295

each requiring careful instruction design to perform296

their respective roles effectively. This introduces297

additional computational and engineering costs.298
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