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ABSTRACT

Diffusion models have revolutionized text-to-image generation with its excep-
tional quality and creativity. However, its multi-step sampling process is known
to be slow, often requiring tens of inference steps to obtain satisfactory results.
Previous attempts to improve its sampling speed and reduce computational costs
through distillation have been unsuccessful in achieving a functional one-step
model. In this paper, we explore a recent method called Rectified Flow [45 |43]],
which, thus far, has only been applied to small datasets. The core of Rectified
Flow lies in its reflow procedure, which straightens the trajectories of probability
flows, refines the coupling between noises and images, and facilitates the distilla-
tion process with student models. We propose a novel text-conditioned pipeline
to turn Stable Diffusion (SD) into an ultra-fast one-step model, in which we find
reflow plays a critical role in improving the assignment between noises and im-
ages. Leveraging our new pipeline, we create, to the best of our knowledge, the
first one-step diffusion-based text-to-image generator with SD-level image qual-
ity, achieving an FID (Fréchet Inception Distance) of 23.3 on MS COCO 2017-5k,
surpassing the previous state-of-the-art technique, progressive distillation [58]], by
a significant margin (37.2 — 23.3 in FID). By utilizing an expanded network
with 1.7B parameters, we further improve the FID to 22.4. We call our one-
step models InstaFlow. On MS COCO 2014-30k, InstaFlow yields an FID of
13.1 in just 0.09 second, the best in < 0.1 second regime, outperforming the re-
cent StyleGAN-T [73] (13.9 in 0.1 second). Notably, the training of InstaFlow
only costs 199 A100 GPU days. Codes and pre-trained models are available at
github.com/gnobitab/InstaFlow.
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Figure 1: InstaFlow is a high-quality one-step text-to-image model derived from Stable Diffusion [[70]. Within
0.1 second, it generates images with similar FID as StyleGAN-T [73] on MS COCO 2014. The whole fine-
tuning process to yield InstaFlow is pure supervised learning and costs only 199 A100 GPU days.

1 INTRODUCTION

Modern text-to-image (T2I) generative models, such as DALL-E [66; 67], Imagen [71; [29], Stable
Diffusion [70], StyleGAN-T [73]], and GigaGAN [32], have demonstrated the remarkable ability to
synthesize realistic, artistic, and detailed images based on textual descriptions. These advancements
are made possible through the assistance of large-scale datasets [[74]] and models [32; 66 [70].
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(B) One-step InstaFlow-0.9B + SDXL-Refiner (C) Images from one-step InstaFlow-1.7B
(1024 x 1024) (0.12s per image, 512 x 512)

Figure 2: (A) Examples of 512 x 512 images generated from one-step InstaFlow-0.9B in 0.09s; (B) The
images generated from one-step InstaFlow-0.9B can be further enhanced by SDXL-Refiner [62] to achieve
higher resolution and finer details; (C) Examples of 512 x 512 images generated from one-step InstaFlow-1.7B
in 0.12s. Inference time is measured on our machine with NVIDIA A100 GPU.
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However, despite their impressive generation quality, these models often suffer from excessive infer-
ence time and computational consumption [29;[715166;167;70]]. This can be attributed to the fact that
most of these models are either auto-regressive 851145 |17]] or diffusion models [28}180]. For instance,
Stable Diffusion, even when using a state-of-the-art sampler [415 49; [77]], typically requires more
than 20 steps to generate acceptable images. As a result, prior works [[725158; 82]] have proposed em-
ploying knowledge distillation on these models to reduce the required sampling steps and accelerate
their inference. Unfortunately, these methods struggle in the small step regime. In particular, one-
step large-scale diffusion models have not yet been developed. The existing one-step large-scale T2I
generative models are StyleGAN-T [73] and GigaGAN [32]], which rely on generative adversarial
training and require careful tuning of both the generator and discriminator.

In this paper, we present a novel one-step generative model derived from the open-source Stable
Diffusion (SD). We observed that a straightforward distillation of SD leads to complete failure. The
primary issue stems from the sub-optimal coupling of noises and images, which significantly ham-
pers the distillation process. To address this challenge, we leverage Rectified Flow [45; 43|, a recent
approach to generative models and optimal transport that learn straight flow models amendable to
fast simulation with few or one Euler steps. Rectified flow starts from matching data distribution
with a potentially curved flow model (known as 1-flow in [43]]), similar to DDIM [77], probability
flow ODE:s [80]] and other flow-based methods [40; |1} 2]]. It then deploys an unique reflow proce-
dure to straighten the trajectories of the flows, thereby reducing the transport cost between the noise
distribution and the image distribution. This improvement in coupling significantly facilitates the
distillation process. In this work, we take large-scale text-to-image models as 1-flow, and focus on
straightening them with reflow.

Consequently, we succeeded in training the first one-step SD model capable of generating high-
quality images with remarkable details. Quantitatively, our one-step model achieves a state-of-the-
art FID score of 23.4 on the MS COCO 2017 dataset (5,000 images) with an inference time of only
0.09 second per image. It outperforms the previous fastest SD model, progressive distillation [58],
which achieved an one-step FID of 37.2. For MS COCO 2014 (30,000 images), our one-step model
yields an FID of 13.1 in 0.09 second, surpassing one of the recent large-scale text-to-image GANS,
StyleGAN-T [73] (13.9 in 0.1s). Notably, this is the first time a distilled one-step SD model per-
forms on par with GAN, with pure supervised learning. Discussion of related works is deferred to
Appendix [A]due to limited space.

2 METHODS

2.1 EFFICIENT INFERENCE IS NEEDED FOR LARGE-SCALE TEXT-TO-IMAGE GENERATION
Recently, various of diffusion-based text-to-image generators [59; 29; [70] have emerged with un-
precedented performance. Among them, Stable Diffusion (SD) [[70], an open-sourced model trained
on LAION-5B [74], gained widespread popularity from artists and researchers. It is based on latent
diffusion model [[/0], which is a denoising diffusion probabilistic model (DDPM) [28; [80] running
in a learned latent space. Because of the recurrent nature of diffusion models, it usually takes more
than 100 steps for SD to generate satisfying images. To accelerate the inference, a series of post-hoc
samplers have been proposed [41; 49; [77]. By transforming the diffusion model into a marginal-
preserving probability flow, these samplers can reduce the necessary inference steps to as few as 20
steps [49]. However, their performance starts to degrade noticeably when the number of inference
steps is smaller than 10. For the <10 step regime, progressive distillation [/2; 58] is proposed to
compress the needed number of inference steps to 2-4. Yet, it is still an open problem if it is possible
to turn large diffusion models, like SD, into an one-step model with satisfying quality.

2.2  RECTIFIED FLOW AND REFLOW

Rectified Flow [45} 143]] is a unified ODE-based framework for generative modeling and domain
transfer. It provides an approach for learning a transport mapping 7" between two distributions 7
and m; on R? from their empirical observations. In image generation, 7 is usually a standard
Gaussian distribution and 7; the image distribution.

Rectified Flow learns to transfer 7 to 7y via an ordinary differential equation (ODE), or flow model
dZ;

ATl v(Zy,t), initialized from Zy ~ o, such that Z; ~ 7y, (D
where v: R?x [0, 1] — R?is a velocity field, learned by minimizing a simple mean square objective:
1
. d .
ml}n]E(XoyXﬂN'y {/ I &Xt — (X, t) |[*dt|, with X; = ¢(Xo, X1,1), 2)
0
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Figure 3: An overview of our pipeline for learning one-step large-scale text-to-image generative models. Direct
distillation from pre-trained diffusion models, e.g., Stable Diffusion, fails because their probability flow ODEs
have curved trajectories and incur bad coupling between noises and images. After fine-tuned with our text-
conditioned reflow, the trajectories are straightened and the coupling is refined, thus the reflowed model is
more friendly to distillation. Consequently, the distilled model generates clear, high-quality images in one step.
The text prompt is “A dog head in the universe with planets and stars”.

where X; = ¢(Xo, X1, ) is any time-differentiable interpolation between X and X7, with %X =
0¢d(Xo, X1,t). The ~ is any coupling of (mp, 7). A simple example of ~ is the independent
coupling v = 7 X 71, which can be sampled empirically from unpaired observed data from 7y and
m1. Usually, v is parameterized as a deep neural network and equation [2] is solved approximately
with stochastic gradient methods. Different specific choices of the interpolation process X; result
in different algorithms. As shown in Liu et al. [45]], the commonly used denoising diffusion implicit
model (DDIM) [77] and the probability flow ODEs of Song et al. [80] correspond to X; = a; X +
B+ X1, with specific choices of time-differentiable sequences a4, 5; (see Liu et al. for details).
In rectified flow, however, the authors suggested a simpler choice of

d
X, = (17t)X0+tX1 - aXt = X1 7X07 3
which favors straight trajectories that play a crucial role in fast inference, as we discuss in sequel.

Zy Zy
Straight Flows Yield Fast Generation In practice, the ODE ®
in equation [T] need to be approximated by numerical solvers. z Z /
The most common approach is the forward Euler method, //
which yields —

Curved ODE Trajectory Straight ODE Trajectory

1 Figure 4: ODEs with straight trajecto-
Zivgy =41t ﬁv(zt’ t), vtef{0,....N—1}/N, (4 riegs admits fast simulation.g :
where we simulate with a step size of e = 1/N and completes the simulation with N steps. Ob-
viously, the choice N yields a cost-accuracy trade-off: large IV approximates the ODE better but
causes high computational cost. For fast simulation, it is desirable to learn the ODEs that can be
simulated accurately and fast with a small N. This leads to ODEs whose trajectory are straight lines.
Specifically, we say that an ODE is straight (with uniform speed) if

Straight flow:  Zy =1tZ1+ (1 —t)Zy = Zo + tv(Zy,0), Vte€[0,1],

In this case, Euler method with even a single step (N = 1) yields perfect simulation; See Figure [4]
Hence, straightening the ODE trajectories is an essential way for reducing the inference cost.

Straightening Text-Conditioned Probability Flows via Text-Conditioned Reflow Reflow [43] is
an iterative procedure to straighten the trajectories of rectified flow without modifying the marginal
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Algorithm 1 Training Text-Conditioned Rectified Flow from Stable Diffusion

1: Input: The pre-trained Stable Diffusion vsp = v1; A dataset of text prompts D

2: for k < auser-defined upper bound do

3:  Initialize vg4 from vy.

4:  Train v,y by minimizing the objective equation [5] where the couplings
(Xo, X1 = ODE[vg](Xo | 7)) can be generated beforehand.

5: #NOTE: The trained v, is called k-Rectified Flow.

6: end for

Algorithm 2 Distilling Text-Conditioned k-Rectified Flow for One-Step Generation

1: Input: k-Rectified Flow vy; A dataset of text prompts D A similarity loss D(-, -).

2: Initialize v from vy.
3: Train 7 by minimizing the objective equation [6] where the couplings
(X0, X1 = ODE[vx](Xo | T)) can be generated beforehand.

4: #NOTE: The trained ¥ is called k-Rectified Flow+Distill.

distributions, hence allowing fast simulation at inference time. In text-to-image generation, the
velocity field v should additionally depend on an input text prompt 7 to generate corresponding
images. We propose a novel text-conditioned reflow objective,

1
V41 = argmin EXONWU,TNDT |:/ || (Xl - Xo) - 'U(Xt,t | T) ||2 dt s
v 0

with X; = ODE[Uk](X() | T) and X; =tX; + (1 — t)Xo,

®)

where D is a dataset of text prompts, ODE[vi](Xo | T) = Xo + fol ve (X, t | T)dt, and vg1q is
learned using the same rectified flow objective equation[2] but with the linear interpolation equation 3|
of (Xo, X1) pairs constructed from the previous ODE[vy].

The key property of reflow is that it preserves the terminal distribution while straightening the parti-
cle trajectories and reducing the transport cost of the transport mapping:

1) The distribution of ODE[vy11](Xo | 7) and ODE[vg](Xo | T) coincides; hence vy 41 generates the
correct image distribution 7 if v does so.

2) The trajectories of ODE[vg1] tend to be straighter than that of ODE[vg]. This suggests that it
requires smaller Euler steps N to simulate ODE[vy1] than ODE[vg]. If vy is a fixed point of reflow,
that is, vg+1 = v, then ODE[vy ] must be exactly straight.

3) (X0, 0DE[vg4+1](Xo | T)) forms a better coupling than (X, 0DE[vg](Xo | 7)) in that it yields
lower convex transport costs, that is, E[¢(ODE[vg+1](Xo | T)—Xo)] < E[¢(0DE[vg](Xo | T)— Xo)]
for all convex functions ¢: R¢ — R. This suggests that the new coupling might be easier for the
student network to learn.

In this paper, we set v, to be the velocity field of a pre-trained probability flow ODE model (such as
that of Stable Diffusion, vsp), and denote the following vy (k > 2) as k-Rectified Flow.

Text-Conditioned Distillation Theoretically, it requires an infinite number of reflow steps equa-
tion [3] to obtain ODEs with exactly straight trajectories. However, it is not practical to reflow too
many steps due to high computational cost and the accumulation of optimization and statistical error.
Fortunately, it was observed in Liu et al. [43]] that the trajectories of ODE[v]| becomes nearly (though
not exactly) straight with even one or two steps of reflows. With such approximately straight ODEs,
one approach to boost the performance of one-step models is via distillation:

U = argmin]EXoNﬂ'hoNDT []D) (DDE[vk}(XO ‘ T)’ Xo + U(XO | T))] ) (6)
where we learn a single Euler step x+v(z | T) to compress the mapping from X to ODE[vg|(Xo | T)

by minimizing a differentiable similarity loss D(+, -) between images. Learning one-step model with
distillation avoids adversarial training [[735 |32} [19] or special invertible neural networks [9;135; 160].
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Distillation and Reflow are Orthogonal Techniques It is important to note the difference be-
tween distillation and reflow: while distillation tries to honestly approximate the mapping from X
to ODE[v](Xo | T), reflow yields a new mapping ODE[vi11](Xo | 7) that can be more regular and
smooth due to lower convex transport costs. Reflow is an optional step before distillation, and they
are orthogonal to each other. In practice, we find that it is essential to apply reflow to make the
mapping ODE[vg (X | 7)) sufficiently regular and smooth before applying distillation.

Classifier-Free Guidance Velocity Field for Text-Conditioned Rectified Flow Classifier-Free
Guidance [26]] has a substantial impact on the generation quality of SD. Similarly, we propose the
following velocity field on the learned text-conditioned Rectified Flow to yield similar effects as
Calssifier-Free Guidance,

0¥ (Z,t | T) = av(Ze,t | T) + (1 — a)v(Zy, t | NULL), (7)
where « trades off the sample diversity and generation quality. When o = 1, v® reduces back to the

original velocity field v(Zy, t | T). We provide analysis on o in Section 4}

3  PRELIMINARY RESULTS: REFLOW IS THE KEY TO IMPROVE DISTILLATION

In this section, we conduct experiments with o] B, | Zrerenon rion
Stable Diffusion 1.4 to examine the effective-

ness of the Rectified Flow framework and the
reflow procedure. The goal of the experi-
ments in this section is to: 1) examine whether
straightforward distillation can be effective for
learning a one-step model from pre-trained
large-scale T2I prbobility flow ODEs; 2) ex-
amine whether text-conditioned reflow can en- 20 -
hance the performance of distillation. Our ex- T erence Time s) SRectificd Flow T +Distill

periment Conclgdes that: Reﬂow .Slgn.lﬁcantly Figure 5: Left: The inference time and FID-5k on MS
eases the learning process of distillation, and  cOCO 2017 of all the models. Model distilled from 2-
distillation after reflow successfully produces a Rectified Flow has a lower FID and smaller gap with the
one-step model. teacher. Right: The images generated from different
models with the same random noise and text prompt. 2-
Rectified Flow refines the coupling between noises and
images, making it a better teacher for distillation.

Distill

Stable Diffusion +Distill

3.1 GENERAL EXPERIMENT SETTINGS

In this section, we use the pre-trained Stable Diffusion 1.4 provided in the official open-sourced
repositoryﬂ to initialize the weights, since otherwise the convergence is unbearably slow. In our
experiment, we set D7 to be a subset of text prompts from laion2B-en [74], pre-processed by the
same filtering as SD. ODE[vgp] is implemented as the pre-trained Stable Diffusion with 25-step DPM-
Solver [49] and a fixed guidance scale of 6.0. We set the similarity loss ID(-, -) for distillation to be
the LPIPS loss [100]. The neural network structure for both reflow and distillation are kept to the
SD U-Net. We use a batch size of 32 and 8 A100 GPUs for training with AdamW optimizer [48]].
The choice of optimizer follows the default protocoﬂ in HuggingFace for fine-tuning SD.

3.2 DIRECT DISTILLATION FAILS, WHILE REFLOW + DISTILLATION SUCCEEDS

Experiment Protocol Our investigation starts from directly distilling the velocity field v; = vgp
of Stable Diffusion 1.4 with equation [f] without applying any reflow. To achieve the best em-
pirical performance, we conduct grid search on learning rate and weight decay to the limit of
our computational resources. For all the models, we train them for 100, 000 steps. We generate
32 x 100,000 = 3,200,000 pairs of (Xo,0DE[vsp](Xo)) as the training set for distillation. We
compute the Fréchet inception distance (FID) on 5,000 captions from MS COCO 2017 following
the evaluation protocol in [38], then we show the model with the lowest FID in Figure[5] To align
the training cost between direct distillation and reflow-+distillation for fair comparison, we train 2-
Rectified Flow, vq, for 50, 000 steps with the weights initialized from pre-trained SD, then perform

"https://github.com/CompVis/stable-diffusion
https://huggingface.co/docs/diffusers/training/text2image
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Method Inf. Time FID-5k  CLIP Method Inf. Time FID-30k

SD 1.4 (25 step)[[70] 0.88s 228 0315 -

(Pre) 2-RF (25 step) |  0.88s 21 0313 SD 2.9s 9.62

PD (1 step)[38] 0.09s 372 0275 (Pre) 2-RF (25 step) 0.88s 13.4

SD 1.4+Distill 0.09s 409 0255 —

(Pre) 2.RF (1 step) 0,09 633 029 SD 1.4+Dlst1ll. ' 0.09s 34.6

(Pre) 2-RF-+Distill 0.09s 3.0 0.285 (Pre) 2-RF+Distill 0.09s 20.0
(a) MS COCO 2017 (b) MS COCO 2014

Table 1: Comparison of (a) FID and CLIP score on MS COCO 2017 with 5, 000 images following the evalua-
tion setup in and (b) FID on MS COCO 2014 with 30, 000 images following the evaluation setup in [32].
As in [73]], the inference time is measured on NVIDIA A100 GPU with a batch size of 1. ‘Pre’ is added
to distinguish the models from Table 2] ‘RF’ refers to Rectified Flow; ‘PD’ refers to Progressive Distilla-
tion [58}[72]]. * denotes that the numbers are measured by [32].

distillation for another 50,000 training steps continuing from the obtained v,. To distill from 2-
Rectified Flow, we generate 32 x 50,000 = 1,600,000 pairs of (X, 0DE[v2](X()) with 25-step
Euler solver. The results are also shown in Figure [5] for comparison with direct distillation. The
guidance scale « for 2-Rectified Flow is set to 1.5. For more details, please refer to Appendix.

Stable Diffusion _ 2-Rectified Flow _
QSlab]e Diffusion
Observation and Analysis We observe that, after \
100,000 training steps, all the models from direct dis- - \\\
tillation converge. However , as shown in Figure 3} it g \ g
is difficult for the student model (SD+Distill) to imitate g~ B 3
the teacher model (25-step SD), resulting in a huge gap A
in FID between SD and SD+Distill. On the right side of -3 \
Figure [5] with the same random noise, SD+Distill gen- 2Rectiid Flow

erates image with substantial difference from the teacher 0 0
SD. From the experiments, we conclude that: direct dis- Figure 6: The straighténing effect tof re-
tillation from SD is a tough learning problem for the fow. Left: the straightness S(Z) on differ-
one-step student model, which is hard to mitigate by ent models. Right: trajectories of randomly
simply tuning the hyperparameters. In contrast, 2- sampled pixels following SD 1.4+DPM-
Rectified Flow refines the coupling between the noise dis-  Solver and 2-Rectified Flow.

tribution and the image distribution, and eases the learning process for the student model when dis-
tillation. It can be inferred from two aspects: (1) The gap between 2-Rectified Flow+Distill and
2-Rectified Flow is much smaller than SD+Distill and SD. (2) On the right side of Figure[3] the im-
age generated from 2-Rectified Flow+Distill shares great resemblance with the original generation,
showing that it is easier for the student to imitate. This illustrates that 2-Rectified Flow is a better
teacher model to distill an one-step student model than the original SD.

N=1 till

Training  Cost Because our  2-Rectified
Flow+Distill is fine-tuned from the publicly
available pre-trained SD, training only costs =~
24.65 A100 GPU days, which is negligible com-
pared with other large-scale text-to-image models.
For reference, the training cost for SD 1.4 from
scratch is 6250 A100 GPU days [[70]; StyleGAN-T
is 1792 A100 GPU days [73]; GigaGAN is 4783
A100 GPU days [32]. A lower-bound estimation of
training the one-step SD in Progressive Distillation ot :
is 108.8 A100 GPU days [58]. More details can be  Figyre 7: Visual comparison between SD and 2-
found in the Appendix. Rectified Flow. N is number of inference steps.

Comparison on MS COCO As shown in Table[T|(a), on MS COCO 2017-5k, (Pre) 2-Rectified Flow
can generate realistic images that yield similar FID with SD 1.4 (+DPMSolver [50]) using 25 steps
(22.1 <» 22.8). Within 0.09s, (Pre) 2-Rectified Flow+Distill gets an FID of 31.0, surpassing the
previous best one-step SD model (FID=37.2) distilled from Progressive Distillation with much
less training cost (the numbers for Progressive Distillation are measured from Figure 10 in [58]
since the model is not publicly available). On MS COCO 2014-30k, (Pre) 2-Rectified Flow+Distill
has noticeable advantage (FID=20.0) compared with direct distillation SD 1.4+Distill (FID=34.6)
even when (Pre) 2-Rectified Flow has worse performance than the original SD due to insufficient
training, indicating the effectiveness of the reflow operation.

2-Rectified Flow Stable Diffusion
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Method Inf. Time FID-5k  CLIP  —aw | 5% [ patcEig | g 275
SD 1.5 (25 step)[70] | 0.88 201 0318 AR | 3% | ‘hwonBe | oes 3 sh
2-RF (25 step) 0.88 21.5 0.315 22 ggg MaPl:SX—Zg?elzﬁlz 2505 R 171'.231
PSD (TweplB] [ 09 a2 oo UGt B
TastaFlon 408 000 234 0304 P B medd | oon
. : . . GAN | 236 | LAFITE |Ii03 0020 M 2698

PD-SD (2 step)[58] 0.13 26.0 0.297 — 52| Mwe3B[] 3 038 788
PD-SDGstepl8l | 021 264 0300 on || saihn | oo W0
2-RF (2 step) 0.13 313 0.296 IS ERFaSs I 1
InstaFlow-1.7B 0.12 224 0.309 T3] mtareody 009 098 1310
- | 512 | InstaFlow-1.7B 0.125 178 1183

(a) MS COCO 2017 (b) MS COCO 2014

Table 2: Comparison of (a) FID and CLIP score on MS COCO 2017 with 5, 000 images following the evalua-
tion setup in [58] and (b) FID on MS COCO 2014 with 30, 000 images following the evaluation setup in [32].
‘RF’ refers to Rectified Flow; ‘PD’ refers to Progressive Distillation [S8k|72]; ‘AR’ refers to Autoregressive.
denotes that the numbers are measured by [32].

Straightening Effects of Reflow We empirically examine the properties of reflow in text-to-image
generation. To quantitatively measure the straightness, we use the deviation of the velocity along
the trajectory following [4543], that is, S(Z) = ftlzo E[|| (Z1 — Zo) — v(Z,t) ||*] dt. A smaller
S(Z) means straighter trajectories, and when the ODE trajectories are all totally straight, S(Z) =
0. In Figure @ reflow decreases the estimated S(Z), validating the straightening effect of reflow.
Moreover, the pixels in SD travel in curved trajectories, while 2-Rectified Flow has much straighter
trajectories. In Figure[7] qualitatively, since SD is curved, one-step generation leads to meaningless
noises and SD+Distill fails. Thanks to reflow, one-step generation with 2-Rectified Flow shows
recognizable images and distillation from it succeeds.

4 INSTAFLOW: SCALING UP FOR BETTER ONE-STEP GENERATION

Our preliminary results using SD 1.4 highlight the benefits of incorporating the reflow procedure
in distilling one-step diffusion-based models. However, considering that the training process only
consumes 24.65 A100 GPU days, there is a potential for further performance enhancement through
scaling up. To this end, we extend the training duration with a larger batch size, totaling 199 A100
GPU days. As a result, we achieve InstaFlow, the first one-step SD model capable of generating
high-quality images with intricate details in just 0.09 second. Notably, this performance is on par
with StyleGAN-T [73]], one of the state-of-the-art GANs in the field.

InstaFlow-0.9B We switch to Stable Diffusion 1.5, and keep the same D7 as in Section|C] The ODE
solver sticks to 25-step DPMSolver [49]] for ODE[vsp]. Guidance scale for SD is slightly decreased to
5.0 because larger guidance scale makes the images generated from 2-Rectified Flow over-saturated.
We still generate 1, 600, 000 pairs of data for reflow and distillation, respectively. We apply gradient
accumulation to expand the batch size. We spend 75.2 A100 GPU days for reflow to get 2-Rectified
Flow, then another 108 A100 GPU days for distillation to get 2-Rectified Flow+Distill. The guidance
scale « for 2-Rectified Flow is set to 1.5 during distillation. We name the distilled model InstaFlow-
0.9B since U-Net contains ~ 0.9B parameters.

InstaFlow-1.7B Expanding the model size is a key step in building modern foundation mod-
els [[70; 162 165155 [16]. To this end, we stack two U-Nets in series, then remove unnecessary modules
after a thorough ablation study (see Appendix for details). This gives us a large neural network,
termed Stacked U-Net, with 1.7B parameters and an inference time of 0.12 second. Starting from
2-Rectified Flow obtained in InstaFlow-0.9B, we spend 39.6 A100 GPU days for distillation with
Stacked U-Net. More training details of both models can be found in the Appendix.

Comparison with State-of-the-Arts on MS COCO We follow the experiment configuration in
Seciton @ In Table E] (a), our InstaFlow-0.9B gets an FID-5k of 23.4 with an inference time of
0.09s, which is significantly lower than the previous state-of-the-art, Progressive Distillation-SD (1
step, FID=37.2) with similar distillation cost (108 <> 108.8 A100 GPU days). The empirical result
indicates that reflow helps improve the coupling between noises and images, and 2-Rectified Flow
is an easier teacher model to distill from. By increasing the model size, InstaFlow-1.7B leads to a
lower FID-5k of 22.4 with an inference time of 0.12s. On MS COCO 2014, our InstaFlow-0.9B
obtains an FID-30k of 13.10 within 0.09s, surpassing StyleGAN-T [73] (13.90 in 0.1s).
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Figure 8: One-step generation from InstaFlow-0.9B. Left: With the same random noise, the pose and lighting
are preserved across different text prompts. Right: Interpolation in the latent space of InstaFlow-0.9B.

Few-step Generation with 2-Rectified | 1w
Flow 2-Rectified Flow has straighter tra-
jectories, which gives it the capacity to &

o o
S 8
-

°
N
S

CLIP score

generate with extremely few inference 015 < ansanestion

. . &~ 5D 1.5:DPM Solver
steps. We compare 2-Rectified Flow with R P DR L S S “oss osto o3 G0
SD 1.5-DPM Solver [50] on MS COCO " ®

2017. - The inference steps are set to Figure 9: (A) Comparison between SD 1.5-DPM Solver and

{1’ 2,4, 8}' Flgureﬁl.(A) clearly shows the 2-Rectified Flow (with standard Euler solver) in few-step in-
advantage of 2-Rectified Flow when the ference. (B) The trade-off curve of applying different o as
number of inference steps < 4. the guidance scale for 2-Rectified Flow.

Guidance Scale o It is widely known that guidance scale « is a important hyper-parameter
when using Stable Diffusion [26} [70]. Here, we investigate the influence of the guidance scale
a for 2-Rectified Flow, which has straighter ODE trajectories. In Figure 9| (B), « increases from
{1.0,1.5,2.0,2.5,3.0,3.5,4.0}, which raises FID-5k and CLIP score on MS COCO 2017 at the
same time. The former metric indicates degradation in image quality and the latter metric indicates
enhancement in semantic alignment.

Fast Preview with One-Step
InstaFlow A potential use
case of InstaFlow is to serve
as previewers. A fast pre- : > _

K A) One-Step Generation
viewer can accelerate the ) 7R
low-resolution filtering process
and provide the user more
generation  possibilities  un-
der the same computational
budget. Then a powerful post-
processing model can improve
the quality and increase the
resolution. We verify the idea
with SDXL-Refiner [62], a
recent model that can refine
generated images. The one-step
InstaFlows generate 512 x 512
images in ~ 0.1s, then these
images are interpolated to 1024

and refined by SDXL-Refiner ] !
to get high-resolution images. Figure 10: The images generated from our one-step model can be refined

Several examples are shown in gz ilﬁi)(ﬁéf:gﬁngz EEQI] to generate user-preferred high-resolution images
Figure Im g Y. InstaFlow-0.9B SD 1 D]"M Solver

N 5y
(B) One-Step DXL-Refiner

5 LIMITATIONS AND CONCLUSIONS

In this paper, we introduce InstaFlow, a state-of-the-art one-
step text-to-image generator, which is derived from a novel
text-conditioned Rectified Flow pipeline with pure supervised A dog and a cat shake hands with each other
learning. Although it may encounter challenges with complex ~ Figure I1: One of the failure cases.
compositions in the text prompts (see Figure [T1] for example), further training with longer dura-
tion and larger datasets is likely to mitigate them. InstaFlow significantly closes the gap between
continuous-time diffusion models and one-step generative models, inspiring algorithmic innovations
and benefiting downstream tasks like 3D generation.
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SOCIETAL IMPACT

This work presents a methodology for accelerating multi-step large-scale text-to-image diffusion
models to one-step generators. On a positive note, we believe that the efficiency of these one-step
models can lead to energy conservation and environmental benefits, given the extensive utilization of
such generative models. Conversely, faster generative models, when manipulated by bad actors, also
simplify and speed up the creation of harmful information and fake news. While our work focuses
on the scientific insights, these ultra-fast powerful generative models call for advanced techniques
through research to ensure their alignment with human values and public interests.
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A RELATED WORKS

Diffusion Models and Flow-based Models Diffusion models [[76} 28 180; (815 795 78 133; (135 1315
2151655 (1025 15151925 [12]] have achieved unprecedented results in various generative modeling tasks,
including image/video generation [27; [101} 86 [94; [71]], audio generation [36], point cloud gener-
ation [53f 54 146; 871, biological generation [91f 155 865 [30]], etc.. Most of the works are based
on stochastic differential equations (SDEs), and researchers have explored techniques to transform
them into marginal-preserving probability flow ordinary differential equations (ODEs) [80;[77]]. Re-
cently, [455 1431405 (1} 23] propose to directly learn probability flow ODEs by constructing linear or
non-linear interpolations between two distributions. These ODEs obtain comparable performance
as diffusion models, but require much fewer inference steps. Among these approaches, Rectified
Flow [45}43] introduces a special reflow procedure which enhances the coupling between distribu-
tions and squeezes the generative ODE to one-step generation. However, the effectiveness of reflow
has only been examined on small datasets like CIFAR10, thus raising questions about its suitability
on large-scale models and big data. In this paper, we demonstrate that the Rectified Flow pipeline
can indeed enable high-quality one-step generation in large-scale text-to-image diffusion models,
hence brings ultra-fast T2I foundation models with pure supervised learning.

Large-Scale Text-to-Image Generation Early research on text-to-image generation focused on
small-scale datasets, such as flowers and birds [68}; [69; 97|]. Later, the field shifted its attention to
more complex scenarios, particularly in the MS COCO dataset [39], leading to advancements in
training and generation [83598; 37]. DALL-E [66] was the pioneering transformer-based model that
showcased the amazing zero-shot text-to-image generation capabilities by scaling up the network
size and the dataset scale. Subsequently, a series of new methods emerged, including autoregressive
models [[14515;18;196], GAN inversion [11;44], GAN-based approaches [[103], and diffusion mod-
els [59; 715 167; 1645 131]]. Among them, Stable Diffusion is an open-source text-to-image generator
based on latent diffusion models [70]]. It is trained on the LAION 5B dataset [74]] and achieves the
state-of-the-art generalization ability. Additionally, GAN-based models like StyleGAN-T [73]] and
GigaGAN [32] are trained with adversarial loss to generate high-quality images rapidly. Our work
provides a novel approach to yield ultra-fast, one-step, large-scale generative models without the
delicate adversarial training.

Acceleration of Diffusion Models Despite the impressive generation quality, diffusion models
are known to be slow during inference due to the requirement of multiple iterations to reach the final
result. To accelerate inference, there are two categories of algorithms. The first kind focuses on
fast post-hoc samplers [33 1425 [49; 150; [77; 145 [10]. These fast samplers can reduce the number of
inference steps for pre-trained diffusion models to 20-50 steps. However, relying solely on inference
to boost performance has its limitations, necessitating improvements to the model itself [85590; 138].
Distillation [25] has been applied to pre-trained diffusion models [52], squeezing the number of in-
ference steps to below 10. Progressive distillation [[72]] is a specially tailored distillation procedure
for diffusion models, and has successfully produced 2/4-step Stable Diffusion [58]. Consistency
models [82] are a new family of generative models that naturally operate in a one-step manner.
There are several works concurrent with InstaFlow for accelerating large-scale text-to-image mod-
els: BOOT [20] designs a data-free distillation pipeline for pre-trained diffusion models with a
bootstrapping method; Latent Consistency Model [56]] adopts consistency distillation with a skip-
ping scheme; UFOGen [93]] combines diffusion models with GAN for high-quality distillation; Yin
et al. [95] proposes Distribution Matching Distillation to align the distribution generated from the
one-step model with the teacher Stable Diffusion. Instead of employing sophisticated distillation or
GAN loss, InstaFlow uses Rectified Flow [45} 43| and its unique reflow procedure to straighten the
ODE trajectories. With simple supervised learning on a least-squares problem, it refines the cou-
pling between the noise distribution and the image distribution, thereby improving the performance
of direct distillation.

B NEURAL NETWORK STRUCTURE

The whole pipeline of our text-to-image generative model consists of three parts: the text encoder,
the generative model in the latent space, and the decoder. We use the same text encoder and decoder
as Stable Diffusion: the text encoder is adopted from CLIP ViT-L/14 and the latent decoder is
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(a) U-Net (Inference time=0.04s)
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Output
4 X 64 X64

(b) Naively Concatenated U-Net (Inference time=0.08s)

Input
4 X 64 xX64
|
Output
4 X 64 x64

(c) Our Stacked U-Net (Inference time=0.07s)

Figure 12: Different neural network structures for distillation and their inference time. The blocks with the
same colors can share weights.
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adopted from a pre-trained auto-encoder with a downsampling factor of 8. During training, the
parameters in the text encoder and the latent decoder are frozen. On average, to generate 1 image
on NVIDIA A100 GPU with a batch size of 1, text encoding takes 0.01s and latent decoding takes
0.04s.

By default, the generative model in the latent space is a U-Net structure. For reflow, we do not change
any of the structure, but just fine-tune the model. For distillation, we tested three network structures,
as shown in Figure[T2] The first structure is the original U-Net structure in SD. The second structure
is obtained by directly concatenating two U-Nets with shared parameters. We found that the second
structure significantly decrease the distillation loss and improve the quality of the generated images
after distillation, but it doubles the computational time.

To reduce the computational time, we tested a family of networks structures by deleting different
blocks in the second structure. By this, we can examine the importance of different blocks in this
concatenated network in distillation, remove the unnecessary ones and thus further decrease infer-
ence time. We conducted a series of ablation studies, including:

1. Remove ‘Downsample Blocks 1 (the green blocks on the left)’

2. Remove ‘Upsample Blocks 1 (the yellow blocks on the left)’

3. Remove ‘In+Out Block’ in the middle (the blue and purple blocks in the middle).
4. Remove ‘Downsample Blocks 2 (the green blocks on the right)’

5. Remove ‘Upsample blocks 2 (the yellow blocks on the right)’

The only one that would not hurt performance is Structure 3, and it gives us a 7.7% reduction in
inference time (% = 0.0769 ). This third structure, Stacked U-Net, is illustrated in Figure
(©).

C ADDITIONAL DETAILS AND RESULTS ON THE PRELIMINARY
EXPERIMENTS

General Experiment Settings In this section, we use the pre-trained Stable Diffusion 1.4 provided
in the official open-sourced repositoryﬂ to initialize the weights, since otherwise the convergence is
unbearably slow.

In our experiment, we set D to be a subset of text prompts from laion2B-en [74]], pre-processed by
the same filtering as SD. ODE[vgp] is implemented as the pre-trained Stable Diffusion with 25-step
DPMSolver [49] and a fixed guidance scale of 6.0. We set the similarity loss D(, -) for distillation to
be the LPIPS loss [[100]. The neural network structure for both reflow and distillation are kept to the
SD U-Net. We use a batch size of 32 and 8 A100 GPUs for training with AdamW optimizer [48]].
Our training script is based on the official fine-tuning script provided by HuggingFaceE] and the
choice of optimizer follows the default protocol. We use exponential moving average with a factor
of 0.9999, following the default configuration. We clip the gradient to reach a maximal gradient
norm of 1. We warm-up the training process for 1,000 steps in both reflow and distillation. BF16
format is adopted during training to save GPU memory. To compute the LPIPS loss, we used its
official 0.1.4 versionﬂ and its model based on AlexNet. The learning rate for reflow is 1076,

We measure the inference time of our models on a server with NVIDIA A100 GPU, and a batch
size of 1. We use PyTorch 2.0.1 and Hugging Face Diffusers 0.19.3. For fair
comparison, we use the inference time of standard SD on our computational platform for Progressive
Distillation-SD as their model is not available publicly. The inference time contains the text encoder
and the latent decoder, but does NOT contain NSFW detector.

*https://github.com/CompVis/stable-diffusion
‘nttps://huggingface.co/docs/diffusers/training/text2image
Shttps://github.com/richzhang/PerceptualSimilarity
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FID weight decay
10-* 107% 1073
learning rate

107-° 44.04 4590  44.03
10-6 137.05 134.83 139.31
1077 ~297  ~297  ~297

Table 3: FID of different distilled SD models measured with 5000 images on MS COCO2017.

C.1 ADDITIONAL DETAILS AND RESULTS OF DIRECT DISTILLATION

Grid Search To achieve the best empirical performance, we conduct grid search on learn-
ing rate and weight decay to the limit of our computational resources. Particularly, the learn-
ing rates are selected from {107°,107%,10~7} and the weight decay coefficients are selected
from {107%,1072,1073}. For all the 9 models, we train them for 100,000 steps. We generate
32 x 100,000 = 3, 200, 000 pairs of (Xg, 0DE[vsp](Xo)) as the training set for distillation.

Additional Results We provide additional results on direct distillation of Stable Diffusion 1.4,
shown in Figure [T8] [I9] 20| 21] and Table[3] Although increasing the learning rate boosts the per-
formance, we found that a learning rate of > 10~* leads to unstable training and NaN errors. A
small learning rate, like 1076 and 10~7, results in slow convergence and blurry generation even
after training 100, 000 steps.

C.2 ADDITIONAL QUANTITATIVE COMPARISON

We provide additional quantitative results with parameter-sharing Stacked U-Net and multiple reflow
in Table[dand 5] According to equation 5] the reflow procedure can be repeated for multiple times.
We repeat reflow for one more time to get 3-Rectified Flow (v3), which is initialized from 2-Rectified
Flow (v3). 3-Rectified Flow is trained to minimize equation [5 for 50, 000 steps. Then we get its
distilled version by generating 1,600,000 new pairs of (X, 0DE[v3](X()) and distill for another
50, 000 steps. We found that to stabilize the training process of 3-Rectified Flow and its distillation,
we have to decrease the learning rate from 106 to 10~7.

C.3 ESTIMATION OF TRAINING COST

Measured on our platform, when training with batch size of 4 and U-Net, one A100 GPU day
can process 100, 000 iterations using L2 loss, 86, 000 iterations using LPIPS loss; when generating
pairs with batch size of 16, one A100 GPU day can generate 200, 000 data pairs. We compute the
computational cost according to this.

Estimated Training Cost of (Pre) 2-Rectified Flow+Distill (U-Net): 3,200, 000,/200, 000
(Data Generation) + 32/4 x 50,000/100, 000 (Reflow) + 32/4 x 50,000/86,000 (Distillation) ~
24.65 A100 GPU days.

Estimated Training Cost of Progressive Distillation: =~ We refer to Appendix C.2.1 (LAION-
5B 512 x 512) of [58] and estimate the training cost. PD starts from 512 steps, and progressively
applies distillation to 1 step with a batch size of 512. Quoting the statement ‘For stage-two, we train
the model with 2000-5000 gradient updates except when the sampling step equals to 1,2, or 4, where
we train for 10000-50000 gradient updates’, a lower-bound estimation of gradient updates would be
2000 (512 to 256) +2000 (256 to 128) + 2000 (128 to 64) + 2000 (64 to 32) + 2000 (32 to 16) + 5000
(16 to 8) + 10000 (8 to 4) + 10000 (4 to 2) + 50000 (2 to 1) = 85,000 iterations. Therefore, one-step
PD at least requires 512/4 x 85000/100000 = 108.8 A100 GPU days. Note that we ignored the
computational cost of stage 1 of PD and ‘2 steps of DDIM with teacher’ during PD, meaning that
the real training cost is higher than 108.8 A100 GPU days.
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Method Inference Time FID-5k CLIP
SD 1.4-DPM Solver (25 step)[70;49] 0.88s 22.8 0.315
(Pre) 2-Rectified Flow (25 step) 0.88s 22.1 0.313
(Pre) 3-Rectified Flow (25 step) 0.88s 23.6 0.309
Progressive Distillation-SD (1 step)[158]] 0.09s 37.2 0.275
SD 1.4+Distill (U-Net) 0.09s 40.9 0.255
(Pre) 2-Rectified Flow (1 step) 0.09s 68.3 0.252
(Pre) 2-Rectified Flow+Distill (U-Net) 0.09s 31.0 0.285
(Pre) 3-Rectified Flow (1 step) 0.09s 37.0 0.270
(Pre) 3-Rectified Flow+Distill (U-Net) 0.09s 29.3 0.283
Progressive Distillation-SD (2 step)[58]] 0.13s 26.0 0.297
Progressive Distillation-SD (4 step)[158]] 0.21s 26.4 0.300
SD 1.4+Distill (Stacked U-Net) 0.12s 52.0 0.269
(Pre) 2-Rectified Flow+Distill (Stacked U-Net) 0.12s 24.6 0.306
(Pre) 3-Rectified Flow+Distill (Stacked U-Net) 0.12s 26.3 0.307

Table 4: Comparison of FID on MS COCO 2017 following the evaluation setup in [58]. As in [32;[73], the infer-
ence time is measured on NVIDIA A100 GPU, with a batch size of 1, PyTorch 2.0.1 and Huggingface
Diffusers 0.19.3. 2-Rectified Flow+Distill outperforms Progressive Distillation within the same infer-
ence time using much less training cost. The numbers for Progressive Distillation are measured from Figure 10
in [58]. ‘Pre’ is added to distinguish the models from TableE}

Method Inference Time # Param. FID-30k
SD* [[70] 2.9s 0.9B 9.62
(Pre) 2-Rectified Flow (25 step) 0.88s 0.9B 13.4
SD 1.4+Distill (U-Net) 0.09s 0.9B 34.6
(Pre) 2-Rectified Flow+Distill (U-Net) 0.09s 0.9B 20.0
SD 1.4+Distill (Stacked U-Net) 0.12s 0.9B 41.5
(Pre) 2-Rectified Flow+Distill (Stacked U-Net) 0.12s 0.9B 13.7

Table 5: Comparison of FID on MS COCO 2014 with 30,000 images. Note that the models distilled after
reflow has noticeable advantage compared with direct distillation even when (Pre) 2-Rectified Flow has worse
performance than the original SD due to insufficient training. * denotes that the numbers are measured by [32].
‘Pre’ is added to distinguish the models from Table Asin StyleGAN-T [73] and GigaGAN [32], our generated
images are downsampled to 256 x 256 before computing FID.

D ADDITIONAL TRAINING DETAILS ON INSTAFLOW

Implementation Details and Training Pipeline for InstaFlow-0.9B We switch to Stable Diffu-
sion 1.5, and keep the same D as in Section|[C| The ODE solver sticks to 25-step DPMSolver [49)]
for ODE[vsp]. Guidance scale is slightly decreased to 5.0 because larger guidance scale makes the im-
ages generated from 2-Rectified Flow over-saturated. Since distilling from 2-Rectified Flow yields
satisfying results, 3-Rectiifed Flow is not trained. We still generate 1,600,000 pairs of data for
reflow and distillation, respectively. To expand the batch size to be larger than 4 x 8 = 32, gradi-
ent accumulation is applied. The overall training pipeline for 2-Rectified Flow+Distill (U-Net) is
summarized as follows:

1. Reflow (Stage 1): We train the model using the reflow objective equation [5] with a batch
size of 64 for 70,000 iterations. The model is initialized from the pre-trained SD 1.5
weights. (11.2 A100 GPU days)

2. Reflow (Stage 2): We continue to train the model using the reflow objective equation [3]
with an increased batch size of 1024 for 25,000 iterations. The final model is 2-Rectified
Flow. (64 A100 GPU days)

3. Distill (Stage 1): Starting from the 2-Rectified Flow checkpoint, we fix the time ¢t = 0 for
the neural network, and fine-tune it using the distillation objective equation [6] with a batch
size of 1024 for 21,500 iterations. The guidance scale « of the teacher model, 2-Rectified
Flow, is set to 1.5 and the similarity loss D is L2 loss. (54.4 A100 GPU days)
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4. Distill (Stage 2): We switch the similarity loss D to LPIPS loss, then we continue to
train the model using the distillation objective equation [6] and a batch size of 1024 for
another 18,000 iterations. The final model is 2-Rectified Flow+Distill (U-Net). We name it
InstaFlow-0.9B. (53.6 A100 GPU days)

The total training cost for InstaFlow-0.9B is 3, 200, 000/200, 000 (Data Generation) + 11.2 + 64 +
54.4 + 53.6 = 199.2 A100 GPU days.

Implementation Details and Training Pipeline for InstaFlow-1.7B  We adopt the Stacked U-Net
structure in Section [C| but abandon the parameter-sharing strategy. This gives us a Stacked U-Net
with 1.7B parameters, almost twice as large as the original U-Net. Starting from 2-Rectified Flow,
2-Rectified Flow+Distill (Stacked U-Net) is trained by the following distillation steps:

1. Distill (Stage 1): The Stacked U-Net is initialized from the weights in the 2-Rectified Flow
checkpoint. Then we fix the time ¢ = O for the neural network, and fine-tune it using
the distillation objective equation [6] with a batch size of 64 for 110,000 iterations. The
similarity loss D is L2 loss. (35.2 A100 GPU days)

2. Distill (Stage 2): We switch the similarity loss ID to LPIPS loss, then we continue to train
the model using the distillation objective equation [6] and a batch size of 320 for another
2,500 iterations. The final model is 2-Rectified Flow+Distill (Stacked U-Net). We name it
InstaFlow-1.7B. (4.4 A100 GPU days)

Discussion 1 (Experiment Observations) During training, we made the following observations:
(1) the 2-Rectified Flow model did not fully converge and its performance could potentially benefit
from even longer training duration; (2) distillation showed faster convergence compared to reflow;
(3) the LPIPS loss had an immediate impact on enhancing the visual quality of the distilled one-step
model. Based on these observations, we believe that with more computational resources, further
improvements can be achieved for the one-step models.

Discussion 2 (One-Step Stacked U-Net and Two-Step Progressive Distillation) Although one-
step Stacked U-Net and 2-step progressive distillation (PD) need similar inference time, they have
two key differences: (1) 2-step PD additionally minimizes the distillation loss at ¢ = 0.5, which
may be unnecessary for one-step generation from ¢ = 0; (2) by considering the consecutive U-Nets
as one model, we are able to examine and remove redundant components from this large neural
network, further reducing the inference time by approximately 8% (from 0.13s to 0.12s).

E ADDITIONAL QUALITATIVE RESULTS

We provide additional qualitative results in Figure[T3] including inspections on the latent
spaces of InstaFlow-0.9B and InstaFlow-1.7B, and visual comparison of few-step generation and
guidance scale a. We also show uncurated images generated from 20 random LAION text prompts
with the same random noises for visual comparison. The images from different models are shown

in Figure 22] 23] 24| 23]

Alignment between 2-Rectified Flow and the One-Step Models The learned latent spaces of
generative models have intriguing properties. By properly exploiting their latent structure, prior
works succeeded in image editing [89} 34} 245 [84; 157; 147 [101]], semantic control [615; [115; 44], dis-
entangled control direction discovery [22} 163} 188 [75], etc.. In general, the latent spaces of one-step
generators, like GANs, are usually easier to analyze and use than the multi-step diffusion models.
One advantage of our pipeline is that it gives a multi-step continuous flow and the corresponding
one-step models simultaneously. Figure [T7] shows that the latent spaces of our distilled one-step
models align with 2-Rectified Flow. Therefore, the one-step models can be good surrogates to un-
derstand and leverage the latent spaces of continuous flow, since the latter one has higher generation
quality.
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‘the street of a medieval fantasy town, at dawn, dark, 4k, highly detailed’ ‘Cute small Corgi sitting in a movie theater eating popcorn ,unreal engine’

Figure 13: Latent space interpolation of our one-step InstaFlow-0.9B. The images are generated in 0.09s,
saving ~ 90% of the computational time from the 25-step SD-1.5 teacher model in the inference stage.

original +leather jacket [ line art ]

original +brown hoodie [ abstract art ]

[ Chinese ] [ black ] [ Avatar, Pandora ] [ doctor ] [ black ] [ EIf, Lord of Rings ]

. =4
‘A 4K high-resolution centered [photo] of a handsome [ | man, warm lighting’ ‘A 4K high-resolution centered [photo] of a beautiful [ ] girl, warm lighting’

Figure 14: Images generated from our one-step InstaFlow-1.7B in 0.12s. With the same random noise, the
pose and lighting are preserved across different text prompts.
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SD 1.5-DPM Solver

2-Rectified Flow

‘Masterpiece color pencil drawing of a horse; bright vivid color’

Figure 15: Visual comparison with different number of inference steps N. With the same random seed, 2-
Rectified Flow can generate clear images when N < 4, while SD 1.5-DPM Solver cannot.

a = 1.0 a =15 a =2.0 a = 3.0
o & = = =

|_SSe | _atec | st oo

‘A minimalism Teddy bear in front 0 a wall of red roses’

Figure 16: Visual comparison with different guidance scale « on 2-Rectified Flow. When a = 1.0, the
generated images have blurry edges and twisted details; when a > 2.0, the generated images gradually gets
over-saturated.

InstaFlow-1.7B

2-RF (25 step) InstaFlow-0.9B

2-RF (25 step) InstaFlow-0.9B InstaFlow-1.7B

7

‘A hyperrealistic photo of a fox astronaut; perfect face, artstation’

v AN

“Temple ruins in forest, stairs, mist, concept art’
Figure 17: With the same random noise and text prompts, the one-step models generate similar images with the

continuous 2-Rectified Flow, indicating their latent space aligns. Therefore, the one-step models can be good
surrogates to analyze the properties of the latent space of the continuous flow.
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Figure 18: Uncurated samples from SD+Distill (U-Net) trained with a learning rate of 10~7 and a weight decay
coefficient of 1073,

Figure 19: Uncurated samples from SD+Distill (U-Net) trained with a learning rate of 10~° and a weight decay
coefficient of 1073,
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Figure 20: Uncurated samples from SD+Distill (U-Net) trained with a learning rate of 10~° and a weight decay
coefficient of 1073,

Figure 21: Uncurated samples from SD+Distill (Stacked U-Net) trained with a learning rate of 10™° and a
weight decay coefficient of 103,

26



Published as a conference paper at ICLR 2024

Figure 23: Uncurated samples from 2-Rectified Flow with guidance scale 1.5 and 25-step Euler solver.
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Figure 25: Uncurated samples from one-step InstaFlow-1.7B
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Reconstructed (2-Rectified Flow)

Ninverse = Nforwara = 4 Ninverse = Nrorwarda = 2 Ninverse = Nfarwur =1
T

Original Image

Ninverse = 4 Ninverse = 2 Ninverse = 1
Nforwurd =125 Nforwurd =25 anrward =125
Ninverse = Nfarwurd =4 Ninverse = Nforwnrd =2 Ninverse = Nfarwuni =1

Ninverse = 4 Ninverse = 2 Ninverse = 1
Nfarwurd =125 Nforwurd =25 anrward =25

Figure 26: Examples of image encoding and reconstruction with 2-Rectified Flow. Here, we encode an image
X to the latent noise space by simulating the inverse probability flow ODE, Xy = X; + flo v( Xy, t)dt.
Then we reconstruct the image from the latent encoding X by simulating the forward probability flow ODE,
X, = Xo+ fol v(X¢, t)dt. We show the reconstructed image X;. For both stages, we adopt Euler solver
and use Ninverse and Nyorwara Steps respectively. With as few as 4 steps, 2-Rectified Flow can encode and
reconstruct the original image successfully. Since 2-Rectified Flow is straighter, the encoding stage works well

with even 1 step.

29



Published as a conference paper at ICLR 2024

Stormtrooper Roman sculpture

Albert Einstein

Medieval knight

Condition: Pose + Van Gogh style

Condition: Depth + green suit Condition: Edge + a white horse
Figure 27: We surprisingly find that pre-trained InstaFlow is fully compatible with ControlNets pre-trained

with Stable Diffusion. The images shown here are generated with one-step InstaFlow + pre-trained ControlNets.
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