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Abstract

Large Language Models (LLMs) have achieved remarkable progress on advanced
reasoning tasks such as mathematics and coding competitions. Meanwhile, physics,
despite being both reasoning-intensive and essential to real-world understanding,
received limited academic and industrial attention. This paper introduces PHYSICS,
a dataset containing 16,568 high-quality physics problems spanning subjects and
difficulty levels, to facilitate this issue. Specifically, PHYSICS is curated with
exercises from over 100 textbooks through a carefully designed pipeline for quality
control. It covers five major physics domains: Mechanics, Electromagnetism,
Thermodynamics, Optics, and Modern Physics. It also spans a wide range of
difficulty levels, from high school to graduate-level physics courses. To utilize the
data for improving and evaluating the model’s physical reasoning capabilities, we
split the dataset into training and test sets, and provide reasoning paths generated
by powerful reasoning models for the training data to facilitate model training.
In addition, for the evaluation part, we find that existing evaluation frameworks
exhibit biases in aspects such as units, simplification, and precision in physics
domain. To balance efficiency and accuracy, we introduce a Rule+Model evaluation
framework tailored to physics problems. Our evaluations on current state-of-
the-art open-source and proprietary models highlight the limitations of current
models in handling physics-related tasks. We hope that our dataset and evaluation
methodology will jointly advance the development of LLMs in the field of physics.
The code and data can be found at: https://github.com/Zhengsh123/PHY SICS.

1 Introduction

The rapid expansion of reasoning capabilities and world knowledge in large language models (LLMs)
has led to a sharp increase in their intelligence [9} 63} 53]. In fields such as mathematics and coding,
LLMs can now handle problems at the Olympiad level, reaching or even surpassing human expert
performance in some cases [[15} 54, [19]. However, physics, despite being the foundation of all the
natural sciences [18, 43]], has not received comparable attention in the development of language
models. As a result, the understanding of physics in current models remains significantly limited [3].
Given the physical nature of the real world, the ability to understand and apply physics is critical for
Al to accurately model and interact with reality [[10L S7]. The physical reasoning capability of LLMs
ultimately determines their effectiveness in assisting humans in real-world scenarios [52} 23]].
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Table 1: Comparison of physics datasets. Level indicates question difficulty: 1: High school
and below; 2: High School Olympiad; 3: Undergraduate (Non-Physics Major); 4: Undergradu-
ate/Postgraduate(Physics Major). Scale refers to dataset size. Dataset Split indicates whether the
dataset is divided into training and test sets. Subjects indicates the range of disciplines covered in the
dataset. For Language, EN stands for English, and ZH stands for Chinese. In Eval, Spec. indicates
the use of a physics-specific evaluation method. Leak. Det. represents information leakage detection.

Level Scale Training/Test Subjects Language Eval Leak. Det
MMLU [21] 1,3 548 X 3 EN Rule X
AGIEval [67] 2 200 X - ZH Rule X
C-Eval [24] 1,3 601 X 7ZH Rule X
GAOKADO [65] 1 111 X - ZH Rule+Model X
JEEBench [3] 1 123 X - EN Rule X
CMMLU [31] 1,3 423 X 3 ZH Rule X
SciEval [48] - 1657 X 3 EN Rule X
PhysQA [14] 1 1770 X 3 EN Rule X
GPQA [47] 34 227 X 5 EN Rule X
OlympiadBench [19] 2 376 X 5 EN&ZH Rule v
OlympicArena [25] 2 796 X 5 EN&ZH  Rule+Model v
PhysicsQA [27] 1 370 X 5 - Rule X
UGPhysics [61] 34 11040 X 3 EN&ZH Rule+Model v
PHYBench [44] 1,2,3 500 X 5 EN Spec Rule v
PHYSICS (ours) 12,34 16568 v 5 EN&ZH SI‘)’:E: 11\‘,[‘(‘)'&3; v

Due to limited attention from both academia and industry, large language models currently face
significant challenges in developing physical reasoning capabilities, particularly in terms of data
and evaluation frameworks. Regarding data [61} |44], there are two main issues: (a). Lack of
high-quality training data. This makes it difficult to effectively enhance models’ abilities in the
physics vertical and limits the development of their physics understanding and reasoning skills. (b).
Imbalanced test data distribution. Existing physics test sets often cover only a narrow range of
difficulty levels and subject areas, resulting in low discriminability and limited diversity in evaluation.
For evaluation, there is a lack of dedicated evaluation frameworks. Most current frameworks
borrow metrics from mathematics [[61} 44]. However, physics introduces unique evaluation challenges
such as unit conversion and numerical simplification, which existing frameworks struggle to handle.
We further construct a test set to quantify the evaluation errors that arise from the current framework.
These limitations not only hinder a precise assessment of model performance but also limit our ability
to provide accurate guidance for improving models’ physical reasoning capabilities.

To address the data challenge, we introduce PHYSICS, a large-scale physics dataset with the broadest
difficulty coverage to date, including both training and test splits. We curated 8,284 high-quality
physics problems and solutions from over 100 carefully selected textbooks using a rigorous extraction
and cleaning framework. The dataset spans five major physics domains: Mechanics, Electromag-
netism, Thermodynamics, Optics, and Modern Physics, and covers difficulty levels ranging from high
school to graduate-level. To enable bilingual evaluation, we further translate all problems between
English and Chinese, leading to a total of 16,568 questions. For the test set, we carefully balance both
difficulty and subject distributions, allowing for a comprehensive evaluation of physics capabilities
across a wide range of topics and skills. For training, we set aside 14,568 samples as the training set
and provide reasoning paths from powerful reasoning models to facilitate models’ physics capability.

Regarding the evaluation framework optimization, to balance accuracy and efficiency, we adopt a
hybrid approach that combines rule-based and model-based methods. We are the first to design a
dedicated hybrid evaluation framework specifically for physics-related tasks. For issues such as
unit conversion and numerical simplification mentioned above, we use predefined rules to specify
transformation relationships, and fine-tune existing judge models on the training set with manual
annotation. This dual improvement in rules and models enhances the evaluation framework’s
effectiveness. At the same time, we construct an artificially annotated test set to validate the
effectiveness of this improvement. The improved framework ensures accurate and robust assessment
of models’ physical reasoning capabilities, which helps guide their further development.

In addition, we conduct extensive experiments on both open-source and closed-source models. We
find that, in general, current open-source models still lag behind closed-source models, and reasoning



models outperform non-reasoning models. While LLMs show strong mathematical reasoning abilities,
even the strongest models, such as OpenAl-03 [41] and Gemini-2.5-pro [[16], perform poorly on
physics problems. These results highlight the limitations of current models in physics reasoning, pose
challenges for further development, and suggest that improving physics capabilities is an important
future direction for LLM advancement. In summary, our contributions are as follows:

e We construct PHYSICS, a high-quality physics dataset with the largest scale and broadest difficulty
coverage to date, featuring separate training and test splits. It supports both effective training for
physics capability improvement and targeted evaluation of models’ physics performance.

e We propose a Rule+Model framework, the first to jointly design rules and models tailored for
physics problems, enabling more accurate evaluation of physics reasoning.

e We conduct extensive physics capability evaluations across various LLMs. Our results reveal signif-
icant limitations in current models’ physics performance. We provide in-depth analysis highlighting
the challenges that need to be addressed for improving LLMs’ physics capabilities.

2 Related Work

Physics Datasets. Efforts have been made to enhance and evaluate the intelligence of large language
models by developing diverse datasets across multiple domains. Mathematics [22} |11} 15} 132} 149, [62]]
and coding [35. 8,4} 26, 1] have become key domains for evaluating model performance. However,
despite the importance of physics for the real world, high-quality physics datasets for training
and evaluation remain limited. Existing physics data sources mainly come from two types: multi-
discipline datasets [25} 124,130 34,47, 156 148|] and physics-specific datasets [61} 44]. Multi-discipline
datasets often contain only a small amount of physics-related content, making it difficult to fully train
or evaluate models’ physics capabilities. Physics-specific datasets, on the other hand, often suffer
from poor quality control, limited quantity, narrow difficulty ranges, and lack of clear training-test
splits. To advance the physics reasoning capabilities of LLMs, we introduce a comprehensive,
text-based physics dataset designed to serve as a robust dataset for both training and evaluation.

Evaluation Method. Reasoning-intensive tasks [44} [19] highlight the need for advanced evaluation
methods for LLMs. Rule-based approaches [20, 55| 29]ensure accuracy via domain rules but may fail
in handling long reasoning contexts. Model-based evaluators [7, 68} 6] offer an alternative, but most
are often designed for mathematical problems and face challenges such as Numerical Simplification
and Unit Conversion when applied to physics, leading to biased results. To address these issues, we
propose a Rule+Model framework tailored specifically for physics problems.

3 The PHYSICS Dataset

3.1 Overview

Our work consists of two main components: the dataset Table 2: Dataset Statistic.

and the evaluation framework. For the dataset, we intro- Statistic Number
duce PHYSICS, a large-scale, high-quality physics dataset

with comprehensive difficulty coverage. To enhance mod- ~ Total Probllems 8284
els’ physics reasoning abilities, PHYSICS spans five major ~ + Translation 16568
domains, including Mechanics, Electromagnetism, Ther-  Tota] Subjects 5
modynamics, Optics, and Modern Physics, and covers  Tota] Answer Types 7
difficulty levels from high school to graduate-level. The  Total Difficulty Level 4
dataset is built from carefully selected textbooks through [ anguage (EN : ZH) 1:1
rigorous filtering, quality control, and leakage detection.  Data Split (Train : Test) 7:1

We provide detailed reasoning paths for the training set
from powerful reasoning models and ensure balanced diffi- ~ Average Problem Tokens  122.29
culty and subject distributions in the test set. More details ~_/Average Solution Tokens  385.16
can be found in Sec.[3.2] Fig. [T} and Appendix [B]

As for the evaluation part, we design a specialized framework tailored to physics tasks. To balance
efficiency and accuracy, we adopt a Rule+Model based evaluation approach, specifically addressing
common evaluation challenges in physics answers such as unit conversion and numerical simplifica-
tion. Further details are provided in Sec. and Appendix [D]
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Figure 1: Pipeline of PHYSICS construction process (left) and characteristics of PHYSICS (right).

3.2 Dataset Construction

3.2.1 Data Collection

Due to the limited availability of existing physics-related datasets, we construct a comprehensive,
domain-specialized, and high-quality physics dataset by extracting problems from physics textbooks
and exercise books. The construction process consists of three main steps: PDF to Markdown.
Original textbooks in PDF format are parsed into Markdown (MD) files using Optical Character
Recognition (OCR) tools, enabling efficient text-based processing. Question Extraction. Since
questions and answers are often placed in close proximity within most books, we apply a sliding
window approach to traverse the Markdown documents. GPT-4o is employed to extract questions,
answers, and question-answer pairs. To reduce hallucination and ensure alignment with the source
material, we cross-reference each extracted pair with its original position in the document. Matching
Questions and Answers. For materials where questions and answers are presented separately, we
utilize metadata such as chapter numbers, problem indices, and formatting patterns to accurately
match questions with their corresponding answers. Details can be found in Appendix [B]

3.2.2 Quality Control

To enhance the overall quality and reliability of the extracted data, we conduct multiple cleaning
procedures focused on the following aspects: OCR Error Correction: OCR outputs occasionally
contain recognition errors due to low scan quality or ambiguous formatting, such as misidentifying
the digit 3 as 5 or misinterpreting mathematical expressions. We leverage GPT-40 with contextual
understanding to detect and correct such errors. Data Filtering: We remove multi-modal data that
required visual information (e.g., images), questions that relied heavily on external text context, and
question-answer pairs that could not be accurately matched. Expert Review: The previous two
steps rely primarily on LLMs, which may introduce some errors. Therefore, in this step, human
experts are introduced to further review and refine the results, removing data with issues such as
incorrect question-answer extraction, mismatched pairs, or wrong answers, thereby ensuring high
data quality. After data post-processing, we ultimately obtain 8,284 complete high-quality physics
questions and answers. We perform Chinese-English translation on the existing data, effectively
doubling the amount of data obtained. The detailed translation procedure can be found in Appendix [B]
The statistics of PHYSICS can be found in Tab.

3.2.3 Data Annotation

To enable more effective use of the data, we classify the data along multiple dimensions. The main
classification criteria fall into three categories: Language: The collected data includes both Chinese
and English texts, categorized based on their source. Difficulty Level: We categorize questions into
four difficulty levels: High School, High School Olympiad, Undergraduate (Non-Physics Major), and
Undergraduate/Postgraduate (Physics Major). The statistics can be found in Fig.[2} This classification
is primarily based on data sources, with some input from expert reviewers for certain items. Subject
Classification: Each question is labeled with one of five physics subfields that include Modern
Physics, Mechanics, Electromagnetism, Thermodynamics, and Optics. The statistics can be found in
Fig.[3] This labeling is mainly based on the source information. For cases where subject information
is unclear, we use a combination of LLM assistance and expert annotation.



Table 3: Answer types.

Type Example

Interval [-1,1]

Expression 4R /37

Equation F=V(p-E)

True / False True

Multiple Choice A I Under graduate/Postgr aduate(Physics Major) I Modern Physics [ Mechanics
. _4 I Under graduate (Non-Physics Major) I Electromagnetism

Numerical Value 1.8 x 10 High School Olympiad High School Thermodynamics Optics

Open-End 2 remains constant.

Figure 2: Difficulty Distribu- Figure 3: Subject Distri-
tion of PHYSICS. bution of PHYSICS.

3.2.4 Data Split

To effectively improve and evaluate models’ physics capabilities, we split the dataset into training
and test sets. We sample 2000 items as the test set with balanced subject and difficulty coverage.
The remaining data are used for training. Translation pairs from the same source are kept within the
same set to avoid information leakage. For the training set, we provide detailed reasoning paths of
powerful reasoning models to assist in improving models’ physics reasoning abilities. The detailed
construction scheme of the training set can be found in Appendix [B]

3.2.5 Data Leakage

To prevent data leakage from affecting the evalua- Table 4: Data Leakage Detection. props:
tion on PHYSICS, we have removed any overlap- leaked data proportion; props: model accu-
ping content between our collected data and existing racy on leaked data.

open-source datasets during the data curation process.

To further check for potential overlap between the ~ Model propi  propz

PHYSICS test set and the training data of LLMs, Qwen3-8B [46] 0% 0%

we use n-gram matching for leakage detection [60]. ~ LLaMA3.1-8B-Instruct 0% 0%
Gemma2-9B [50] 03% 0%

Specifically, we randomly select positi.ons of from DeepSeek-MOE-16B-Chat 05%  40%
each test sample. If the 5-gram predicted by the  Misiral-Nemo-Instruct-2407 [38] 0% 0%

model matches the actual 5-gram, the sample is con-  QwQ-32B [51] 0.5%  60%
sidered contaminated. In Tab. 4] we show the results
for several LLMs. The results indicate that data leakage is rare with minimal impact on the evaluation.

3.3 Evaluation

In this section, we introduce our evaluation framework.
We find that current judgment frameworks exhibit certain

Table 5: Evaluation error cases

biases when evaluating physics problems, as shown in  Case Ground Truth  Model Output

Tab.[5} The main issues include: (1) Unit conversion. Unit Conversion 0.6 x 10-5m  6007m

Some physical units involve dimensions, which existing  simplification 10°(10000) 4,557 10%
1 SwW W

methods fail to handle properly; (2) Simplification and
Approximation. Various forms of simplification and approximation are common in physics, but
current methods lack sufficient capability in recognizing them. To ensure accurate evaluation of
model responses, we design a physics-specific evaluation approach tailored to these challenges.

Rule+Model Framework. A rule-only judg- . -
ment method struggles to handle complex com- Algorithm 1 Workflow of Rule+Model Evaluation
posite formulas in physics, while relying solely Input: Question, Ground Truth, Model Output
on model-based judgment introduces high com- Qutput: Correct or Incorrect

putational cost. To balance accuracy and effi- : Result + Rule-Verify(input)

ciency, we propose a Rule+Model framework, if Result = Correct then

as detailed in Alg. [I] We first use rule-based return Result

A A

judgment to assess the answer; if the rule judges else
it as incorrect, we then apply the model for a return Model-Verifier(input)
second check. Only when both methods judge end if

the answer as wrong is it considered incorrect.



Physics-specific Optimization. Since current evaluation methods fail to address the aforementioned
issues such as unit conversion and simplification, we introduce targeted optimizations. For the
rule-based component, we adopt the math-verify [29] as the base rule-verifier and pre-define a set of
unit conversion rules, enabling automatic conversion. However, due to the limited coverage of rules
and the inherent limitations of rule-based approaches, we further fine-tune an existing model-verifier.
We select xVerify-8B-I [7], a model designed for mathematical reasoning judgment, as our base
verifier. We first construct training and test data by using GPT-40 to generate multiple equivalent
forms of physics answers, followed by human verification to ensure accuracy. To enhance diversity,
we also include some mathematically equivalent responses. We then split the data into training and
test sets; detailed construction procedures and statistics are provided in the Appendix [D}

Based on the base verifier, we fine-tune a'nd Table 6: Comparison of Evaluation Methods on our
get a physics-specific verifier, named physics-  pyman-annotated test dataset.
xVerify. In Tab. [f] we report the accuracy

and time cost of different evaluation meth-  Model Acc(%) Time
ods on our 2k-sample test set. The results “gpue

show that the combination of our rule-verify Omni-Math-Rule [13] 34.20 1min29s
and physics-xVerify achieves a 12.58% im- Rule-Verifier 38.62  1mind6s
provement over existing methods with ac-  Rule+Model

ceptable time cost. Details can be found in Rule-Verifier + GPT-4o0 [39] 5858 20min25s
AppendinD.1 This demonsires heeiec.  Rever s Omue 151729 i
tiveness of our proposed evaluation method. Rule-Verifier + physics-xVerify 9592 4min3Ts

This accurate evaluation framework is essen-
tial for effectively guiding the development of physical reasoning.

4 Experiment

In this section, we present experiments on both test and training data from the PHYSICS dataset.
Results for the test set are analyzed in Sec.[4.1] and those for the training set in Sec. 4.2}

4.1 Evaluation Result and Analysis

For evaluation, we test both closed-source models and open-source models. These are further
categorized into reasoning models, such as OpenAl-o03, and chat models, including GPT-4.1 and
so on. Performance is assessed on both Chinese and English questions across five domains of our
benchmark. This comprehensive evaluation framework allows us to compare the reasoning abilities
of different types and scales of LLMs in multilingual and multi-domain settings. Detailed evaluation
settings can be found in Appendix [C] Tab. [7]summarizes the evaluation results of various models on
our test set. Next, we analyze the experimental results.

Despite their impressive capabilities, today’s top models still stumble over real physics. As
shown in Tab.[7] the best-performing model, 03 (high), achieves an accuracy of 58.90%, followed by
DeepSeek-R1 at 55.30%, while most other models remain below 50%. In contrast, on challenging
math tasks like AIME2025, o3 (high) reaches nearly 90% accuracy [41], and DeepSeek-R1 achieves
65% [13]]. This indicates that although current LLMs demonstrate strong mathematical reasoning
abilities, they still face significant challenges in complex physics reasoning.

Models exhibit varying strengths across different o R e S T o
physics subjects. As shown in the Subject column of
Tab. [7)and Fig.[5} models exhibit similar domain-specific
patterns: poor performance on Thermodynamics, but bet-
ter results on Mechanics and Electromagnetism, likely
due to (1) inherent difficulty differences, with Thermo-
dynamics being a more advanced and specialized topic,
while the others are more broadly covered in a variety
of datasets. (2) Imbalanced pre-training data distribu-
tion, as pre-training datasets may contain more samples %
from certain physics domains, significantly influencing
the performance of models in those areas and leading to
discrepancies in their overall capabilities.

Accuracy(%)
A

&

Mod. Mech. Electromag. Thermo.  Optics

Figure 4: Performance of the (partial)
models across different physics subjects.



Table 7: Main results on our PHYSICS test set evaluated by accuracy(%). Rule Acc and Hybrid Acc
denote accuracies under rule-based and rule+model evaluation protocols. Subjects are divided Mod.
(Modern Physics), Mech. (Mechanics), Electromag.(Electromagnetism), Thermo. (Thermodynam-
ics), and Optics. Difficulty levels include: 1: High School and Below, 2: High School Olympiad,
3: Undergraduate (Non-Physics Major), 4: Undergraduate/Postgraduate(Physics Major). EN and
ZH indicate English and Chinese inputs. Bold values mark the best overall per column; Underlined
values highlight the best within each model category.

Model | Accuracy | Subject | Difficuly Level | Language
‘ l‘:ule Hybrid Mod. Mech. Electromag. Thermo. Optics 1 2 3 4 EN ZH
cc Acc
Closed-source Reasoning Models
Gemini 2.5 Pro-0325 [16 | 2345 4505 | 3725 49.00 5175 35.50 5175 | 77.08 4337 63.16 3849 | 4470 4520
Grok 3 (Think) [59 25.10 4640 | 40.75 54.00 56.75 35.00 4550 | 5625 5479 5524 4228 | 4790 4490
Claude 3.7 Sonnet Thinking [2 21.60 4875 | 4475 5150 53.25 38.50 5575 | 6875 5357 5885 44.17 | 48770 48.80
03 (high) [41 2330 5890 | 48.75 6275 66.75 56.50 59.75 8750 71.81 73.10 52.06 | 58.70 59.10
Closed-source Chat Models
Claude 3.7 Sonnet [2. 2145 4415 | 4225 4500 50.75 31.50 5125 | 7292 5255 5885 3729 | 44.10 44.20
GPT-4.1 [40) | 2130 4675 | 43.00 50.50 5B BIATS! 4725 8750 60.64 5595 41.03 | 4590 47.60
Open-source Reasoning Models
DeepSeek-R1-Distill-Qwen-7B [13 13.80 3565 | 32.25 44.00 40.75 2225 39.00 | 66.67 4388 5120 2848 | 37.90 33.40
DeepSeek-R1-Distill-Llama-8B [13 8.80 2270 | 21.25 2825 22.50 16.50 2500 | 4583 2959 3421 17.26 | 27.50 17.90
Qwen3-8B [46 21.50 4565 | 4125 52.00 50.75 3525 49.00 | 79.17 5204 60.05 39.01 | 4840 4290
DeepSeek-R1-Distill-Qwen-32B [13 20.30 4640 | 4250 52.00 49.75 38.25 4950 | 77.08 5459 6220 39.16 | 46.70 46.10
QwQ-32B [51 20.65 5330 | 47.50 59.50 57.25 45.75 56.50 8542 56.12 68.18 47.09 | 53.00 53.60
Qwen3-32B [46 21.10 4725 | 46.00 5125 51.25 40.25 4750 | 8125 50.51 58.61 42.00 | 49.40 45.10
DeepSeek-R1-Distill-LLaMa-70B [13] | 19.55 4550 | 40.75 51.25 48.25 36.00 5125 | 75.00 5255 59.09 39.16 | 4590 45.10
DeepSeek-R1 [13 27.55 5530 | 48.00 61.75 61.00 46.50 59.25 | 8333 59.69 6746 49.85 | 53.50 57.40
Open-source Chat Models

Mistral-Nemo-Instruct-2407 [38 1.20 13.00 1471 1441 15.35 6.77 1343 | 2353 952 2267 8.01 1420 11.60
Qwen?2.5-7B-Instruct [45 6.95 2230 | 2250  25.00 28.00 12.75 2325 | 50.00 2959 3517 16.22 | 2430 2030
LLaMA3.1-8B-Instruct [17 3.35 13.10 1425 13.00 18.50 7.25 12.50 | 27.08 1837 20.81 9.42 1420 12.00
Gemma2-9B [50 2.25 16.20 14.00  17.25 22.00 8.25 19.50 | 3542 2398 2536 11.51 | 17.00 15.40
DeepSeek-MOE-16B-Chat [12. 2.40 6.00 8.50 3.25 8.75 3.25 4.00 | 2500 9.18 6.46 4.71 6.70 5.30
LLaMA3.3-70B-Instruct [17 16.50 3040 | 28.75 31.25 36.50 2225 3325 | 7292 3673 4091 24.66 | 30.60 30.20
Qwen2.5-72B-Instruct [45 17.00 3225 | 30.00 35.50 38.50 21.00 3625 | 62.50 3878 4545 26.08 | 33.00 31.50
Mistral-Large-Instruct-2407 [37 17.50  35.10 | 36.25 39.25 36.75 23.50 39.75 | 70.83 37.24 4737 29.67 | 3540 34.80
DeepSeek-V3 [13 2245 47.05 | 47.00 51.75 49.25 3525 5175 7917 51.02 5837 41.70 | 4670 47.40

Open-source models are gradually catching up with closed-source models, but a performance
gap remains. The current strongest open-source model, DeepSeek-R1, has already surpassed many
closed-source models in physics reasoning, including strong ones like Gemini-2.5-Pro. Other open-
source models like Qwen3-8B also show strong performance. However, closed-source models
still maintain the overall lead, with OpenAl-03 continuing to outperform all open-source models,
highlighting a performance gap that warrants further investigation.

Reasoning models clearly outperform chat models. As expected, reasoning models excel in solving
complex physics problems compared to general chat models. Whether comparing 03 with GPT-4.1
among closed-source models or DeepSeek-R1 with DeepSeek-V3 among open-source models, a
clear trend emerges: reasoning models significantly outperform non-reasoning models within the
same generation. This highlights the importance of developing specialized reasoning capabilities.

Model accuracy is not fully correlated with the knowl-
edge demand of the task. As shown in the Difficulty

iars High School
Level column of Tab. m model accuracy declines with Under/Postgraduate  » "Eoeiom
. . . .. (Physigs Major) .,
increasing problem difficulty. Surprisingly, models per-
form worse on high school Olympiad problems than \\

on undergraduate non-physics-major questions. We
believe this is because, although undergraduate prob- ‘

lems require broader knowledge, models already possess
some foundational physics knowledge. In contrast, high
school Olympiad problems demand strong reasoning Undergr_uatt_e gpSchool

. o (Non-Physics Ma
skills, which current models largely lack.

m  Grok3 | GPT4.1
. m  Claude 3.7 S t QwQ-32B
The language of the question affects model perfor- .o ome D:epSeek—Rl

mance. As shown in the Language column of Tab. [7]
models exhibit varying performance across languages.
Since each question has an equivalent version in the
other language, differences in accuracy suggest that LLMs process languages differently. Smaller
models tend to show larger gaps. For example, DeepSeek-R1-Distill-LLaMa-7B shows a 10%
difference between English and Chinese, likely due to limited model capacity.

Figure 5: Performance of the (partial)
model across different physics difficulties.



Table 8: Evaluation results using our Rule+Model method after post-training on our training dataset.

Physics Math
Model sy PHYSICS GPQA OlympiadBench  (;Gpy e MATH-500  AIME-2025
(ours) (Physics) (Physics)
Owen2.5-3B-Instruct X 13.65 28.19 15.95 14.34 62.40 0.00
' 19.00 (15.35)  3127(13.08)  19.94(13.99)  19.18 (1 4.84) 6320 (1 0.90)  6.67 (1 6.67)
Qo578 Tnstruct P 2230 35.68 23.36 19.67 76.00 0.00
' 32.85(110.55) 4273 (17.05) 3190 (18.54) 2774 (18.08) 81.60(15.60) 13.33 (1 13.33)
owen2.s-14B-dnstruct 27.65 44.93 29.34 26.53 80.16 0.00
' 4020 (1 12.55) 6035 (115.42)  45.86 (1 16.52) 41.92 (1 15.39) 89.60 (19.44) 22.50 (1 22.50)
Llama3.2-3BInstruct x 8.18 23.84 5.98 7.29 38.12 0.83
2 1844 (110.26) 3194 (18.10) 1624 (11026) 1973 (1 12.44) 4723 (19.11)  1.25 (1 0.42)
Llama. 188 Instruct x 12.36 2445 7.41 12.59 45.67 0.42
: ‘ 21.94(19.58) 3486 (110.41) 1695 (19.54)  21.68 (19.09) 49.03 (13.36)  2.08 (1 1.66)
, X 7.84 18.39 5.98 10.24 15.25 0.00
Mistral7B-Instruct-v0.3 10.12(12.28)  2021(1139)  826(1228)  1204(1 177) 1850 (13.25) 042 (10.42)
X 13.74 2830 11.97 15.20 54.03 2.50

Mistral8B-Instruct-2410 1793 (14.19) 3287 (14.57)  1595(1398)  1892(13.72) 58.48(1445)  3.13 (1 0.63)

Table 9: Evaluation results using our SFT and other reasoning enhancement methods.

Physics Math
Model PHYSICS = GPQA  OlympiadBench {;py o MATH-500 AIME-2025
(ours) (Physics) (Physics)

Qwen2.5-7B-base 7.86 11.73 7.12 7.44 42.33 1.67
SimpleRL-Qwen2.5-7B [64] 26.49 38.77 2222 24.20 77.60 10.42
General-Reasoner-Qwen2.5-7B [36] 27.66 35.19 26.78 26.88 77.50 5.83
Absolute-Zero-7B [66] 19.86 28.03 14.81 18.08 72.50 10.20
PHYSICS-7B-base (ours) 32.67 47.80 29.34 26.38 77.45 11.67
Qwen2.5-14B-base 14.53 19.71 12.82 9.08 55.75 3.33
SimpleRL-Qwen?2.5-14B [64] 31.77 44.77 30.20 28.80 81.50 13.75
General-Reasoner-Qwen2.5-14B [36] 30.39 46.37 34.76 33.28 80.75 16.25
Absolute-Zero-14B [66] 24.94 42.40 29.34 25.68 78.87 12.50
PHYSICS-14B-base (ours) 3513 52.28 35.62 37.88 83.22 18.33

Larger models from the same family generally outperform smaller ones. Whether looking at
Qwen or LLaMA series models, we observe consistent improvements in performance as model scale
increases. This aligns with common expectations and supports the validity of the scaling law.

Hybrid verification leads to a clear accuracy boost. Across all model classes, the hybrid verifier
achieves greatly higher accuracy than the rule-based verifier alone. The gap often exceeds 20%),
highlighting the importance of combining rules and models in evaluating physics questions.

4.2 Training Result and Analysis

For training, we select models with various parameter sizes, including: Qwen2.5-3B-Instruct,
Qwen2.5-7B-Instruct, Qwen2.5-14B-Instruct [45]], Llama3.2-3B-Instruct, Llama3.1-8B-Instruct [17],
Mistral 7B-Instruct-v0.3, Mistral8B-Instruct-2410 [37]. These models are fine-tuned using our train-
ing dataset to enhance the models’ reasoning capabilities in physics problem-solving. Here, we use
QwQ-32B to generate detailed reasoning paths for 4,000 samples from the training set, which are
then used for training. The goal is to enable weaker models to learn basic physical reasoning abilities
from this data. The configuration of the supervised fine-tuning (SFT) can be found in Appendix [E]

Table 8] presents the performance of LLMs on physics and mathematics benchmarks following SFT
on our physics-focused training dataset. The results show that fine-tuned models show notable
improvements in both physics and mathematics. In the following, we analyze the training results
from multiple perspectives to illustrate the validity and effectiveness of the training data.

Improved Physics Performance Across Diverse Benchmarks. The physics training dataset con-
sistently enhances model performance across a variety of physics benchmarks, including olympiad-
level and undergraduate-level problems. Here, we conduct evaluations on GPQA [47]], Olympiad-
Bench [19], UGPhysics [61], and our PHYSICS test set. Fine-tuned models show significant im-
provements, reflecting the dataset’s comprehensive coverage of physics sub-disciplines and difficulty
levels, which strengthens the models’ ability to tackle diverse physical problem-solving tasks.



Meanwhile, in Tab. E], we used the Qwen series models as the base model and compared our
SFT with several enhanced reasoning methods. Our trained models outperformed others on most
physics datasets, showing that our data boosts both reasoning and physics knowledge, with slight
improvements in math reasoning indicating skill transfer. This further verifies that our dataset not
only enhances the model’s reasoning ability but also strengthens its understanding of physics.

Math Performance Gains from Physics Training. We evaluate the mathematical capabilities of
the trained model on MATHS00 [22] and AIME-2025 [42]. Due to the small number of problems in
AIME-2025 causing large fluctuations, we report the average results over 16 runs. The physics-based
training also contributes to improvements in mathematics abilities, particularly in advanced problems
such as AIME-2025, indicating that skills learned in physics contexts can transfer to mathematical
reasoning. This suggests that physics and mathematics can mutually enhance each other.

General Domain Performance Gains from ) o
Physics Training. To verify whether our train- Table 10: Evaluation results after post-training.
ing improved the model’s general reasoning

ability, we compare the performance of sev- _Model GPQA-D MMLU-pro
eral Qwen-2.5 models on GPQA-Diamond [47]] Qwen2.5-3B-Instruct 30.37 39.39
and MMLU-Pro [58] before and after training. +SFT 30.89 39.95
These are two benchmarks that focus on as- Qwen2.5-7B-Instruct 33.46 52.68
sessing the general-domain capabilities of large +SFT 39.08 54.11
language models (LLMs), testing their ability Qwen2.5-14B-Instruct _ 39.65 5830
to reason across a wide range of topics. Re- +SFT 49.62 65.77

sults presented in Tab. @] show that all 3B, 7B,
and 14B parameter models improved after fine-
tuning with our data, demonstrating its effectiveness in enhancing general reasoning skills. We also
observed that larger models tended to show greater improvements, likely due to their higher capacity
for learning complex patterns and generalizing from diverse data.

5 Error Analysis

In this section, we present a detailed analysis of the errors observed during evaluation. We categorize
the mistakes made by models in physics reasoning into two types: Knowledge Deficit and Reasoning
Flaw. To illustrate these categories, we examine the reasoning process of LL.Ms, particularly Grok
3 (Think). Next, we first introduce the two types of errors in Sec.[5.1] and then provide an in-depth
analysis in Sec.[5.2] highlighting the limitations of large models in solving physics problems.

5.1 Understand Reasoning Errors

During our manual inspection of the reasoning processes of multiple models, we find that existing
model errors can be categorized into two main aspects:

Knowledge Deficit. This type of error primarily refers to mistakes caused by the model’s incorrect
understanding or application of physics knowledge, as shown in Fig. [6| (left). We further divide it into
two categories: Conceptual Errors and Modeling Errors. Conceptual Errors occur when the model
fails to correctly understand or apply fundamental physics concepts. For example, misunderstanding
the concept of acceleration may lead to an incorrect solution. Modeling Errors refer to issues such as
mixing ideal and non-ideal boundary conditions, ignoring or omitting constraints. For instance, a
model might directly ignore friction when it should be considered. Addressing these errors requires
better comprehension of physical principles and domain knowledge.

Reasoning Flaw. This category includes errors that occur during the reasoning process, as illus-
trated in Fig. [6](right). We classify them into two types: Comprehension Misunderstanding and
Computational Errors. Comprehension Misunderstanding arises when the model misinterprets the
question or its context, leading to deviations from the correct reasoning path and ultimately resulting
in incorrect conclusions. Computational Errors refer to mistakes made during mathematical or logical
computation, such as arithmetic miscalculations or incorrect application of formulas. Resolving this
type of error requires improvements in both language understanding and reasoning capabilities, as
well as refining the model’s ability to handle complex operations.



Knowledge Deficit Reasoning Flaw
Y Question Y Question
The air resistance experienced by a small ball with a radius of moving at
a speed of can be expressed as: f(v) = 3.1 x 1074 rv 4+ 0.87 122

...... Consider a raindrop as a small ball moving through the air. ......
Calculate the terminal velocity of a raindrop with a radius of 2 mm.

A uniform thin rod with length [ and mass m is fixed at its upper end and
rotates at a constant speed, forming an angle & with the vertical
direction. Use D'Alembert's principle to find the period of rotation.

% Ground Truth ®' Model Answer % Ground Truth ®' Model Answer
... Also, since t};’é';r::tz(:r;;r::gs? forcelectea Ny | . This implies Calculate the constant term:
B —4 4000 §
Zmr—fmIZmr —ﬂnlz o sin 08 087rv +3.1x 107 v —mg =0 2(4x 1076) - 9.8
Zeent = Fem X Feent = 2 ) When r = 0.002 m: 4000-3.1416-4-98 ¢
e obtaln ...... The period of rotation is: 1.78 x 10~ o 2
VR ————/1.48 x 10"y 192.0256 .
/ 2lcos O 7Iu>~(} r~ ffx\()': 1.640085 x 10~
21&050 7178\/148x101 =97m/s ... S0 v~ 0.231 m/s
‘., Error Analysis ‘., Error Analysis
The model makes a modeling error. It approximates the distributed The model makes a computational error by incorrectly calculating the
centrifugal force as a single force at the center of mass. A correct gravitational force term, where a missing factor of 107 led to an
approach requires integrating the force along the entire rod. underestimated constant term in the quadratic equation.

Figure 6: Representative error cases of Knowledge Deficit (left) and Reasoning Flaw (right).
The model answers are generated by Grok 3 (Think).

5.2 Analyze Reasoning Errors

First, we analyze the distribution of different types of errors made by the model. We selected
100 incorrect answers generated by Grok 3 (Think) and used human experts to annotate the error
categories. The distribution of errors is shown in Fig.[7]

As can be seen, Knowledge Deficit accounts for a large por-

tion of the errors, with Conceptual Errors and Modeling Errors

together contributing nearly 60% of all error cases. This sug-

gests that even the most advanced models still lack sufficient

physics knowledge, leading to confusion in applying physical

principles during reasoning. To address these errors, we pro- 22%
pose that improvements should start from the model’s training

stage, enhancing its understanding and application of physics 24%

principles and knowledge. This will require specialized design =

for the physics domain. At the same time, reasoning flaws mm Conceptual Error mm Modeling Error
cannot be ignored. For this type of error, we believe mod- gggs[f;t?;i;”gr'::ndma”d'”g

els require not only better consistency in long-chain reasoning

processes but also stronger foundational reasoning capabili- Figure 7: Proportion of error types
ties. Advances in this area could benefit from interdisciplinary by the reasoning model.
development, particularly in conjunction with fields such as mathematics.

19%

In summary, our error analysis reveals that physics reasoning, compared to mathematical deduction,
demands additional domain-specific knowledge and involves real-world implications, making it inher-
ently more complex. These findings highlight important challenges for the continued advancement of
language models in handling structured and grounded reasoning tasks.

6 Conclusion

In this work, we introduce a large-scale, high-quality physics dataset with a wide range of difficulty
levels. We also provide a clear split into training and test sets, to support both the improvement and
evaluation of models’ physics reasoning abilities. Due to the bias of current evaluation frameworks
in the physics domain, we design a specialized evaluation method tailored to physics problems.
Our experimental results show that even state-of-the-art LLMs have limited performance on our
PHYSICS. At the same time, fine-tuning with high-quality PHYSICS data proves to be effective
in enhancing model capabilities in this domain. This highlights the current limitations of LLMs in
physics reasoning, while also pointing to new challenges and opportunities for future development.
We believe our work can contribute to the advancement of Large Language Models in general.
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Appendix for PHYSICS

A Statistics of PHYSICS

The following part displays the Chinese and English bilingual versions of the same question in
PHYSICS.

A Chinese Question of PHYSICS

id: 3543

question: F7E201H 4020 1%, RamsauerflTownsend & H M 373 % I%F T HE & £90.4e VY
BT, EUSTEE T EATBEEUR L LTEGTEE (re®, HA o JAtomic radius) /M
% o [A) UK B A ARE JR D (A2

solution: SR 5| % EWIRA, ER—GELA 1 = 0 WA TR AERE, HE®
o A m o BLIY 1 = 0 B9 PO RO B SOA TTER, 1 Bt 3 I B Dk AR (RERAR
%), EMmEETEE RN, X5t B8 Y Ramsauer-Townsend XK -

answer:

answer_type: ["Numerical"]

language: zh

domain: Advanced Physics

difficulty: Physics UnderGraduate

translate: false

An English Question of PHYSICS

id: 3543

question: As early as the 1920s, Ramsauer and Townsend independently discovered that for
electrons with an energy of approximately 0.4 eV, the scattering cross-section on gaseous argon
atoms is much smaller than the geometric scattering cross-section (ra?, where a is the atomic
radius). What is the origin of this anomalous scattering cross-section?

solution: When the attractive potential is strong enough, the partial wave with [ = 0 may be
drawn into a half-cycle at a certain energy, and its phase shift jo becomes 7. At this point, the
partial wave with [ = 0 does not contribute to the scattering cross-section, and the contributions
from other partial waves are very small (very low energy), resulting in a very small scattering
cross-section. This is known as the Ramsauer-Townsend effect.

answer: \boxed{dy = 7}

answer_type: ["Numerical"]

language: en

domain: Advanced Physics

difficulty: Physics UnderGraduate

translate: true




B Details of PHYSICS pipeline

When collecting physics data, we designed the processing pipeline illustrated in Fig. [8] First, raw
PDF physics textbooks are converted into Markdown format. Next, a large language model (LLM)
is employed to extract question-and-answer pairs, individual questions, and individual answers
from the converted text. To minimize potential hallucinations by the LLM, the extracted content is
cross-verified against the original source text. Finally, we analyze the structural features of each text
fragment to accurately align individual questions with their corresponding answers.

Input:

MarkDown
Documents

LLM Output
Fragment

QA Text
Fragment in
Qriginal Tex

Final QA Set

Figure 8: Pipeline of PHYSICS Data Processing.

Prompt of QA Pair Extraction

Extract the first complete question (Type:Q) or the first answer (Type:A) or the first question-
answer pair (Type:QA) content from the following input text. Only include the first Q/A/QA that
appears. It is necessary to make sure the exercise is complete. If there is nothing to output, return
"None".

Tips:

1. A question or answer usually begins with headings numbered as "1.", "1.1", "1-1", and so on.

2. Sub-questions under the same main question should be grouped within the same exercise.

3. The answer related to the question usually begins with "Solution", and so on.

4. The answer might be very concise, without any derivation process.

Output Format:

Type:

Content:

Now try to extract the exercise from the following input text.
Input:

Output:
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For translation, we used GPT-40 for mutual translation. The prompt is shown below:

Prompt of Translation

Please act as an expert in physics and translation. Your task is to translate the Chinese/English
text I provide into English/Chinese.

The text will be a physics question or an answer, and your translation should reflect it accurately.
If there are LaTeX expressions, numbers, or units, do not translate them.

Adhere strictly to the meaning of the original text. Do not add or remove any content.

Only output the translated version of the original text.

The content you need to translate is: {{text}}

Translation:

We ensured translation quality through LLM and human evaluations. Gemini-2.5-Flash first assessed
each translation using GEMBA-MQM |[28]], focusing on accuracy, fluency, style, and terminology;
low-quality outputs were retranslated. Then, over five experts reviewed them using MQM [33]], with
manual corrections. This yielded high-quality translations, doubling the dataset to 16,568 samples.

Regarding the training data, we currently use QwQ-32B to perform eight rounds of rejection sampling
on the training set, generating 4,000 samples with detailed and accurate reasoning paths. The
remaining data either contain brief reasoning traces extracted from data sources or only provide final
answers. Since the goal of the training section is to demonstrate the effectiveness of our dataset in
enhancing models’ physical reasoning capabilities, we currently utilize only the data with detailed
reasoning paths for SFT. In future releases, we plan to include more detailed reasoning paths generated
by stronger models (e.g., DeepSeek-R1, Qwen3-235B-A22B) to further support the community.

C Details of Evaluation

Table[TT] shows the configuration of inference. All local inference is run on a server equipped with
eight NVIDIA A800 GPUs.

Table 11: Inference Configuration Parameters

Parameter Value

Model and Engine Configuration

Enable Chunked Prefill True
Enable Prefix Caching  True

Sampling Parameters

Top-p 0.95
Top-k 20
Temperature 0.6
Maximum Tokens 16384
Repetition Penalty 1.1
Seed 42

We used the following prompt for inference to generate model output in preparation for evaluation.
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Prompt of Inference

Below is an open-ended problem in undergraduate-level Physics. Please answer this problem
adhering to the following rules:

1. Please use IATEX format to represent the variables and formulas used in the solution process and
results.

2. Please put the final answer(s) in \boxed{}, note that the unit of the answer should not be
included in \boxed{}.

3. If there are multiple final answers, please separate them by commas in \boxed{},

e.g., \boxed{answer 1, answer 2}.

Problem: {prompt}
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D Details of Evaluation Framework

During the evaluation process, we used the following prompt to judge the model results as Incorrect
or Correct.

Prompt of Evaluation

You are a diligent and precise assistant tasked with evaluating the correctness of responses. You
will receive a question, an output sentence, and the correct answer. Your task is to determine if the
output sentence accurately answers the question based on the provided correct answer. Respond
with either [Correct] or [Incorrect].

Special considerations:

1. Multiple Answers: If the output contains multiple answers, evaluate whether later answers
modify or correct earlier ones. In such cases, compare the final answer with the correct answer. If
the final answer is unclear or incorrect, respond with [Incorrect].

2. Mathematical Problems: If the formats differ but the answers are mathematically equivalent,
respond with [Correct].

3. Explicit Options: If the question provides explicit candidate answers, the output will be
considered correct if it clearly indicates the correct option’s code or the correct option’s content.
4. No Explicit Options: If the question does not provide explicit options, the output must align
with the correct answer in content and meaning to be considered [Correct].

Question: {problem}, Output sentence: {given_answer}, Correct answer: {ground_truth}, Judge-
ment:

D.1 Training Set and Test Set

For physics problems, we construct equivalent

I - ¢ Table 12: Training and Test Set Data Source.
versions of questions with the same answers

from GPQA-Physics to build our training and Category Training Test
test sets. To ensure that the evaluated models -

also demonstrate generalization capability on GPQA—Phys1ps 60 0
physics-related tasks, we further include math- PHYSICS-Highschool 0 135
ematical problems from MATH-500. The de- MATH-500 45 120

tailed construction process is as follows.

To prevent data leakage, we select some data
from the high school difficulty level of our own  Taple 13: Training and Test Set Construction.
test set to build the test set for x Verify-Physics.
First, we use GPT-4o to filter questions in the Category Training Set  Test Set
dataset that match the error cases. GPT-4o then

distills incorrect answers based on the original ~ Physics Incorrect 274 544
answer and equivalent correct answers, which Physics Correct 238 624
undergo human review. We also include math ~ Math Incorrect 184 522
questions, using MATH-500 to distill incorrect ~_ Math Correct 222 548
and correct answers in the same manner. Note Overall 918 2238

that we do not use the original questions during
application, only the distilled answers. And a
single question can be distilled into five questions.

We provide an overview of the data sources and construction of the training and test sets for training
xVerify-Physics. Tab. [I2] details the data sources for the training and test sets across different
categories. We sampled 60 questions from GPQA-Physics and 45 questions from MATH-500 as the
basis for the training set. For the test set, we selected 135 questions from PHYSICS-HighSchool and
120 questions from MATH-500. Tab. |13|summarizes the construction of the training and test sets,
classified by correct and incorrect responses to physics and math problems. Incorrect and Correct
refer to the equivalence matching settings in the process of constructing equivalent answers for the
questions. Specifically, we set the answer pairs that need to be judged as not equivalent (Incorrect) or
equivalent (Correct) during the matching process.
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D.2 Prompt for Data Distilling

We used GPT-4o for data distillation. By inputting questions and their original answers, we required
the model to output answers aligned with our error cases, specifically related to unit conversion
and numerical simplification. Two versions of prompts were used to generate correct answers and
incorrect answers, respectively.

Generate Correct Answers

You are required to provide different equivalent forms of the standard answer for the following
physics problem, focusing on fraction simplification and unit conversion to express the answer in
varied representations.

Problem: [Insert physics problem here]

Answer: [Insert standard answer here]

Example 1:

Problem: In an experiment, the wavelength of light is measured using single-slit diffraction. The
slit width is @ = 0.2 mm, the distance from the slit to the screen is L = 1.5 m, and the distance
from the first dark fringe to the central bright fringe on the screen is * = 4.5mm. Find the

wavelength of light A.

Answer: 2 x 107°

Output:

{
"answerl": "600 \\text{nm}",
"answer2": "600",
"answer3": "0.6",

"answer4": "6 \\times 10°{-5} \\text{cm}",

"answer5": "6 \\times 10°{-4} \\text{mm}"
}
Example 2:
Problem: While studying thermodynamics, a certain ideal gas expands from a volume of V; = 2L
to V2 = 6L during an isothermal process, with the work done by the surroundings on the gas
being W = 1000]J. Given that the gas temperature remains constant, find the gas pressure P
(based on the initial pressure, assuming the relationship between initial pressure and volume
satisfies the ideal gas equation of state).

108
2In3

Answer:
Output:

{
"answerl": "455.1",
"answer2": "\\frac{5 \\times 10~{5}}{\\1ln 3}",
"answer3": "455199.4",
"answerd": "455.1 \\text{kPa}"
}

Please note:

1. You need to provide 3 to 6 different standard forms of the answer.

2. Each different form must be equivalent to the standard answer, i.e., it should still be a
correct and valid answer.

3. You may use LaTeX, scientific notation, or other standard mathematical expressions.

4. Please follow the JSON format below for the output:

"answerl": "xxx",
"answer2": "xxx",
"answer3": "xxx",
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Generate Incorrect Answers

You are required to provide different forms of the standard answer for the following physics
problem, focusing on fraction simplification and unit conversion. However, the answers must be
completely incorrect in terms of fraction simplification and unit conversion, resulting in values
and units that are entirely wrong and not equivalent to the standard answer.
Problem: problem
Answer: answer
Example 1:
Problem: In an experiment, the wavelength of light is measured using single-slit diffraction. The
slit width is @ = 0.2 mm, the distance from the slit to the screen is L = 1.5 m, and the distance
from the first dark fringe to the central bright fringe on the screen is * = 4.5mm. Find the
wavelength of light \.
Answer: 2 x 107°
Output:
{

"answerl": "12 \\, \\text{kg}",

"answer2": "0.3 \\, \\text{J}",

"answer3": "45 \\, \\text{s}",

llanswer4ll . |l7l| s

"answer5": "9 \\times 10~2 \\, \\text{Pal}",

"answer6": "0.002 \\, \\text{mol}"
}
Example 2:
Problem: While studying thermodynamics, a certain ideal gas expands from a volume of V; = 2L
to V2 = 6L during an isothermal process, with the work done by the surroundings on the gas
being W = 1000J. Given that the gas temperature remains constant, find the gas pressure P
(based on the initial pressure, assuming the relationship between initial pressure and volume
satisfies the ideal gas equation of state).

Answer: 211?163
Output:
{

"answerl": "500 \\, \\text{m}",
"answer2": "2 \\times 10~{-3} \\, \\text{kgl}t",
"answer3": "1000 \\, \\text{s}",
"answer4": "0.8 \\, \\text{mol}",
"answer5": "300 \\, \\text{W}"
}

Please note:

1. You need to provide 3 to 6 different standard forms of the answer.

2. Each form must be completely incorrect, using wrong units and values that are not
equivalent to the standard answer in any way.

3. You may use LaTeX, scientific notation, or other standard mathematical expressions.

4. Please follow the JSON format below for the output:

"answerl": "xxx",
"answer2": "xxx",
"answer3": "xxx",
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D.3 Physics-xVerify Training Seting
Table [T4]shows the parameters used during SFT. We choose x Verify-8B-I as the base model.

Table 14: Experimental Parameters for x Verify-Physics SFT

Parameter Value

Model Arguments
Model Name x Verify-8B-1
Attention Implementation flash_attention_2

SFT Trainer Configuration

Use LoRA True
LoRA Target Modules all-linear
LoRA Rank 16
LoRA Alpha 32
LoRA Dropout 0.05
BF16 True
Gradient Checkpointing False
Learning Rate 5x 1075
LR Scheduler Type cosine_with_min_Ir
Minimum LR Rate 0.1
Packing False
Maximum Sequence Length 1024
Maximum Steps -1
Number of Training Epochs 2
Gradient Accumulation Steps 4

Per Device Train Batch Size 2

Per Device Eval Batch Size 2

GPUs Per Node 2
Number of Nodes 1

Seed 42

Use Liger Kernel True
Warmup Ratio 0.02
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D.4 Misjudgement Cases in Evaluation
For Case 1, it is the only one incorrect case misjudged as correct in section [3.3] with all others being
correct.

For Case 2 and Case 3, our analysis found that these two question types are prone to misjudgement,
which overlaps with the error-prone question types identified in Section [3.3]but also presents new
forms. This indicates that addressing error-prone question types requires a more diverse training set
to further improve evaluation accuracy.

Case 1: Only one incorrect instance was mistakenly judged as correct

Question: The absorption coefficient of a uniform medium is o« = 0.32 cm™*. Find the thickness
of the medium when the transmitted light intensity is 0.5 times the incident light intensity.

Ground Truth: 2.1661, cm
Model Output: 1.5, A
Human Annotation: Incorrect

x Verify-Physics: Correct

Case 2: Multi-answer question + Numerical Simplification

Question: The equilibrium positions of particles A and B in a uniform medium are on the z-axis,
with coordinates x4 = 0 and xp = 16 cm. A simple harmonic transverse wave propagates in the
positive x-direction with a wave speed of v = 20 cm/s, wavelength greater than 20 cm, amplitude
Yo = 1 cm, and no attenuation during propagation. At t = 0, the displacements of A and B from
their equilibrium positions are equal in magnitude and direction, but their directions of motion
are opposite. Thereafter, every At = 0.6 s, their displacements from equilibrium are equal in
magnitude and direction. It is known that at time ¢; (¢1 > 0), particle A is at a wave crest. Find:
(1) Starting from ¢1, the minimum time required for particle B to be at a wave crest; (2) The
displacement of particle B from its equilibrium position at time ¢;.

Ground Truth: 0.8, s, -0.5, cm
Model Output: 4/5, -1/2
Human Annotation: Correct

XVerify-Physics: Incorrect

Case 3: Multi-choice question + Unit Conversion

Question: The photon emitted from the transition between the two hyperfine energy levels of the
ground state of a cesium atom has a stable frequency. The energy difference between the two levels
used in a cesium atomic clock is on the order of 10 eV. The frequency of the photon emitted
from the transition is on the order of (Planck’s constant 4 = 6.63 x 10734 J - s, elementary charge
e=1.60 x 10719 C):

A.10°Hz B. 10° Hz C. 10° Hz D. 10'* Hz

Ground Truth: C
Model Output: 1,000,000 kHz
Human Annotation: Correct

x Verify-Physics: Incorrect
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E Details of Training

Table [I5]shows the parameters used during training with the PHYSICS training set. All models in the
Qwen series use the same parameters, with Qwen2.5-7B-Instruct as an example here.

Table 15: Experimental Parameters for Qwen2.5-7B-Instruct Post Training

Parameter Value

Model Arguments
Model Name Qwen2.5-7B-Instruct
Attention Implementation flash_attention_2

SFT Trainer Configuration

BF16 True

Gradient Checkpointing True

Learning Rate 5x107°

LR Scheduler Type cosine_with_min_lIr
Minimum LR Rate 0.1

Packing True

Maximum Sequence Length 16384
Number of Training Epochs 3
Per Device Train Batch Size 4
Per Device Eval Batch Size 4

GPUS Per Node 8
Number of Nodes 1
Seed 42
Use Liger Kernel True
Warmup Ratio 0.02
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F Detailed Analysis

F.1 Language Performance Analysis

Fig. 0] shows that most models perform similarly in English (EN) and Chinese (ZH), with minor
variations. o3 (high) achieves the highest accuracies in both languages (58.70% EN, 59.10% ZH),
closely followed by DeepSeek-R1 (53.50% EN, 57.40% ZH) and QwQ-32B (53.00% EN, 53.60%
ZH), demonstrating their language-agnostic robustness. In contrast, DeepSeek-MOE-16B-Chat
(6.70% EN, 5.30% ZH) and Mistral-Nemo-Instruct-2407 (14.20% EN, 11.60% ZH) perform poorly,
with particularly low scores in Chinese, suggesting limited multilingual capability. Some models,
like DeepSeek-R1-Distill-Llama-8B, show a notable gap (27.50% EN vs. 17.90% ZH), indicating
potential weaknesses in processing Chinese inputs. Overall, the close alignment of EN and ZH
accuracies for top models suggests that language does not significantly impact performance on
physics tasks, likely due to the mathematical nature of the problems. However, weaker models
exhibit slightly lower performance in Chinese, possibly due to training data imbalances or linguistic
complexities.

100
Language
=== EN

ZH

m
&g

@
3

Hybrid Accuracy (%)

Model

Figure 9: Model Performance by Language

F.2 Subject Performance Analysis

Fig. @lreveals significant variation in model capabilities across Modern Physics, Mechanics, Electro-
magnetism, Thermodynamics, and Optics. The model 03 (high) consistently achieves the highest
Hybrid Accuracy across all subjects, with standout performances in Electromagnetism (66.75%),
Mechanics (62.75%), and Optics (59.75%), indicating its robustness in handling diverse physics
problems. DeepSeek-R1 and QwQ-32B also perform strongly, particularly in Mechanics (61.75% and
59.50%) and Electromagnetism (61.00% and 57.25%), positioning them as competitive open-source
alternatives. Conversely, DeepSeek-MOE-16B-Chat and Mistral-Nemo-Instruct-2407 exhibit the
lowest accuracies, with scores as low as 3.25% and 6.77% in Thermodynamics, highlighting their
limitations in complex physics tasks. Thermodynamics appears to be the most challenging subject,
with most models scoring lower (e.g., median around 35-40%) compared to Electromagnetism and
Mechanics, where top models exceed 60%. This suggests that thermodynamics problems may require
more specialized reasoning or knowledge that many models lack.

F.3 Difficulty Level Performance Analysis

Fig. [TT]illustrates a clear trend: model performance decreases as difficulty increases from High
School (HS) to Undergraduate/Postgraduate Physics (UG/PG Phys). For HS-level problems, 03
(high) and GPT-4.1 tie for the highest accuracy at 87.50%, followed closely by QwQ-32B (85.42%)
and DeepSeek-R1 (83.33%), indicating strong performance on foundational physics tasks. However,
at the UG/PG Phys level, accuracies drop significantly, with 03 (high) leading at 52.06%, followed by
DeepSeek-R1 (49.85%) and QwQ-32B (47.09%). Weaker models like DeepSeek-MOE-16B-Chat
(4.71%) and Mistral-Nemo-Instruct-2407 (8.01%) struggle across all levels, particularly at UG/PG
Phys, underscoring their inadequacy for modern physics. The High School Olympiad (HSO) and
UG Non-Physics levels show moderate performance, with top models like 03 (high) (71.81% HSO,
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Figure 10: Model Performance by Subject

73.10% UG Non-Phys) maintaining relatively high accuracies, while others, such as DeepSeek-R1-
Distill-Llama-8B (29.59% HSO, 34.21% UG Non-Phys), lag. This gradient in performance highlights
the increasing complexity of physics problems and the superior reasoning capabilities of top models.
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Figure 11: Model Performance by Difficulty Level

F.4 Comparison with Existing Datasets

We briefly explain how our PHYSICS dataset differs from existing physics-related datasets. Our
contributions to data are primarily reflected in two areas: physics training data and physics test data.

F.4.1 Physics Training Data

Motivation. Current LLMs exhibit insufficient physics capabilities, yet there is a lack of high-quality
training datasets for physics, making it difficult to effectively improve models in this domain.
Contribution. We created the first high-quality physics training dataset at a scale of 14,568 samples.
o The dataset spans a wide range of difficulty levels: High School and below, High School Olympiad,

Non-Physics Undergraduate, and Undergraduate/Postgraduate (Physics Major), encompassing most
stages of physics education and providing a comprehensive coverage of various academic levels.

e Itincludes comprehensive coverage across five major areas of physics: Modern Physics, Mechanics,
Electromagnetism, Thermodynamics, and Optics.

e A strict quality control process, combining LLM-based evaluations, expert reviews, and systematic
cross-checking, ensures data reliability and consistency throughout the entire dataset creation process.

e For user convenience, we provide 4,000 samples with detailed reasoning paths generated by
QwQ-32B, and we plan to release more reasoning paths using stronger models (e.g., DeepSeek-R1,
Qwen3-235B-A22B, etc.) in the future.
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Table 16: The subject distribution of PHYSICS test set. Subjects are divided Mod.(Modern Physics),
Mech. (Mechanics), Electromag.(Electromagnetism), Thermo. (Thermodynamics), and Optics.

Benchmark Mod. Mech. Electromag. Thermo. Optics. Total
MMLU 114 177 94 52 51 488
GPQA 191 10 15 4 7 227
Olympiadbench 79 136 52 71 13 351
UGPhysics 4998 3430 1148 744 720 11040
PHYSICS(ours) 400 400 400 400 400 2000

Table 17: The difficulty distribution of our PHYSICS test set. Difficulty levels include: 1: High
School and Below, 2: High School Olympiad, 3: Undergraduate (Non-Physics Major), 4: Undergrad-
uate/Postgraduate(Physics Major).

Benchmark 1 2 3 4 Total
MMLU 386 0 102 0 488
GPQA 0 0 41 186 227
Olympiadbench 0 351 0 0 351
UGPhysics 0 0 1463 9577 11040

PHYSICS(ours) 48 196 418 1338 2000

F.4.2 Physics Test Data

Motivation. As shown in Tab. |1} existing physics test sets have imbalanced coverage in both difficulty
and subject areas, limiting their ability to comprehensively evaluate a model’s physics capabilities.

Contribution.

e We constructed the first dataset that comprehensively spans the full range of physics problems,
including high school physics, Olympiad-level physics, Undergraduate (Non-Physics Major) physics,
and Undergraduate/Postgraduate(Physics Major) physics.

e Moreover, our dataset is the first in the field to ensure a uniform distribution across physics subjects.
As shown in the experimental results in Table 7 of the paper, model performance varies significantly
across different subjects. A balanced subject distribution therefore makes the average benchmark
score more representative and fair.

e We performed strict quality control on the test data to ensure high data quality.

Data Analysis. In Tab. [I6] and Tab. we present a detailed comparison of the difficulty and
subject distribution of physics-related plain-text test sets across PHYSICS and MMLU, GPQA,
OlympiadBench, and UGPhysics, highlighting key differences.

Here, we also present a comparison of evaluation results on plain-text physics questions from
UGPhysics, OlympiadBench, and GPQA. To avoid excessive testing consumption and to better
evaluate the model’s physical reasoning capabilities, UGPhysics samples 2,000 instances by topic,
language, and level, preserving the original distribution (all other references to UGPhysics in the
rebuttal and the main paper refer to the full dataset). Only physics questions from GPQA and
OlympiadBench are used. This version includes models that performed well on PHYSICS and
UGPhysics; a full comparison will appear in the next version. Results are in Tab. [I8]

Our two main contributions compared to existing test sets are a balanced subject and difficulty
distribution and high-quality data.

Balanced subject and difficulty distribution. From the results shown in the tables, we can observe
that our test set ensures a balanced distribution not only in terms of physics subfields but also in
difficulty levels, which span high school, high school competitions, undergraduate, and physics major
(graduate-level) problems. Both aspects are crucial for comprehensive evaluation.

As shown in Tab. |7} model performance varies significantly across different subfields. A balanced
subject distribution ensures average scores better reflect overall physics ability. Similarly, a balanced
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Table 18: Cross-benchmark comparison.

Model PHYSICS UGPhysics OlympiadBench GPQA
Rule Hybrid Rule Hybrid Rule Hybrid Rule Hybrid

03-2025-04-16 23.30 5890  28.20 45.05 53.28 66.95 25.11 85.02
DeepSeek-R1 27.55 5530  32.05 4075 5043 6154 37.44  79.30
Claude-3-7-sonnet-thinking  21.60 48.75  28.75 38.25 49.29 58.40 4449 81.94
QwQ-32B 20.65 5330 28.55 3935 5043 63.53 47.58 75.37
DeepSeek-V3 2245 47.05 2780 36.05 46.15 5442 44.05 66.52
gpt-4.1 21.30 46.75 2535 3640 4872 56.98 2379 7533

difficulty distribution assesses both reasoning and knowledge. As discussed in Sec.[d.1] High school
and Olympiad problems test reasoning, while undergraduate and graduate problems focus on content
knowledge. Covering all difficulty levels enables a thorough evaluation.

High-quality data. Among existing datasets, UGPhysics is most similar to ours but with significantly
lower quality. From 2,000 UGPhysics samples, 789 questions were unanswered by six models (Table
2.3). Manual review found only 19.39% valid, 52.75% flawed questions, and 27.88% flawed answers.
These issues are well addressed in our dataset.

Common question issues include: (1) Reliance on previous context (i.e., those commonly omitted in
standard physics problems), (2) Missing key conditions (i.e., those commonly omitted in standard
physics problems), (3) Extraction errors (e.g., truncation, missing symbols, incoherent text), (4)
References to unavailable figures.

Answer issues include: (1) Incomplete responses, (2) Incorrect final answers or explanations, (3)
Invalid reasoning in open-ended questions.

In short, our dataset’s higher quality ensures more trustworthy model evaluation results. A more
detailed analysis will be presented in the next version of the paper.

In summary, compared to existing test sets, ours better captures the multifaceted nature of a model’s
physics proficiency. It is not merely an incremental addition but a well-constructed and comprehensive
benchmark dataset.
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G Case Study

G.1 Model Inference

We demonstrate cases of model inference, including the question, solution, and answer from the
original data, as well as the test result derived from model inference. The cases are presented in two
types: Chinese and English questions.

English Question Inference

id: 2852

question: Which type of particle emits the strongest synchrotron radiation when bending in a
magnetic field? (A) Proton (B) p Meson (C) Electron (D) = Meson.

solution: Solution: From the result of problem 17.10, the energy of synchrotron radiation emitted
by a particle during one revolution in a magnetic field is

SE = 4l§53,y4 - 4£§53 (E)4
3 p 3 p m

where m and e are the mass and charge of the particle, respectively, and p is the radius of the
trajectory. The smaller the particle’s mass, the stronger the synchrotron radiation. Obviously, the
answer is (C).
answer: (C)
answer_type: ["MCQ"]
language: en
domain: Advanced Physics
difficulty: Physics UnderGraduate
translate: true
test_result: To determine which type of particle emits the strongest synchrotron radiation when
bending in a magnetic field, we need to understand that the intensity of synchrotron radiation is
proportional to the square of the charge and inversely proportional to the mass of the particle.
The formula for the power radiated per unit solid angle (intensity) due to synchrotron radiation is

given by:
4 d/B_‘ 2
€pce 4 4
P = —
67m? el < dt >

where: - ¢ is the elementary charge, - m is the rest mass of the particle, - 8 = v/c (the velocity
divided by the speed of light), - v = 1/4/1 — 32 (the Lorentz factor).

For particles with similar velocities (8 and ~y values), the key factors affecting the intensity of
synchrotron radiation are the charge squared over the mass (e? /m). Since all these particles have
the same charge magnitude |e|, we only need to compare their masses.

Here are the approximate masses of the particles involved: - Proton: m,, ~ 938 MeV/c* - Muon
(u meson): m,, ~ 105.7 MeV/c2 - Electron: m. ~ 0.511 MeV/c2 - Pi meson (7 meson):
ma ~ 139.6 MeV/c?

Given these masses, the electron has the smallest mass among the listed particles. Therefore, it
will emit the most intense synchrotron radiation because the ratio ? /m is largest for the electron.
Thus, the correct answer is:

\boxed{C}
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Chinese Question Inference

id: 3594

question: —"M12N o B/ NEEAEE IR i = o coswt, MIMIT zy FHEH L. iTHE RS
RIS —RAETEZWMHA?

solution: X[/NEERE, 5 —HAEZT LA EHREEREE:

2.
m = ma” 19 cos wte,

answer: \boxed{m = ma?ig coswte,}

answer_type: ["Expression"]

language: zh

domain: Electromagnetism

difficulty: Physics UnderGraduate

test_result: ZHEIXNIAR)SE — R AEWEB T (magnetic dipole moment) FH, FATA] LA
58 FH LR 27 R ) A E RIS

WREFME: —/PEERIEERN o, BUERERKBIRIERIR ¢ = io cos(wt), HIZIMIT

xy “FHENA -
BOE, FAVE— N AR A E Lo N TF— P E g%k E, BERERE m AT
PUB PAF AU H
m = [An,
iféﬁ:?ﬁ%iﬁ@ﬂ@%ﬁ, AZZEFTEANER, HE A RS ZAAEENTT R LK
N ] & -

TR, BHTFHE oy PHELE, FHRENEMR AR ra®, THREL, FRWHEzy
FHEE, A=k GXEBEIEZHTT AR NRE SN o BT DARBARAE T LR R A
m(t) = (io cos(wt)) - (wa?) - k.
USSP
m(t) = m(t)k,
Hrp
m(t) = ioma’® cos(wt).

ERERRE, MEAZERE-RETLNIE, BREHENE, CeEl LR S
o ERPURAE S I R E A1 T A S ML (80 BAOARE R |, B
BATRLE R — DRSBTS, 507 AR LA 5 A S BUE R B i) 2 AR T

Ak -
LEERTR, RARHE AT WA E LS HARERE, Bikgazn:

m(t) = ioma® cos(wt)k.

G.2 Evaluation Optimization

Cases we mentioned in Section [3.3|now can be judged correctly by Physics-x Verify.

Case 1: Unit Conversion, but the unit is not explicitly specified

Question: In an experiment, the wavelength of light is measured using single-slit diffraction.
The slit width is ¢ = 0.2 mm, the distance from the slit to the screen is L = 1.5m, and the
distance from the first dark fringe to the central bright fringe on the screen is x = 4.5 mm. Find
the wavelength of light \.

Ground Truth: 0.6 x 10~°

Model Output: 600

Previous Judgement: Incorrect

Physics-x Verify Judgement:
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Case 2: Numerical Simplification, but some parameter value is not substituted

Question: An ideal gas undergoes an isothermal process at T = 300 K, expanding from V; =
2wL to Vo = 6wL, where w is a volume scaling factor. The work done by the surroundings
on the gas is W = 1000« J, where « is an energy scaling factor. Due to a modified process,
the work done by the gas is Woy gas = nRT In (%) + Si(1), where Si(1) = fol % df and
R = 8.314J/(mol-K). Find the initial pressure P; using the ideal gas law PV = nRT.

Ground Truth: (10°/(21n 3)3 - (=1000a — Si(1)) /w

Model Output: (—4.557 - 10°a) /w ,

Previous Judgement: Incorrect

Physics-xVerify Judgement:

H Limitations and Future Work

The dataset constructed in this paper currently focuses only on text-based questions, while multi-
modal problems are also common in physics-related data. Therefore, we plan to release a multi-modal
version of the dataset as the next iteration of PHYSICS. In addition, we will continue to provide
reasoning paths of various models on the training set, aiming to further assist models in learning
physics knowledge and improving their physical reasoning abilities, thereby pushing the limits of
model intelligence of Artificial Intelligence.

I Broader Impacts

We construct the largest-scale, most comprehensive, and high-quality physics dataset, PHYSICS,
covering multiple sub-disciplines of physics. This dataset can be used not only for training models to
improve their physics-related capabilities but also for evaluating the physical reasoning abilities of
current models. In addition, we design a specialized evaluation framework tailored to physics-based
problems. We hope that through the dataset and evaluation methodology we provide, we can promote
the development of large language models in the field of physics, enabling them to understand and
apply physics principles, thereby pushing forward the upper bound of model capabilities and better
assisting humans in real-world applications.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The dataset and evaluation framework we propose will contribute to the
development of physics-related capabilities in large language models.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitations of the work in Appendix [H]
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: This is a dataset-focused study, and therefore does not include a separate
theoretical component.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

e Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: We disclose the model and data information in Sec. and Appendix
Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: We will release the code and data.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.
* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: Please refer to Appendix [B]and Appendix
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: Please refer to Sec. 4. 1]
Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.
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8.
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It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We discuss this in Sec.
Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

 The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: The research is conducted with the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We discuss this in Appendix [I|
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
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generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We cite the original paper or website about the code package or dataset.
Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
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Answer: [Yes]
Justification: We have documented and provided alongside the assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This paper does not involve crowdsourcing experiments and research with
human subjects.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This paper does not involve such risks.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
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Justification: The core part of this research does not involve LLMs as an important, original,
or non-standard component.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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