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Abstract

We evaluate how well Large Language Models001
(LLMs) latently recall and compose facts to an-002
swer multi-hop queries like “In the year Scar-003
lett Johansson was born, the Summer Olympics004
were hosted in the country of”. One major chal-005
lenge in such evaluation is that LLMs may have006
developed shortcuts by encountering the head007
entity “Scarlett Johansson” and the answer008
entity “United States” in the same training009
sequences or merely guess the answer based010
on frequency-based priors. To prevent short-011
cuts, we exclude test queries where the head012
and answer entities might have co-appeared013
during training. Through careful selection of014
relations and facts and systematic removal of015
cases where models might guess answers or016
exploit partial matches, we construct an eval-017
uation dataset SOCRATES (SHORTCUT-FREE018
LATENT REASONING). We observe that LLMs019
demonstrate promising latent multi-hop reason-020
ing abilities without exploiting shortcuts, but021
only for certain types of queries. For queries022
requiring latent recall of countries as the inter-023
mediate answer, the best models achieve 80%024
latent composability, but this drops to just 5%025
for the recall of years. Comparisons with Chain-026
of-Thought highlight a significant gap between027
the ability of models to reason latently versus028
explicitly. Analysis reveals that latent repre-029
sentations of the intermediate answer are con-030
structed more often in queries with higher la-031
tent composability, and shows the emergence of032
latent multi-hop reasoning during pretraining.033

1 Introduction034

Latent multi-hop reasoning in Large Language035

Models (LLMs), or latently recalling and compos-036

ing single-hop facts to answer multi-hop queries037

like “In the year Scarlett Johansson was born, the038

Summer Olympics were hosted in the country of”,039

has been of growing interest in recent years. First,040

this ability can be a measure towards better local-041

ization and controllability of factual knowledge in042

LLM 1

Input query:

Output: 
the United States

Latent 
composition

Potential 
shortcut
exploitation

LLM 2

Scarlett Ingrid Johansson was born on 
November 22, 1984.

The 1984 Summer Olympics were held 
from July 28 to August 12, 1984, in Los 
Angeles, California, United States.

Major Events in the United States in 1984:
● The United States played host to the 

Los Angeles Summer Games.
● Scarlett Johansson was born.

Scarlett Johansson is from the country
of the United States.

pretraining
data of LLM 1

pretraining
data of LLM 2

In the year Scarlett Johansson was born, the Summer Olympics 
were hosted in the country of

Figure 1: Evaluation of latent multi-hop reasoning
should exclude cases where LLMs can bypass the pro-
cess of latently composing the single-hop facts by ex-
ploiting shortcuts. LLMs can develop shortcuts when
they frequently encounter the head entity (“Scarlett Jo-
hansson”) or the relation pattern in the query (“the
country of”) with the answer entity (“United States”).
We propose desiderata for shortcut-free evaluation of
latent multi-hop reasoning ability.

LLMs, as it can signal learning of a compressed 043

representation of facts and their latent composi- 044

tion (Yang et al., 2024b). This would provide more 045

hope towards locate-then-edit or unlearn paradigm 046

of LLMs (Meng et al., 2022; Hong et al., 2024). For 047

instance, if complex facts are redundantly learned 048

and recalled, edits with only single-hop facts would 049

not propagate to the relevant multi-hop facts (Onoe 050

et al., 2023; Zhong et al., 2023; Cohen et al., 2024; 051

Ju et al., 2024). In addition, the ability to pro- 052

vide accurate answers without explicit Chain-of- 053

Thought (CoT) generation (Kojima and Gu, 2022) 054

could reduce inference costs. At the same time, 055

whether LLMs can spontaneously develop latent 056

reasoning abilities during pretraining is of interest 057

from a safety perspective, as latent reasoning is less 058

visible and hard to monitor given the opaque com- 059

putations in LLMs (Berglund et al., 2023; Treutlein 060

et al., 2024; Chan et al., 2024). Taken together, 061

these incentives raise the question of How well do 062

today’s widely-used LLMs perform latent multi-hop 063

reasoning over factual knowledge? 064
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We evaluate latent multi-hop reasoning abili-065

ties by assessing models’ performance in answer-066

ing multi-hop queries. While prior works have067

suggested that pretrained LLMs develop this abil-068

ity (Ofir Press et al., 2023; Yang et al., 2024b; Biran069

et al., 2024; Li et al., 2024), they have not ade-070

quately addressed the possibility of models exploit-071

ing shortcuts (Elazar et al., 2022; Xu et al., 2022;072

Tang et al., 2023; Kang and Choi, 2023; Ju et al.,073

2024). Shortcuts from frequent co-occurrences of074

subject-object or relation-object in the training data075

can allow models to answer the multi-hop queries076

correctly without going through a true latent reason-077

ing process. For instance, in a query about “Scarlett078

Johansson” (i.e., the head entity) where the answer079

entity is “United States”, LLMs may simply learn080

a subject-object entity shortcut if these entities fre-081

quently co-occur in training (Elazar et al., 2022;082

Kang and Choi, 2023; Zhang et al., 2024b; Ju et al.,083

2024). Similarly, LLMs can develop a relation-084

object shortcut from the frequency of “United085

States” appearing as a country and guess the an-086

swer based on the frequency-based prior (Elazar087

et al., 2022; Xu et al., 2022; Tang et al., 2023).088

To overcome this challenge, we outline desider-089

ata for shortcut-free evaluation of latent multi-hop090

reasoning in LLMs, which we address through091

dataset construction and evaluation procedure. For092

the dataset, we only use test queries where the head093

and answer entities are estimated to never co-occur094

in pretraining sequences, thus minimizing subject-095

object shortcuts. We further minimize shortcuts096

by carefully selecting relation types and removing097

queries where the answers are easy to guess from098

a substring of the head entity. For evaluation, we099

measure latent composability as the rate of cor-100

rect multi-hop answers when single-hop facts are101

known, without explicitly generating the interme-102

diate answer (i.e., the bridge entity). Additionally,103

we reduce relation-object shortcuts by excluding104

queries where the model may guess the answer105

without considering the head entity.106

The main challenge in satisfying our desiderata107

is that most LLMs’ pretraining data is inaccessi-108

ble, making it impossible to directly check entity109

co-occurrences. To tackle this, we use a proxy cor-110

pus of roughly 4.8B unique documents by utilizing111

six publicly available training corpora, selecting112

only test queries where the head and answer en-113

tities never co-occur. This approximation’s effec-114

tiveness is validated by showing that strong latent115

composability for specific query types persists even116

when extending our entity co-occurrence check to 117

the whole web via Google Search. Our resulting 118

dataset, SOCRATES (SHORTCUT-FREE LATENT 119

REASONING), consists of 7,232 pairs of single-hop 120

and multi-hop queries of 17 types of relation com- 121

positions with 4 types of bridge entities. Compar- 122

ative experiments with a dataset constructed from 123

the same data distribution but without careful fact 124

selection, co-occurrence-based filtering, and rigor- 125

ous evaluation show that latent composability can 126

be overestimated without satisfying the desiderata. 127

Our results for 41 LLMs from 9 families reveal 128

that there are successful cases of latent multi-hop 129

reasoning, but the performance varies substantially 130

according to the type of bridge entity that con- 131

nects the facts. Notably, state-of-the-art models 132

demonstrate strong latent composability of over 133

80% when the bridge entity is a country. How- 134

ever, the number is only around 6% for year-based 135

queries, highlighting the importance of considering 136

the distribution of relation composition types when 137

evaluating LLMs’ latent reasoning abilities. Mod- 138

els that know more single-hop facts tend to reason 139

better latently, and the ability marginally improves 140

with model scale. On the contrary, CoT compos- 141

ability effectively increases with the number of 142

known facts and model size, with much higher and 143

consistent performance across bridge entity types. 144

Additional analysis shows that the latent representa- 145

tion of the bridge entity is clearly constructed more 146

often for queries with higher latent composabil- 147

ity, and reveals the emergence of latent multi-hop 148

reasoning during pretraining. 149

In summary, our contributions are as follows: 150

• We present SOCRATES and evaluation procedure 151

for latent multi-hop reasoning with minimal risk of 152

shortcut exploitation, which is corroborated to be 153

important through a comparative analysis. 154

• We show that latent composability in LLMs sig- 155

nificantly varies according to the bridge entity type. 156

• We show that latent reasoning marginally im- 157

proves with the number of known single-hop facts 158

and model scale and identify a significant gap be- 159

tween latent and CoT composability. 160

• We present additional analysis results that help 161

better understand LLMs’ mechanisms for latent 162

multi-hop reasoning. 163

2 Related Work 164

Studies have shown that LLMs’ predictions of- 165

ten rely on shortcuts, shallow heuristics, and co- 166
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occurrence biases (Chen and Durrett, 2019; Jiang167

and Bansal, 2019; Geirhos et al., 2020; Elazar et al.,168

2022; Zhang et al., 2022a; Xu et al., 2022; Liu169

et al., 2023; Tang et al., 2023; Kang and Choi,170

2023; Bachmann and Nagarajan, 2024; Ju et al.,171

2024). For instance, Elazar et al. (2022) have found172

that single-hop knowledge predictions can be influ-173

enced by subject-object co-occurrences or relation-174

object co-occurrences. Similarly, Kang and Choi175

(2023) and Zhang et al. (2024b) show that fre-176

quent co-occurrences can lead LLMs to favor high-177

frequency words over correct responses. Lastly, Ju178

et al. (2024) demonstrate that head-answer entity179

co-occurrence frequencies in multi-hop facts are180

correlated with factual shortcuts, which can cause181

failures in multi-hop knowledge editing.182

Prior works on latent factual multi-hop reasoning183

have not fully addressed potential shortcuts (Ofir184

Press et al., 2023; Yang et al., 2024b; Biran et al.,185

2024; Li et al., 2024). While Ofir Press et al. (2023)186

attempt to create multi-hop questions unlikely to187

appear in training, their approach relies on assump-188

tions rather than co-occurrence statistics (leaving189

shortcuts from subject-object co-occurrences ex-190

ploitable) and does not address shortcuts from191

relation-object co-occurrences. Similarly, Biran192

et al. (2024) address relation-object shortcuts but193

overlook subject-object shortcuts.194

Construction of a shortcut-free evaluation195

dataset of latent factual multi-hop reasoning ability196

of any pretrained LLM presents a unique challenge,197

as the pretraining data of most of the widely used198

LLMs is not accessible, making it difficult to ver-199

ify if certain single-hop facts or their composition200

appeared in the same training sequence. Our need201

to consider the knowledge LLMs learn during pre-202

training makes our work distinct from prior works203

that aim for shortcut-free evaluation on the tasks204

where the training dataset is fully accessible (Min205

et al., 2019; Chen and Durrett, 2019; Ho et al.,206

2020; Trivedi et al., 2022; Gregucci et al., 2024).207

Other studies have attempted to circumvent these208

issues by fine-tuning LLMs on synthetic or coun-209

terfactual tasks to control for single-hop knowl-210

edge (Jiang et al., 2022; Kassner et al., 2020; Allen-211

Zhu and Li, 2023; Saparov et al., 2023; Hou et al.,212

2023; Berglund et al., 2023; Petty et al., 2024;213

Treutlein et al., 2024; Wang et al., 2024). However,214

these studies do not address our target question of215

how much latent multi-hop reasoning ability nat-216

urally emerges in training. Moreover, finetuning217

may introduce side effects, such as hallucinations,218

reduced knowledge learning, and utilization effi- 219

ciency (Yin et al., 2023; Kang et al., 2024; Ghosal 220

et al., 2024; Gekhman et al., 2024; Gottesman and 221

Geva, 2024). Works on latent compositional reason- 222

ing with algorithmic or mathematical tasks (Dziri 223

et al., 2023; Chen et al., 2023; Deng et al., 2024) do 224

not address our target question of latent multi-hop 225

reasoning ability with factual knowledge, and may 226

still suffer from data contamination that inflates 227

performance (Zhang et al., 2024a). Ko et al. (2024) 228

examine performance gaps between different num- 229

bers of reasoning hops but focus on more general 230

reasoning capabilities rather than latent reasoning 231

with factual knowledge. 232

Peng et al. (2024) study the theoretical limita- 233

tions of compositional abilities. Consistent with 234

our findings, they prove that for high arity relations 235

(like relations with year-type bridge entity in our 236

work), multi-hop reasoning is more difficult, al- 237

beit for the specific case of Transformers (Vaswani 238

et al., 2017) with a single layer. 239

3 Shortcut-Free Evaluation of Latent 240

Multi-Hop Reasoning 241

Terms and Notations We represent single-hop 242

facts as r1(e1) = e2 and r2(e2) = e3, 243

and multi-hop facts as their composition 244

r2◦r1(e1) = e3. In the aforementioned example, 245

the entities “Scarlett Johansson”, “1984”, and 246

“United States” are respectively represented 247

by e1, e2, e3, and connected via relations r1 248

(person-birthyear), r2 (year-eventcountry), 249

and r2◦r1 (person-birthyear-eventcountry). 250

The set of aliases (names that the entity is also 251

known as), of e1, e2, and e3 are represented as E1, 252

E2, and E3, respectively. The answer set of the 253

single-hop queries q(r1(e1)), q(r2(e2)), and multi- 254

hop query q(r2◦r1(e1)) is E2, E3, and E3, respec- 255

tively. For instance, the answer set corresponding 256

to the query “The year Scarlett Johansson was 257

born in is” is {“1948”}. We call each tuple 258

(q(r1(e1)), q(r2(e2)), q(r2◦r1(e1)), E1, E2, E3) a 259

test case, where e2 is a bridge entity that connects 260

the two facts, e1 is the head entity, and e3 the 261

answer entity. Also, we call “the year Scarlett 262

Johansson was born” the descriptive mention µ of 263

the bridge entity. 264

Desideratum 1: Latent multi-hop reasoning 265

We define the latent multi-hop reasoning ability 266

of LLMs as the ability to latently recall and com- 267

pose learned single-hop facts to answer multi- 268
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hop queries. We evaluate this ability by assess-269

ing a model’s performance in answering multi-hop270

queries. For example, if a model learned the correct271

answer to “The year Scarlett Johansson was born272

in is” and “In 1984, the Summer Olympics were273

hosted in the country of”, we evaluate whether it re-274

calls and composes these facts latently to correctly275

answer a multi-hop query like “In the year Scarlett276

Johansson was born, the Summer Olympics were277

hosted in the country of”. Therefore, to exclusively278

evaluate latent as opposed to explicit reasoning, we279

require models to answer the query directly with-280

out generating intermediate results (e.g., “1984”),281

e.g., without using Chain-of-Thought. Therefore,282

the evaluation should exclude the cases where283

the model generates the intermediate answers284

before generating the final answer.285

Desideratum 2: Shortcut-free A model has a286

chance of exploiting shortcuts when it can correctly287

answer a multi-hop query by observing only part288

of the query (e.g., without e1 or r1 in the input).289

Shortcut exploitation is problematic for evaluating290

latent multi-hop reasoning abilities because it al-291

lows the model to bypass the need to latently recall292

and compose single-hop facts. Following Elazar293

et al. (2022), we consider two types of shortcuts:294

subject-object shortcuts, where the model predicts295

objects that frequently co-occur with certain sub-296

jects or substrings of subjects, regardless of the297

relation semantics, and relation-object shortcuts,298

where the model predicts objects that frequently299

appear with certain surface form text of a relation,300

regardless of the subject. Therefore, the evalua-301

tion should exclude the queries prone to subject302

(or substring)-object shortcuts or relation (or303

paraphrase)-object shortcuts.304

4 Evaluation Dataset305

In this section, we describe our dataset construc-306

tion process that minimizes the chance of subject-307

object shortcut (satisfying Desideratum 2), result-308

ing SOCRATES (SHORTCUT-FREE LATENT REA-309

SONING), a dataset for evaluation of shortcut-free310

evaluation of latent multi-hop reasoning.311

4.1 Dataset Construction312

We generate test cases from a knowledge graph313

G, where facts are represented as subject-relation-314

object triplets ⟨s, r, o⟩. Specifically, we collect315

pairs of facts r1(e1) = e2 and r2(e2) = e3316

and their composition r2◦r1(e1) = e3 by con-317

sidering pairs of triplets with a shared bridge en- 318

tity, i.e., ⟨e1, r1, e2⟩, ⟨e2, r2, e3⟩. We choose Wiki- 319

data (Vrandečić and Krötzsch, 2014) as G. 320

Step 1: Selection of fact pairs We select single- 321

hop facts that are likely well-known, but their com- 322

position is unlikely to naturally appear in general 323

text corpora, to minimize the change of the model 324

developing a shortcut between e1 and e3. We ob- 325

serve that such cases typically occur when the set 326

of possible options for e2 is large, there are numer- 327

ous e1’s that map to the same e2, and the set of 328

possible options for e3 is not too small (e.g., not 329

person-bloodtype). This should lower the chance 330

of the LLM getting the answer correct by mere 331

guessing (Desideratum 2). 332

We exclude the following cases: (a) relation com- 333

positions where e1 and e3 are likely to be directly 334

associated, e.g., novel-maincharacter-creator, 335

(b) facts where the head and answer entities can 336

be directly connected via popular single-hop 337

relations other than the tested multi-hop rela- 338

tion, e.g., person-birthyear-eventcountry( 339

Scarlett Johansson) = United States = 340

person-birthcountry(Scarlett Johansson), 341

(c) queries with trivially inferrable bridge 342

entities, e.g., university-locationcountry 343

(University of Washington) = United States, 344

which could enable answer prediction via entity 345

substring-based shortcuts, (d) relations where there 346

are likely to be many entities with 1:n relation, 347

such as person-children, and (e) single-hop 348

facts with more than one answer (details in §A.1). 349

Step 2: Test case construction We convert 350

the selected fact pairs into a set of test cases 351

{(q(r1(e1)), q(r2(e2)), q(r2◦r1(e1)), E1, E2, E3)}. 352

To create the two single-hop queries q(r1(e1)), 353

q(r2(e2)) and their corresponding multi-hop query 354

q(r2◦r1(e1)), we follow the common practice 355

of using diverse handcrafted natural language 356

templates (Petroni et al., 2019; Yang et al., 2024b). 357

For each relation, we use 16 templates (4 for 358

each of the two single-hop queries) and randomly 359

sample one template for each query, resulting 360

in approximately 100K test cases. We construct 361

the queries as incomplete sentences, instead of 362

questions, so that the test query can be naturally 363

completed by any pretrained model to derive the 364

answer without finetuning. 365

Step 3: Test case filtering using training co- 366

occurrence statistics We filter out cases where 367
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e2 type relation composition type count example multi-hop query

city person-birthcity-eventyear 33 e1’s birth city hosted the Eurovision Song Contest in the year

country

university-locationcountry-anthem 101 The country where e1 is in has the national anthem named
university-locationcountry-isocode 30 The ISO 3166-1 numeric code of the country where e1 is located is
university-locationcountry-year 7 The founding year of the location country of e1 is
person-birthcountry-anthem 22 The name of the national anthem of e1’s country of birth is
person-birthcountry-isocode 6 The ISO 3166-1 numeric code used for the country where e1 was born is

university
person-undergraduniversity-founder 33 The person who founded e1’s undergrad university is named
person-undergraduniversity-year 25 The year when the university where e1 studied as an undergrad was founded is

year

person-birthyear-winner 4,484 The winner of the Nobel Prize in Literature in e1’s birth year was
city-eventyear-winner 2 In the year when the G7 Summit were hosted in e1, the Nobel Prize in Chemistry was awarded to
university-inceptionyear-winner 632 In the founding year of e1, the Nobel Prize in Literature was awarded to
university-inceptionyear-hostleader 9 The person who was the host leader of the G7 Summit in the founding year of e1 is
university-inceptionyear-eventcountry 13 In the year e1 was founded, the host country of the G7 Summit was
university-inceptionyear-eventcity 62 In the founding year of e1, the host city of the G7 Summit was
person-birthyear-eventcity 1,389 In the birth year of e1, the Winter Olympics were hosted in the city of
person-birthyear-hostleader 260 The leader of the host of the G7 Summit in e1’s birth year is
person-birthyear-eventcountry 124 The country where the Eurovision Song Contest took place in the birth year of e1 is

7,232

Table 1: Dataset statistics and example queries of SOCRATES. The head entities are replaced with e1 to prevent
potential data leakage. A more granular breakdown with the relation composition subtypes is in Appendix Table 3.

any aliases of the head entity e1 and answer entity368

e3 co-occur in the same sequence that the evalu-369

ated LLM has seen during pretraining, preventing370

subject-object shortcuts. However, since pretrain-371

ing sequences and/or corpora of most LLMs are372

often inaccessible, we approximate co-occurrences373

by checking document-level co-occurrences across374

a proxy corpus of 4.8B unique documents (details375

in §A.2). While this approximation cannot guar-376

antee complete exclusion of co-occurring entities377

without access to exact pretraining corpora, we val-378

idate our approach using Google Search for web-379

wide co-occurrence verification (§C.3).380

The SOCRATES Dataset SOCRATES contains381

7,232 test cases of 17 types of relation composi-382

tions connected by 4 types of bridge entities, as383

shown in Table 1. Note that the distribution of re-384

lation compositions is imbalanced as e1 and e3 of385

some relation compositions frequently appear to-386

gether in the same document and most of test cases387

are removed by the co-occurrence-based filtering.388

5 Evaluation Procedure389

We introduce an evaluation procedure that satisfies390

part of Desideratum 2 by minimizing the chance391

of the model exploiting the relation-object short-392

cut and Desideratum 1 that the evaluation should393

exclude cases where the model performs explicit394

reasoning (§5.1). Then, we define our evaluation395

metric, latent composability (§5.2).396

5.1 Filtering Guessable and Unusable Queries397

Excluding guessable cases Even when the pre-398

diction of the model for a multi-hop query is cor-399

rect, there is still a chance that the LLM might have400

guessed the answer correctly by chance, meaning 401

that Desideratum 2 is not satisfied. For instance, 402

when the answer is a popular entity among the po- 403

tential answer set (e.g., “United States” as a coun- 404

try), the model might exploit a relation-object short- 405

cut where the model makes the prediction based 406

on the prior from the textual pattern of the relation 407

(e.g., “. . . is from the country of”). 408

To filter out the cases where it is indistinguish- 409

able whether models are guessing the answer, we 410

adopt the method of Biran et al. (2024) which 411

checks the model’s prediction for a set of ablated 412

prompts Q∅ = {q(r2◦r1(∅)), q(r2(∅))}, where the 413

specific information of e1 and r1(e1) is ablated 414

from the multi-hop query q(r2◦r1(e1)), respec- 415

tively (e.g., {“In the year the person was born, the 416

Summer Olympics were hosted in the country of”, 417

“In the year, the Summer Olympics were hosted in 418

the country of”}). When the model answers the 419

multi-hop query correctly, but also answers any of 420

q∅ ∈ Q∅ correctly, we exclude the test case from 421

the evaluation. Namely, we detect and remove the 422

cases where models may be exploiting a relation- 423

object shortcut between r2◦r1/r2 and e3. 424

Excluding unusable cases When the model cor- 425

rectly predicts the answer for a test multi-hop query 426

but the LLM has just enumerated multiple poten- 427

tial answer candidates1 or the LLM has performed 428

an explicit reasoning (e.g., “1984, United States”), 429

we view these test cases as unusable for the eval- 430

uation of latent multi-hop reasoning ability and 431

exclude the test case from the evaluation, following 432

Desideratum 1 (details in §B.1). 433

1“A. United States B. Canada C. United Kingdom”
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(a) Latent composability. There are successful cases of latent
multi-hop reasoning, although the overall percentage is low.
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(b) Effect of model scale on latent composability. Comparative
latent composability slightly improves with model scale.
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(c) CoT composability. CoT composability is significantly
higher than latent composability.
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(d) Effect of model scale on CoT composability. Comparative
CoT composability increases much more effectively with model
scale compared to latent composability.

Figure 2: Latent (upper row) and CoT (lower row) composability on SOCRATES.

Suppressing CoT for instruction-tuned LLMs434

Since instruction-tuned LLMs tend to perform CoT-435

style reasoning by default2, we formulate the task436

as a fill-in-the-blank task using a CoT-suppressing437

instruction as described in §C.2.3438

5.2 Latent Composability439

We assess latent composability as the ability of440

the LLM to latently compose the already-learned441

single-hop facts by calculating the ratio of the cases442

where the LLM correctly answers the multi-hop443

query while correctly answering both of the corre-444

sponding single-hop queries, excluding the guess-445

able and unusable cases.To check the correctness446

of model outputs, we use a standard Exact Match447

with string normalization (details in §B.2).448

When comparing latent composability between449

different models, it is misleading to compare latent450

composability calculated using different subsets of451

queries. Therefore, we calculate the ratio using the452

same test case subset where all of the compared453

LLMs correctly answer both single-hop queries454

where the test cases are guessable or unusable for455

neither of the models. We call this value compara-456

tive latent composability.457

6 Experiments458

We use SOCRATES to evaluate the latent multi-459

hop reasoning ability of LLMs. Our results show460

that models can perform latent reasoning without461

2“Scarlett Johansson was born in 1984, and the Summer
Olympics that year were hosted by the United States.”

3While it is possible to use few-shot learning to restrict
the format of the answer (Ofir Press et al., 2023), we use
instructions to avoid potential biases in the selection of the
few-shot demonstrations (Zhang et al., 2022b).

exploiting shortcuts, but their ability depends on 462

the type of bridge entity connecting the two facts. 463

Table 4 in the Appendix shows exemplifying test 464

cases, model predictions, and results. 465

6.1 Experimental Setting 466

We assess 41 LLMs of different families and sizes. 467

Among the proprietary LLMs, we evaluate Claude 468

3.5 Sonnet (Anthropic, 2024), GPT-4o (OpenAI, 469

2024b), GPT-4o mini (OpenAI, 2024a), and Gem- 470

ini 1.5 Pro and Flash (Gemini Team et al., 2024). 471

Among the open-source LLMs, we evaluate pre- 472

trained and/or instruction-tuned models of 2B to 473

123B parameters from the model families of Mis- 474

tral (Jiang et al., 2023), Mixtral (Jiang et al., 2024), 475

Qwen 2.5 and 2 (Qwen Team, 2024; Yang et al., 476

2024a), Yi 1.5 (01.AI et al., 2024), Gemma 1 and 477

2 (Mesnard et al., 2024; Gemma Team et al., 2024), 478

and OLMo (Groeneveld et al., 2024). Refer to §C.1 479

for model and inference details. 480

6.2 Evaluation Results on SOCRATES 481

There are successful cases of latent multi-hop 482

reasoning, although the overall percentage is low. 483

Figure 2a shows the latent composability of 41 484

models on SOCRATES. While there is a meaningful 485

number of successful latent multi-hop reasoning 486

cases (434 for Claude 3.5 Sonnet and 438 for GPT- 487

4o, the best performing models), the percentage 488

of such cases of the whole dataset is low; latent 489

composability of Claude 3.5 Sonnet and GPT-4o is 490

only 8.4% and 7.6%, respectively. 491

Model scaling marginally improves overall per- 492

formance. Figure 2b shows comparative latent 493

composability among models with different num- 494
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(a) Latent composability on country-type (left) and year-type (right) bridge entity subsets. Latent composability varies according
to the bridge entity type; it is over 80% for the best models when the bridge entity is a country, but around 5% when it is a year.
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(b) CoT composability on country-type (left) and year-type (right) bridge entity subsets. CoT composability does not fluctuate
as dramatically as latent composability according to the type of bridge entity.

Figure 3: Latent (upper row) and CoT (lower row) composability measured for subsets of the test queries in
SOCRATES, grouped according to the type of the bridge entity.

bers of parameters within the same model family4.495

We observe a consistent trend across all model fam-496

ilies, where larger models answer more multi-hop497

queries correctly than smaller models, although the498

difference is not large in number. The gap in la-499

tent composability is 6.7% (118) and 2.4% (31) for500

GPT-4o vs. GPT-4o mini and Gemini 1.5 Pro vs.501

Gemini 1.5 Flash, respectively.502

Latent composability performance varies across503

bridge entity types. Figure 3a shows the latent504

composability for two out of the four bridge entity505

types where the size of the subset of the queries506

is statistically significant (the results for all four507

types are in Appendix Figure 6). Notably, the la-508

tent composability of Claude 3.5 Sonnet and GPT-509

4o reaches 82.6% and 84.5%, respectively, when510

the single-hop facts are connected with country-511

type bridge entities, but only 6.7% and 5.7% when512

the facts are connected with year-type bridge en-513

tities. The rate of improvement in latent compos-514

ability with the number of known single-hop facts515

also varies across different bridge entity types. Our516

finding implies that it is important to consider517

the dataset distribution and perform per-relation-518

composition analysis when evaluating latent multi-519

hop reasoning (explanation in §D.1). Drawing from520

prior works, we speculate that the high compos-521

ability of country-related queries might stem from522

more frequent exposure to learning country-related523

facts together or in composition during pretraining524

(explanation in §D.2).525

There exist significant disparities between526

CoT and latent composability. While GPT-4o527

4GPT-4o vs. GPT-4o mini, Gemini 1.5 Pro vs. Gemini 1.5
Flash, Mistral Large (123B) vs. Small (22B) vs. Nemo (12B)
Instruct, and Qwen 2.5 72B vs. 32B Instruct

achieves 92.8% composability with CoT reasoning, 528

it is only 7.6% with latent reasoning (Figure 2c, 2a), 529

with almost no cases where latent reasoning suc- 530

ceeds but CoT fails (Appendix Figure 8). Models 531

that know more single-hop facts and larger mod- 532

els show dramatic improvements in composability 533

for CoT reasoning compared to latent reasoning 534

(Figures 2d, 2b), suggesting that merely increasing 535

parameter count cannot effectively enhance latent 536

multi-hop reasoning. Furthermore, CoT compos- 537

ability remains relatively consistent across bridge 538

entity types (Figure 3b, 3a). Drawing from prior 539

works, we speculate that the explicit generation of 540

the bridge entity is the main factor behind high CoT 541

composability (explanation in §D.3). 542

6.3 Additional Analysis 543

Shortcut-free evaluation is important. To 544

check the importance of addressing shortcuts, we 545

perform a comparative experiment with a shortcut- 546

prone dataset and evaluation procedure that does 547

not follow the proposed desiderata. Specifically, we 548

construct a dataset with almost exactly the same 549

distribution of the relation composition types (and 550

thus the bridge entity types) of SOCRATES, but 551

without applying any measure to remove potential 552

shortcuts such as the entity co-occurrence-based 553

filtering or relation-specific heuristics. As the eval- 554

uation procedure, we only check whether both of 555

the single-hop facts are known by the model, and 556

do not exclude the guessable and unusable cases. 557

Latent composability measured with shortcut- 558

free data and evaluation procedure is three times 559

lower than the shortcut-prone counterpart (Ap- 560

pendix Figure 10), and the former is consistently 561

lower than the latter across all models (Appendix 562

Figure 9). These results imply that overlooking 563
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Figure 4: One successful case of OLMo 7B that demonstrates the emergence of latent multi-hop reasoning ability
even when e1 and e3 have never co-appeared in any sequence throughout pretraining. While being pretrained for
557K steps, the model starts to correctly predict the answer to the single-hop queries after consistently seeing (e1,
e2) and (e2, e3) together across multiple pretraining steps. After the model starts to learn to correctly answer the
single-hop queries, the model starts to learn to correctly answer the multi-hop query.
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Figure 5: Experimental results with Mistral 7B v0.3 us-
ing Patchscopes (Ghandeharioun et al., 2024) to exam-
ine whether the model constructs latent representations
of the bridge entity (e.g., “1984” for “the year Scar-
lett Johansson was born”) during the multi-hop query
processing. Latent representations of bridge entities are
constructed more often for queries with country-type
bridge entities (that have higher latent composability).
shortcut exploitation can overestimate the latent564

composability of the model.565

Latent representation of the bridge entity ap-566

pears more often for query types with higher la-567

tent composability. We perform an experiment568

using Patchscopes (Ghandeharioun et al., 2024)569

following Biran et al. (2024) using Mistral 7B570

v0.3, which examines whether the model con-571

structs latent representations of the bridge entity572

(e.g., “1984”) for its descriptive mention (“the573

year Scarlett Johansson was born”) encountered574

during multi-hop query processing. Figure 5 shows575

how often the hidden states at the last token of the576

descriptive mention taken from different layers (y-577

axis) generate the bridge entity when patched into578

appropriate contexts at different layers (x-axis), for579

the queries with country/year-type bridge entities580

where both single hop facts are known by the model.581

The bridge entity is generated more often (which582

suggests that the latent bridge entity representations583

are constructed more often) for the queries with584

higher latent composability (queries with country-585

type bridge entities). Details are in §C.4.586

Emergence of latent multi-hop reasoning during587

pretraining. Our analysis of OLMo 7B’s inter-588

mediate checkpoints (557 checkpoints from 1K to 589

557K pretraining steps) shows that for a subset of 590

prompts, OLMO first learns to predict the single- 591

hop answers, and then begins to correctly answer 592

the respective multi-hop query. Figure 4 illustrates 593

one such case. This set is small: 12 out of 13 cases 594

where the model successfully performs multi-hop 595

reasoning at a point, among 110 cases where the 596

model is correct on both single-hop facts at some 597

point and the model is not likely to be guessing the 598

answer at any point during pretraining. That said, 599

for OLMo, we have access to all the pretraining 600

sequences in order and can hence guarantee that 601

head entities have not been seen together with the 602

answer entities in any of the pretraining sequences. 603

Together with our other filtering to reduce the prob- 604

ability that answers can be correct by chance and 605

guesswork, this indicates that even a small model 606

like OLMo 7B can perform some level of latent 607

reasoning, albeit only occasionally. More details of 608

the experiment are provided in §C.5. 609

7 Conclusion 610

We outline desiderata for shortcut-free evalua- 611

tion of LLMs’ ability to latently recall and com- 612

pose learned single-hop facts to answer multi-hop 613

queries. By filtering entity co-occurrences and sys- 614

tematic removal of potential shortcuts, we construct 615

the SOCRATES dataset, enabling a rigorous assess- 616

ment of latent multi-hop reasoning. Our analysis 617

reveals that while models can perform latent rea- 618

soning effectively in specific scenarios, their ability 619

varies dramatically across different types of queries. 620

This fluctuation, along with the significant gap be- 621

tween latent and explicit CoT reasoning, suggests 622

substantial room for improvement in how LLMs 623

internally compose their knowledge. Our work pro- 624

vides resources and insights for precise evaluation, 625

understanding, and improvement of latent multi- 626

hop reasoning of LLMs. 627
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Limitations628

We do not test other forms of compositional rea-629

soning such as comparisons because if the answer630

is binary, it is hard to rule out the cases of guessing.631

We do not test more than two hops because latent632

two-hop composability is already quite low, and633

adding more complexity to the problem may lower634

it to zero success cases. We do not consider facts635

that are subject to frequent change over time to636

compare models trained at different corpus cutout637

times. While we cannot know whether the LLMs638

we evaluate have not been trained on synthetic639

data generated from a knowledge graph, the low640

latent composability and high CoT composability641

obtained with our dataset suggest that the chance is642

very low for the evaluated models. While we cannot643

guarantee that the head and answer entities of every644

test query of SOCRATES would have never been645

learned in a single pretraining sequence for every646

model that we evaluate, we believe that our dataset647

construction that utilizes document co-occurrence648

counts of multiple pretraining corpora provides a649

tight approximation, which is also supported by the650

experimental results in §C.3.651
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A Details of Dataset Construction993

A.1 Implementation of steps 1-2994

We choose Wikidata (Vrandečić and Krötzsch,995

2014) as the knowledge graph and collect facts996

in English. To ensure fair evaluation across mod- 997

els with different knowledge cutoff dates, we ab- 998

stain from using relations subject to change over 999

time (organization-CEO or person-spouse). We 1000

select 11 types of r1(e1) = e2 and 10 types of 1001

r2(e2) = e3 that are connected to each other with 1002

four types of e2 – “country”, “city”, “university”, 1003

and “year” – resulting in a total of 21 relation com- 1004

position types, although the number reduces to 17 1005

through filtering during the implementation of step 1006

3. Table 3 shows the 17 relation compositions that 1007

consist SOCRATES. As shown in the table, the rela- 1008

tion compositions are divided further into subtypes 1009

for events5 and award winners6. 1010

To use only the entities where e1 and e3 are 1011

not likely to be connected through other pop- 1012

ular single-hop relations, we apply a relation- 1013

specific heuristic filtering. For instance, for 1014

person-birthyear-eventcountry relation (e.g., 1015

“The country where the Eurovision Song Contest 1016

took place in the birth year of e1 is”), we exclude 1017

the cases where the country in which the event took 1018

place is the same with the person’s birth country. 1019

A list of such heuristics is provided in Appendix 1020

Table 2. 1021

Additionally, we exclude cases where e2 can be 1022

easily inferred from the surface form of e1, such as 1023

university-locationcountry(University of 1024

Washington) = United States, as these cases 1025

are where the multi-hop query is reduced into more 1026

like a single-hop query and also the cases where 1027

a substring of e1 has relatively higher chance to 1028

frequently co-appear with e3 in the same training 1029

sequences. A more detailed explanation is provided 1030

in §A.3. Through this process, we collect about 1031

100K tuples (e1, e2, e3, r1, r2, E1, E2, E3), where 1032

e1, e2, e3 are the Wikidata entity titles, and E1, E2, 1033

E3 are their corresponding sets of Wikidata aliases. 1034

We manually construct four natural language 1035

templates for each subtype of r2 and r1 and ran- 1036

domly select one of the templates for each test case. 1037

Since multi-hop queries are constructed with the 1038

combinations of the templates chosen for r2 and r2, 1039

16 templates are used for each type of relation com- 1040

position. We feed e2 to a template for r2 to create 1041

q(r2(e2)), and feed the descriptive mention µ of 1042

the bridge entity (e.g., “the year Scarlett Johansson 1043

was born”) to create q(r2◦r1(e1)), that both take 1044

5Olympics Summer, Olympics Winter, Eurovision, Cham-
pions League Final, G7, European Capital of Culture

6Nobel Prize for Peace, Chemistry, Literature, Physiology
or Medicine, and Masters Championship
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relation composition heuristic conditions to meet

person-birthcity-year city ̸= capital of a country
person’s birth year ̸= event year

person-undergraduniversity-year person’s birth year ̸= university’s inception year
person-birthyear-winner person’s birth/citizenship country ̸= winner’s birth/citizenship country
person-birthyear-event country/city/leader person’s birth/citizenship country ̸= event country
university-inceptionyear-winner university’s location country ̸= winner birth/citizenship country

university ̸= winner’s university for any degree
city-eventyear-winner event country ̸= winner’s birth/citizenship country
university-inceptionyear-event country/city/leader university’s location country ̸= event country

Table 2: Relation-specific heuristic conditions that the collected test cases need to satisfy to prevent using the test
queries where spurious correlations of e1 and e3 exist.

E3 as the answer set (e.g., {“United States”, “US”,1045

· · · }). The descriptive mention of the bridge entity1046

is created with a template for r1. The same descrip-1047

tive mention µ is also used to create q(r1(e1)) in1048

the form “µ is” which takes E2 as the answer set1049

(e.g., {“1948”}). We filter out the dataset further1050

during quality assurance (§A.4).1051

A.2 Implementation of step 3 with document1052

co-occurrence counts1053

Step 3 can be directly implemented when one has1054

access to the LLM’s pretraining sequences. How-1055

ever, we cannot use the approach as-is since LLMs1056

are trained on different pretraining data, and this1057

data is often not publicly available. Moreover, even1058

if the data is available, information on how it has1059

been broken into training sequences is rarely pro-1060

vided. To overcome these challenges, instead of1061

computing the exact co-occurrence counts, we ap-1062

proximate them using two simplifications.1063

The first simplification is that we check the co-1064

occurrence of the aliases of e1 and e3 within a1065

document instead of a training sequence. To be1066

specific, we use only test cases where there is no1067

pretraining document in which any of the possible1068

combinations of the aliases of e1 and e3 appear1069

together. Filtering out test cases with non-zero doc-1070

ument co-occurrence count imposes a stricter con-1071

dition than doing so with sequence co-occurrence1072

count because training sequences are substrings1073

of a document in most LLMs trained with docu-1074

ment boundaries, which is the standard approach1075

in pretraining LLMs (Zhao et al., 2024).1076

The second simplification is that we utilize a1077

proxy corpus to check the document co-occurrence1078

since even the document-level information of the1079

pretraining data of most models is not available.We1080

use six different training corpora: Dolma v1.5,1081

v1.7 (Soldaini et al., 2024), Tulu v2 (Ivison, 2023),1082

OSCAR (Suárez et al., 2020), C4 (Raffel et al.,1083

2020), and OpenWebText (Peterson et al., 2019), 1084

each of which contains 4,367M, 2,532M, 326K, 1085

432M, 365M, 8M documents, used to train OLMo, 1086

OLMo 0724, OLMo Instruct (Groeneveld et al., 1087

2024), BLOOM (BigScience Workshop et al., 1088

2022), T5 (Raffel et al., 2020), and GPT-2 (Radford 1089

et al., 2019), respectively. The number of unique 1090

documents from the proxy corpus is roughly 4.8B.7 1091

In other words, we only use the test cases where 1092

none of any possible combination of the aliases of 1093

e1 and e3 appears together in 4.8B unique docu- 1094

ments, which imposes a highly restrictive condi- 1095

tion that enables obtaining a tight approximation 1096

of the test queries where the head and answer en- 1097

tities do not co-appear in the single pretraining 1098

sequence. While we cannot guarantee the exclu- 1099

sion of all entity co-occurring cases without access 1100

to exact pretraining corpora, we further validate 1101

our approximation using Google Search to check 1102

for co-occurrences across the whole web (§C.3). 1103

We use the WIMBD (Elazar et al., 2024) API 1104

to get the document co-occurrence counts of 1105

these pretraining corpora which utilize Elastic- 1106

search (Banon, 2010) as the backend with case- 1107

insensitive string match and exclude the test cases 1108

with non-zero co-occurrence count. After this fil- 1109

tering process, we obtain about 32K test cases of 1110

17 relation composition types in total. Note that the 1111

distribution of the relation compositions is forced 1112

to be imbalanced as e1 and e3 of some relation com- 1113

positions frequently appear together in the same 1114

document and most of the test cases are removed by 1115

the co-occurrence-based filtering. We down-sample 1116

the test cases with year-type bridge entities as the 1117

queries of these types outweigh other types. 1118

Data statistics Our dataset for shortcut-free eval- 1119

uation of latent multi-hop reasoning ability con- 1120

74,367M (Dolma v1.5) + 432M (OSCAR) + 8M
(OpenWebText) - 10M (OSCAR-Dolma overlap from
WIMBD (Elazar et al., 2024) Demo Page)
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tains 7,232 test cases of 17 types of relation com-1121

positions connected by 4 types of bridge entities,1122

as shown in Table 1. Note that the distribution of1123

relation compositions is imbalanced as e1 and e31124

of some relation compositions frequently appear1125

together in the same document and most of the1126

test cases are removed by the co-occurrence-based1127

filtering.1128

A.3 Filtering Out the Cases with Easily1129

Inferrable Bridge Entities1130

To prevent the multi-hop query from being reduced1131

to be more similar to a single-hop query, we filter1132

out the cases where the bridge entity is easily in-1133

ferrable from the surface form of e1 (Poerner et al.,1134

2020), e.g., university-locationcountry(1135

University of Washington) = United States,1136

since Washington is a geographical location in1137

the United States. Note that they also correspond1138

to the cases where a substring of e1 is likely to1139

co-appear with e3 in the same training sequence,1140

e.g., university-locationcountry-anthem(1141

University of Washington) = The Star-1142

Spangled Banner where “Washington” likely1143

co-occurs with “The Star-Spangled Banner”.1144

There are two such r1 in our dataset:1145

university-locationcountry and1146

person-birthcountry. We use the prompt1147

to GPT 3.5 turbo (OpenAI, 2022) and Claude 31148

Haiku to guess the bridge entity solely from the1149

name of the head entity for the first single-hop1150

facts of these relation types (instruction is provided1151

in §C.2), and if any of these models correctly1152

predict the answer, we exclude it from the dataset.1153

As a result, for the cases with country as1154

the bridge entity type, we only use the cases1155

where the country of location of a university or1156

the birth country of a person is hard to guess1157

solely from the name without knowing the correct1158

fact, such as university-locationcountry(The1159

International Graduate School of English)1160

= South Korea and person-birthcountry1161

(Natalie Portman) = Israel.1162

A.4 Dataset Quality Assurance1163

We apply several heuristic filterings to enhance the1164

quality of the dataset such as excluding the cases1165

without a natural language Wikidata title, excluding1166

the cases with non-Unicode characters in the entity,1167

excluding e1 that contain double quotation marks1168

or slashes, removing country flag emojis from the1169

aliases of countries, and excluding the cases where1170

each of e1, e2, and e3 is a substring of the others. 1171

HTML characters are escaped and normalized. We 1172

discover that when all the open-source LLMs we 1173

evaluate fail to correctly answer a single-hop query, 1174

it is either because there is an error or noise in the 1175

answer set (Wikidata aliases) or the single-hop fact 1176

is not popular, and thus discard such cases from 1177

the dataset. Additionally, we use only the test cases 1178

where any alias combination of e1 and e2, and e2 1179

and e3 appear together in Dolma v1.5 at least once. 1180

B Details of Evaluation Procedure 1181

B.1 Excluding unusable Cases 1182

We observe that there are test cases such that the 1183

LLM generation is evaluated as correct, but the test 1184

cases are actually unusable for correct evaluation 1185

of the latent multi-hop reasoning due to the way 1186

the model generates the answer. The first type of 1187

such case is when the model completes the query 1188

as if constructing the answer choices of a multiple- 1189

choice question, such as completing “National an- 1190

them of Woodie Flowers’s country of birth:” with 1191

“1. “O Canada” 2. “The Star-Spangled Banner” 3. 1192

“God Save the Queen””.8 When this is the case for 1193

the completion of a single-hop or multi-hop query, 1194

we mark the case unusable. 1195

The second type of unusable only applies to 1196

multi-hop queries. Especially for instruction-tuned 1197

models, even though we explicitly instruct the 1198

model to directly generate the answer without the 1199

bridge entity (§5.1), the models sometimes gener- 1200

ate the bridge entity before generating the answer, 1201

such as completing “The name of the national an- 1202

them of the country where Rishi Bankim Chandra 1203

Colleges is based is” with “\nThe correct answer 1204

is India.\nThe national anthem of India is Jana 1205

Gana Mana.” Such cases should be excluded from 1206

the evaluation of the latent multi-hop reasoning 1207

ability. Therefore, for the multi-hop queries with 1208

the EM score of 1, we additionally check if the 1209

LLM completion contains any of e2 ∈ E2 before 1210

the earliest e3 ∈ E3. If it is the case, we mark the 1211

case as unusable. 1212

B.2 Normalized Exact Match Score 1213

To check whether an LLM has correctly predicted 1214

the answer to the given test query, we use the bi- 1215

nary score of normalized exact match score (EM). 1216

8This occurs the most often with pretrained Qwen2 models
possibly due to training on the corpus where a large portion
consists of multiple-choice questions and answers.
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relation composition type relation composition subtype count example multi-hop query

person-birthcity-eventyear

person-birthcity-g7year 9 The G7 Summit was hosted in e1’s birth city in the year
person-birthcity-capitalofcultureyear 3 The year the birth city of e1 was declared as the European Capital of Culture was
person-birthcity-olympicswinteryear 5 The city where e1 was born hosted the Winter Olympics in the year
person-birthcity-eurovisionyear 16 The year when the birth city of e1 hosted the Eurovision Song Contest was

person-birthcountry-anthem person-birthcountry-anthem 22 The name of the national anthem of the birth country of e1 is
person-birthcountry-isocode person-birthcountry-isocode 6 The ISO 3166-1 numeric code of the country where e1 was born is
university-locationcountry-anthem university-locationcountry-anthem 101 The country where e1 is based has the national anthem named
university-locationcountry-isocode university-locationcountry-isocode 30 The ISO 3166-1 numeric code used for the country where e1 is located is
university-locationcountry-year university-locationcountry-year 7 The country where e1 is located was established in the year

person-undergraduniversity-founder person-undergraduniversity-founder 33 The person who founded the university where e1 studied as an undergrad is named
person-undergraduniversity-year person-undergraduniversity-year 25 The establishment year of the university where e1 studied as an undergrad is

city-eventyear-winner
city-eurovisionyear-nobelchem 1 In the year the Eurovision Song Contest took place in e1, the laureate of the Nobel Prize in Chemistry was
city-g7year-nobelchem 1 In the year when the G7 Summit were hosted in e1, the Nobel Prize in Chemistry was awarded to

person-birthyear-eventcity

person-birthyear-championsleaguecity 196 In e1’s year of birth, the host city of the Champions League final was
person-birthyear-capitalofculturecity 264 In the year e1 was born, the city that was named the European Capital of Culture was
person-birthyear-olympicswintercity 288 In e1’s year of birth, the Winter Olympics were hosted in the city of
person-birthyear-eurovisioncity 391 In e1’s birth year, the host city of the Eurovision Song Contest was
person-birthyear-g7city 167 In the year e1 was born, the host city of the G7 Summit was
person-birthyear-olympicssummercity 83 The city where the Summer Olympics took place in e1’s year of birth is

person-birthyear-eventcountry

person-birthyear-olympicssummercountry 7 In e1’s birth year, the Summer Olympics were hosted in the country of
person-birthyear-championsleaguecountry 35 In the birth year of e1, the Champions League final was hosted in the country of
person-birthyear-olympicswintercountry 8 In e1’s birth year, the Winter Olympics were hosted in the country of
person-birthyear-g7country 6 The country that hosted the G7 Summit in e1’s birth year is
person-birthyear-eurovisioncountry 68 The country where the Eurovision Song Contest took place in the birth year of e1 is

person-birthyear-hostleader person-birthyear-hostleader 260 The person who was the host leader of the G7 Summit in e1’s year of birth is

person-birthyear-winner

person-birthyear-nobelpsymed 655 In the birth year of e1, the Nobel Prize in Physiology or Medicine was awarded to
person-birthyear-nobelphysics 675 The winner of the Nobel Prize in Physics in the year e1 was born is
person-birthyear-nobelchem 853 In the birth year of e1, the Nobel Prize in Chemistry was awarded to
person-birthyear-nobellit 777 In the birth year of e1, the Nobel Prize in Literature was awarded to
person-birthyear-masterschampion 931 In the year e1 was born, the winner of the Masters Tournament was
person-birthyear-nobelpeace 593 The Nobel Peace Prize in the year e1 was born was awarded to

university-inceptionyear-eventcity

university-inceptionyear-championsleaguecity 14 In the year e1 was founded, the Champions League final was hosted in the city of
university-inceptionyear-eurovisioncity 17 The city that hosted the Eurovision Song Contest in e1’s inception year is
university-inceptionyear-olympicswintercity 7 The city that hosted the Winter Olympics in the inception year of e1 is
university-inceptionyear-g7city 9 In the inception year of e1, the host city of the G7 Summit was
university-inceptionyear-olympicssummercity 2 In the year e1 was founded, the host city of the Summer Olympics was
university-inceptionyear-capitalofculturecity 13 The city that became the European Capital of Culture in the founding year of e1 was

university-inceptionyear-eventcountry
university-inceptionyear-eurovisioncountry 7 The country that hosted the Eurovision Song Contest in the inception year of e1 is
university-inceptionyear-championsleaguecountry 5 The country where the Champions League final took place in the inception year of e1 is
university-inceptionyear-g7country 1 In the year e1 was founded, the host country of the G7 Summit was

university-inceptionyear-hostleader university-inceptionyear-hostleader 9 In the year e1 was founded, the host leader of the G7 Summit was

university-inceptionyear-winner

university-inceptionyear-nobellit 159 In the inception year of e1, the laureate of the Nobel Prize in Literature was
university-inceptionyear-nobelchem 156 The winner of the Nobel Prize in Chemistry in the year e1 was founded is
university-inceptionyear-nobelpeace 109 The Nobel Peace Prize in the inception year of e1 was awarded to
university-inceptionyear-nobelphysics 103 The winner of the Nobel Prize in Physics in the founding year of e1 is
university-inceptionyear-nobelpsymed 105 In the year e1 was founded, the Nobel Prize in Physiology or Medicine was awarded to

7,232

Table 3: Dataset statistics and example multi-hop test queries. The head entities are replaced with e1 to prevent
potential data leakage.

For each single-hop query, we apply string nor-1217

malization to the completion of the LLM and each1218

of the answer candidates in the answer set, which1219

is the alias of the entity. The normalization con-1220

sists of applying lowercase, removing accents, ar-1221

ticles, and spaces in abbreviations, and replacing1222

punctuation marks with spaces. The EM is 1 (cor-1223

rect) if any of the answer candidates is included1224

in the generation respecting the word boundaries,1225

and 0 (incorrect) otherwise. For the completion of1226

the multi-hop queries, the calculation of EM goes1227

through one more step of checking if the test case1228

is unusable, as detailed below.1229

C Details of Experiments1230

C.1 Details of Experimental Setting1231

Among the open-source LLMs, we evaluate Mis-1232

tral Large 2407 Instruct (123B), Small 2409 In-1233

struct (22B), and all the pretrained and instruction-1234

tuned models of Mistral Nemo 2407 (12B), Mis-1235

tral 7B v0.3 (Jiang et al., 2023), Mixtral 8x7B1236

v0.1 (Jiang et al., 2024), Qwen 2.5 (7B, 14B, 32B, 1237

72B) (Qwen Team, 2024), Qwen 2 (7B, 72B) (Yang 1238

et al., 2024a), Yi 1.5 (6B, 9B, 34B) (01.AI et al., 1239

2024) Gemma (2B, 7B) (Mesnard et al., 2024), 1240

Gemma 2 (2B, 9B) (Gemma Team et al., 2024), 1241

and OLMo (7B) (Groeneveld et al., 2024). 1242

For all open-source LLMs, we use vLLM (Kwon 1243

et al., 2023) or HuggingFace Transformers (Wolf 1244

et al., 2020) to run the inference and greedy de- 1245

coding9 All experiments are performed with 1 to 1246

8 40GB A100s using half precision. The propri- 1247

etary LLM APIs are run with the default decoding 1248

parameters. 1249

9We have also tried using random seed 0 and the decoding
parameters specified in generation_config.json of each
model in the HuggingFace Model Hub (https://hf.co). How-
ever, the performance difference was not large; in general, pre-
trained models performed slightly better with greedy decoding,
and instruction-tuned models performed slightly worse with
greedy decoding. Therefore, we chose to evaluate the models
with greedy decoding for simplification and reproducibility.
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(d) year-type bridge entity subset

Figure 6: Latent composability measured for subsets of the test queries in SOCRATES, grouped according to the
type of the bridge entity. Latent composability varies according to the bridge entity type; it is over 80% for the best
models when the bridge entity is a country, but it is around 6% when it is a year.
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(a) country-type bridge entity subset
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(c) university-type bridge entity subset
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Figure 7: CoT composability measured for subsets of the test queries in SOCRATES, grouped according to the type
of the bridge entity. CoT composability does not fluctuate as dramatically as latent composability according to the
type of the bridge entity, although the result is noisy for the city and university-type bridge entity subsets due to the
small denominator.
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Figure 8: Ratio of whether each model successfully composes the facts with latent or CoT reasoning, among the
cases where the models correctly predict the answer to both single-hop questions, excluding guessable and unusable
cases. The results are shown only when the denominator used to calculate the composability is greater or equal to
30. There are almost no cases where latent reasoning succeeds but CoT reasoning fails.

C.2 Instruction Details1250

For the LLMs that support custom system instruc-1251

tion (Claude, GPT, Mistral, Qwen), we provide1252

the instruction as the system instruction. For other1253

models, we use the instruction at the beginning of1254

the prompt with a separator of “\n\n”.1255

CoT-suppressing instruction To suppress the1256

default CoT behavior of instruction-tuned LLMs,1257

we use the instruction “Fill in the blank. Write1258

down only what goes in the blank. Do not explain 1259

your answer. The answer can consist of multiple 1260

words.” and postpend “ ___” to all test queries to 1261

measure latent composability. This prompt has the 1262

most effectively prevented the CoT-style reasoning 1263

among several different task formulations that have 1264

been manually tested. 1265

CoT-triggering instruction To trigger CoT of 1266

instruction-tuned LLMs, we use the following in- 1267

struction: “Fill in the blank. First, write the step- 1268
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by-step explanation necessary to get the solution1269

with the prefix "EXPLANATION:". After that, write1270

down the final answer with the prefix "ANSWER:".1271

For the final answer, write down only what goes in1272

the blank. The answer can consist of multiple words.”1273

and postpend “ ___” to the tested multi-hop query.1274

Internal think-step-by-step instruction We use1275

the following instruction: “Fill in the blank. Write1276

down only what goes in the blank. Think step-by-1277

step, but do it only internally and do not explain1278

it in the answer. The answer can consist of multi-1279

ple words.\n\nWhen is e1’s birth year? Use the1280

information.\n” and postpend “ ___” to the tested1281

multi-hop query.1282

Guessing the bridge entities For the first single-1283

hop facts with university-locationcountry re-1284

lations, we use the following instruction: “Guess-1285

ing from the name, what are the candidates of the1286

country where “The University of Washington” is1287

likely to be located? To be more specific, does “The1288

University of Washington” contain the name of a1289

location? If so, which country is the location in?1290

Moreover, if “The University of Washington” con-1291

tains a word of a language other than English that1292

is used in specific countries, what are the names of1293

those countries? Make sure to list the names of the1294

countries guessed solely from the name.”1295

For the first single-hop facts with1296

person-birthcountry relations, we use the1297

following instruction: “Guessing from the name,1298

what are the candidates of the country where1299

“Shohei Ohtani” was likely to be born? To be more1300

specific, what are the candidates of the country1301

where someone with the first name “Shohei” was1302

likely to be born? Likely, what are the candidates1303

of the country where someone with the last name1304

“Ohtani” was likely to be born? Make sure to list1305

the names of the countries guessed solely from the1306

person name.”1307

C.3 Additional Google Search Filter1308

For the subset of the test queries with country-type1309

bridge entities where latent composability is no-1310

tably high, we experiment with adding a Google1311

Search filter to further exclude test cases where the1312

head and answer entities appear together in any1313

of approximately 400B documents indexed by the1314

Google Search Engine. Note that such filtering is1315

aggressive and greatly reduces the number of test1316

cases usable for measuring latent composability.1317

Since the latent composability of only five models1318

is calculated with a denominator of greater or equal 1319

to 30, we calculate the average relative change of 1320

latent composability among these five models. De- 1321

noting c as the original latent composability and c′ 1322

as the latent composability on the subset with an 1323

additional Google Search filter, we calculate the 1324

average relative drop after applying Google Search 1325

as E[ c−c′

c ], and the value is minimal as 0.03. 1326

C.4 Patchscopes Experiment 1327

Using Patchscopes (Ghandeharioun et al., 2024) 1328

following the study of Biran et al. (2024), we check 1329

how often the latent representation of the bridge 1330

entity and the answer entity is constructed at the last 1331

token of the descriptive mention of the bridge entity 1332

(e.g., “the year Scarlett Johansson was born”) and 1333

the last token of the multi-hop query. 1334

The experiment is done using the following pro- 1335

cedure. First, we take a certain layer’s hidden state 1336

computed when an LLM processes a multi-hop 1337

query (the source prompt) at either the last token 1338

position of the descriptive mention of the bridge 1339

entity or the multi-hop query. Second, we feed the 1340

target prompt “StarCraft: StarCraft is a science fic- 1341

tion real-time strategy game, Leonardo DiCaprio: 1342

Leonardo DiCaprio is an American actor, Samsung: 1343

Samsung is a South Korean multinational corpo- 1344

ration, x”10 into the same LLM, with activation 1345

patching (Vig et al., 2020) of replacing a certain 1346

layer’s hidden state at the token “x” with the hid- 1347

den state taken from the source prompt. Lastly, we 1348

let the model generate the output for the target 1349

prompt with the replaced hidden state, and check 1350

if the bridge entity or answer entity is included in 1351

the model’s output. Following Biran et al. (2024), 1352

we sample three generations for each patch with 1353

a temperature of 1.0 and count it a success if the 1354

entity is included in any of the generations. 1355

Since the target prompt follows the format of 1356

“entity: entity description” where the entity descrip- 1357

tion always starts by repeating the entity, if a latent 1358

representation of the entity is clearly constructed 1359

at the multi-hop query, it should be able to gener- 1360

ate the entity from itself alone when it is patched 1361

to “x” in the target prompt. We perform activation 1362

patching from each layer of the computation of 1363

the source prompt to each layer of the computa- 1364

10We slightly modify the original target prompt used in the
work of Ghandeharioun et al. (2024) and Biran et al. (2024),
to use the description of StarCraft instead of “Syria: Syria is a
country in the Middle East”, in order to avoid any entity that
falls into the types of the bridge entity for our dataset being
used as the few-shot example and contaminating our analysis.
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Figure 9: Latent composability measured with shortcut free/prone data and evaluation. The blue bars show the
latent composability on SOCRATES evaluated with the proposed evaluation procedure, while the purple bars show
the latent composability on shortcut-prone evaluation. The results are shown only when the denominator used
to calculate the composability is greater or equal to 30. Latent composability measured with SOCRATES and the
proposed evaluation procedure is consistently lower than that measured with shortcut-prone data and evaluation
across all models, implying that overlooking shortcut exploitation can lead to an overestimation of the actual latent
composability.
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Figure 10: Latent composability measured with shortcut
free/prone data and evaluation, averaged across mod-
els shown in Appendix Figure 9. Latent composability
measured with SOCRATES and the proposed evaluation
procedure is about three times lower than the shortcut-
prone counterpart.

tion of the target layer and measure the extraction1365

rate of the entity; whether the output with the ac-1366

tivation patching contains the entity. Note that the1367

extraction is successful only when the latent repre-1368

sentation of the entity emerges sufficiently clearly1369

to be able to decode the entity only from the repre-1370

sentation itself, and thus the extraction rate can be1371

thought as a lower bound of how often the latent1372

representation of the entity is constructed by the1373

model while processing the multi-hop query.1374

Figure 11 shows how often the hidden states1375

taken from the layers at the end of the descriptive1376

mention or the end of the source prompt (y-axis)1377

generate the bridge or answer entity when patched1378

into the layers of the target prompt (x-axis), for1379

the queries with country and year-type bridge enti-1380

ties where both single hop facts are known by the1381

model. The results for other types of queries are1382

not shown due to an insufficient number of such1383

cases. The bridge entity is generated more often,1384

which suggests that the latent bridge entity repre-1385

sentations are constructed more often, for the type1386

of queries with higher latent composability (queries1387

with country-type bridge entities).1388

C.5 Emergence of Latent Multi-Hop 1389

Reasoning 1390

OLMo (Groeneveld et al., 2024) provides interme- 1391

diate training checkpoints (557 checkpoints from 1392

1K to 557K pretraining steps) and the pretrain- 1393

ing sequences that the model learns at each of the 1394

557K steps. This allows us to: (1) definitively ver- 1395

ify whether the head entity (e1) and answer entity 1396

(e3) of a multi-hop test query appear together in any 1397

single sequence during pretraining, without relying 1398

on any approximation, and (2) track the emergence 1399

of latent multi-hop reasoning ability by monitoring 1400

the model’s accuracy as training progresses. 1401

We build an ElasticSearch index using all 1402

of OLMo 7B’s pretraining sequences to check 1403

whether (e1, e2), (e2, e3), and (e1, e3) co-appear in 1404

any single training sequence that the model learns 1405

at each pretraining step. Then, for the test queries 1406

where (e1, e3) never appears across all pretraining 1407

steps, we analyze the model’s prediction accuracy 1408

for both single-hop and multi-hop queries. Dur- 1409

ing the evaluation, we exclude any test case that is 1410

guessable or unusable at any of the 557 pretraining 1411

steps. 1412

Through this evaluation procedure, we observe 1413

13 (11.8%) cases where the model successfully 1414

performs multi-hop reasoning at some point during 1415

pretraining, out of 110 cases where the model is cor- 1416

rect on both single-hop facts at some point and the 1417

model is not likely to be guessing the answer at any 1418

point during pretraining. In 12 of these 13 cases, 1419

the model begins to correctly answer the multi-hop 1420

query only after learning both constituent single- 1421

hop facts. While the number of such success cases 1422
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Figure 11: Experimental results with Mistral 7B v0.3 that apply Patchscopes (Ghandeharioun et al., 2024) to examine
whether the model constructs latent representations of the bridge entity and answer entity at the last token of the
descriptive mention of the bridge entity and the last token of the multi-hop query, for the queries with country-type
bridge entities (top) and year-type bridge entities (bottom). Latent representations of bridge entities are constructed
more often for queries with country-type bridge entities (that have higher latent composability).

is currently limited by the model’s capacity and1423

is too small for quantitative analysis, these exam-1424

ples provide direct evidence that LLMs can de-1425

velop latent multi-hop reasoning capabilities purely1426

through pretraining.1427

Figure 4 demonstrates one successful case of1428

OLMo 7B that demonstrates the emergence of la-1429

tent multi-hop reasoning ability even when e1 and1430

e3 have never co-appeared in any sequence through-1431

out pretraining. It is also noticeable that the model1432

starts to correctly predict the answer to the single-1433

hop queries after consistently seeing (e1, e2) and1434

(e2, e3) together across multiple pretraining steps.1435

This aligns with the finding of Chang et al. (2024)1436

that models learn simple facts by accumulating ob-1437

servations of the fact.1438

D Discussion1439

D.1 Importance of Considering Dataset1440

Distribution1441

Due to our co-occurrence-based filtering process1442

during dataset construction, year-type bridge entity1443

cases comprise the majority of the dataset, while1444

most test cases with other bridge entity types were1445

filtered out. However, if the dataset had been con-1446

structed with mostly country-type bridge entity1447

cases, the measured latent composability would1448

have appeared much stronger. Therefore, when1449

evaluating the latent multi-hop reasoning ability of 1450

LLMs, it is crucial to have diverse types of bridge 1451

entities, consider the distribution of the types of 1452

connected facts, and analyze performance sepa- 1453

rately for different types. 1454

D.2 Why Does Latent Composability Vary 1455

Across Bridge Entity Types? 1456

We observe that latent composability varies signifi- 1457

cantly across bridge entity types, with notably high 1458

performance when facts are connected through 1459

country-type bridge entities. 1460

Note that it is unlikely that such a suc- 1461

cess case of latent multi-hop reasoning is ob- 1462

tained due to a flaw in our dataset construction 1463

process. First, our careful dataset construction, 1464

which selects only cases where countries can- 1465

not be readily inferred (§A.3), accounts for easy 1466

guessing of countries from entity names (e.g., 1467

university-locationcountry(University of 1468

Washington) = United States). Therefore, 1469

the high latent composability of the country-type 1470

bridge entity cases does not come from the model 1471

simplifying the multi-hop query into a single-hop- 1472

like problem by easily guessing the first hop. Sec- 1473

ond, it’s unlikely to stem from insufficient filtering 1474

of co-occurrences: adding a Google Search filter 1475

to exclude cases where entities appear together in 1476

search results does not drop latent composability, 1477
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with an average relative drop of only 0.03 (details1478

in §C.3).1479

Drawing from findings in finetuning studies, e.g.,1480

(Jiang et al., 2022; Wang et al., 2024), one spec-1481

ulative explanation of what has caused LLMs to1482

develop strong composability for test queries with1483

country-type bridge entity is that country-related1484

facts might be more frequently learned in composi-1485

tion during pretraining. While these studies show1486

that exposure to fact compositions during finetun-1487

ing can improve multi-hop reasoning, we empha-1488

size that extending these findings to pretraining1489

remains an untested hypothesis that warrants future1490

investigation.1491

D.3 Why Is CoT Composability Much1492

Stronger Than Latent Composability?1493

We conjecture that the explicit generation of1494

the bridge entity is the main factor behind high1495

CoT composability. Transformer-based LLMs go1496

through a subject enrichment process that helps1497

models recall the attributes of the subject (Geva1498

et al., 2023; Gottesman and Geva, 2024). While1499

LLMs can develop latent representations of bridge1500

entities (e.g., “1984” from “the year Scarlett Jo-1501

hansson was born”) in early-middle layers (Yang1502

et al., 2024b; Biran et al., 2024; Li et al., 2024;1503

Wang et al., 2024), these representations may ap-1504

pear too late or not at all (Biran et al., 2024). In1505

contrast, when CoT reasoning generates the correct1506

bridge entity, it ensures a clear and early contextu-1507

alized representation of the bridge entity to form,1508

facilitating retrieval of the second single-hop fact.1509

Supporting this hypothesis, merely instructing1510

models to think step-by-step (Kojima and Gu,1511

2022) but only internally, thus without generating1512

the bridge entity, does not improve performance;1513

Claude 3.5 Sonnet’s latent composability remains1514

low (6.1%) even with an explicit hint to identify1515

and utilize the information of the bridge entity (in-1516

struction shown in §C.2). Moreover, 96.0% of CoT1517

failures of Claude 3.5 Sonnet stem from incorrect1518

bridge entity generation, highlighting its crucial1519

role.1520
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evaluation re-
sult

success success failure failure guessable guessable unusable

relation com-
position type

person-birthyear-winner university-
locationcountry-anthem

university-inceptionyear-
winner

person-birthyear-
eventcity

person-birthyear-winner person-birthyear-winner university-inceptionyear-
winner

relation com-
position sub-
type

person-birthyear-
nobelchem

university-
locationcountry-anthem

university-inceptionyear-
nobellit

person-birthyear-
eurovisioncity

person-birthyear-
nobelphysics

person-birthyear-
masterschampion

university-inceptionyear-
nobelpsymed

E1 {‘Ryan Cayabyab’, ‘Ray-
mundo Cipriano Pujante
Cayabyab’}

{‘Royal University of Law
and Economics’}

{‘Nyenrode Business Uni-
versity’, ‘Nijenrode’}

{‘Chalita Suansane’} {‘Turid Balke’} {‘Mario Cuenca
Sandoval’}

{‘Lagos State University’,
‘LASU’}

E2 {‘1954’} {‘Cambodia’, ‘Kingdom
of Cambodia’, ‘Kam-
puchea’, ‘Camboya’,
‘Campuchia’, ‘Kamboja’,
‘Kambodzha’}

{‘1946’} {‘1995’} {‘1921’} {‘1975’} {‘1983’}

E3 {‘Linus Pauling’, ‘Linus
Carl Pauling’, ‘Linus C.
Pauling’}

{‘Nokor Reach’} {‘Hermann Hesse’, ‘Her-
mann Karl Hesse’, ‘H.
Hesse’}

{‘Dublin’, ‘Baile Átha
Cliath’, ‘City of Dublin’,
‘Dublin city’, ‘Dublin,
Ireland’}

{‘Albert Einstein’, ‘Ein-
stein’, ‘A. Einstein’}

{‘Jack Nicklaus’, ‘Golden
Bear’, ‘Jack William Nick-
laus’, ‘William Nicklaus’,
‘Bear’, ‘Karnak’}

{‘Barbara McClintock’,
‘Eleanor McClintock’}

q(r1(e1)) Ryan Cayabyab’s year of
birth is

The country where Royal
University of Law and
Economics is based is

Nyenrode Business Uni-
versity’s inception year is

Chalita Suansane’s year of
birth is

The birth year of Turid
Balke is

Mario Cuenca Sandoval’s
birth year is

The year Lagos State Uni-
versity was founded is

completion 1954. He is a Filipino com-
poser, conductor, arranger,
and pianist. He is also
known as Mr. C.

Cambodia.
The country where Royal
University of Law and
Economics is based is
Cambodia.
The country where Royal
University of Law

1946. The university was
founded by business and
industry as a post-war ini-
tiative to help rebuild the
country. Nyenrode is

1995. She is a Thai model
and beauty pageant title-
holder who was crowned
Miss Universe Thailand
2016. She

1921. She was born in Nor-
way. She is a Norwegian
actress. She is best known
for her role as the mother
of the main

1975. He was born in
Spain. He is a Spanish ac-
tor. He is best known for
his role as the main char-
acter in the Spanish

1983.
The year Lagos State Uni-
versity was founded is
1983.
The Lagos State Univer-
sity (L

q(r2(e2)) In 1954, the laureate of the
Nobel Prize in Chemistry
was

The name of the national
anthem of Cambodia is

In 1946, the Nobel Prize
in Literature was awarded
to

The city where the Euro-
vision Song Contest took
place in 1995 is

In 1921, the Nobel Prize
in Physics was awarded to

In 1975, the winner of the
Masters Tournament was

The Nobel Prize in Physi-
ology or Medicine in 1983
was awarded to

completion Linus Pauling. He was
awarded the prize for his
research into the nature of
the chemical bond and its
application to the elucida-
tion of the structure

“Nokor Reach” which
means “Nation of Glory”.
It was adopted in 1941.
The lyrics were written by
Ch

Hermann Hesse, a
German-born Swiss
novelist and poet. Hesse is
best known for his novels
Siddhartha, Steppenw

the capital of the Repub-
lic of Ireland. Dublin is the
largest city in Ireland and
is located on the east coast
of the island. The city is
divided into two

Albert Einstein for his dis-
covery of the law of the
photoelectric effect. The
photoelectric effect is the
emission of electrons from
a metal surface when light

Jack Nicklaus. He won the
tournament for the fifth
time, and he did it in style.
Nicklaus shot a final round
of 68

Barbara McClintock for
her discovery of mobile
genetic elements.
The Nobel Prize in Physi-
ology or Medicine in 1983
was

q(r2(r1(e1))) In Ryan Cayabyab’s year
of birth, the laureate of the
Nobel Prize in Chemistry
was

The name of the national
anthem of the country
where Royal University of
Law and Economics is
based is

In Nyenrode Business Uni-
versity’s inception year,
the Nobel Prize in Litera-
ture was awarded to

The city where the Eu-
rovision Song Contest
took place in Chalita
Suansane’s year of birth is

In the birth year of Turid
Balke, the Nobel Prize in
Physics was awarded to

In Mario Cuenca San-
doval’s birth year, the win-
ner of the Masters Tourna-
ment was

The Nobel Prize in Phys-
iology or Medicine in
the year Lagos State Uni-
versity was founded was
awarded to

completion the American scientist Li-
nus Pauling.
Ryan Cayabyab was born
in 1954.
### When was Ryan C

“Nokor Reach” (Mother-
land).
The national anthem of
Cambodia was adopted in
1941.

the French author Albert
Camus. The jury praised
Camus for his "clear-
sightedness, which illumi-
nates the problems of the
human conscience

the host city of the 2018
edition.
Chalita Suansane repre-
sented Thailand at the
2016 Eurovision Song

Albert Einstein for his dis-
covery of the law of the
photoelectric effect.
In the birth year of Turid
Balke, the Nobel Prize in

Jack Nicklaus.
The year was 1966.
Cuenca Sandoval, a senior
at the University of North

the following scientists:
- 1983: Barbara McClin-
tock, for her discovery of
mobile genetic elements. -
19

q(r2(∅)) In the year, the laureate of
the Nobel Prize in Chem-
istry was

The name of the national
anthem of the country is

In the year, the Nobel
Prize in Literature was
awarded to

The city where the Euro-
vision Song Contest took
place in the year is

In the year, the Nobel
Prize in Physics was
awarded to

In the year, the winner of
the Masters Tournament
was

The Nobel Prize in Phys-
iology or Medicine in the
year was awarded to

completion awarded to the German
chemist Richard Kuhn for
his work on carotenoids
and vitamins.
The Nobel Prize in Chem-
istry

“The Star-Spangled Ban-
ner”. The lyrics of the
national anthem of the
United States of America
were written by Francis
Scott Key and the music

the French writer Jean-
Marie Gustave Le Clézio.
The Nobel Prize in Litera-
ture 2008 was awarded to

the city of the Eurovision
Song Contest. The Euro-
vision Song Contest is a
song contest held annu-
ally among the member
countries of the European
Broadcasting

Albert Einstein for his
work on the photoelectric
effect. The photoelectric
effect is the phenomenon
in which electrons are
emitted from a material
when it

Tiger Woods. The Masters
Tournament is one of the
four major championships
in professional golf. It is
held annually at the Au-
gusta National Golf Club
in

three scientists for their
work on the immune sys-
tem.
The Nobel Prize in Phys-
iology or Medicine in the
year was awarded to three
scientists for their

q(r2(r1(∅))) In the person’s year of
birth, the laureate of the
Nobel Prize in Chemistry
was

The name of the national
anthem of the country
where the university is
based is

In the university’s incep-
tion year, the Nobel Prize
in Literature was awarded
to

The city where the Euro-
vision Song Contest took
place in the person’s year
of birth is

In the birth year of the
person, the Nobel Prize in
Physics was awarded to

In the person’s birth year,
the winner of the Masters
Tournament was

The Nobel Prize in Physi-
ology or Medicine in the
year the university was
founded was awarded to

completion the American chemist
Theodore William
Richards. He was awarded
the prize for his accurate
determination of the
atomic weight of a num-
ber of chemical elements.

“God Save the Queen”.
## What is the national an-
them of the UK?
The national anthem of the
United Kingdom is

the university’s first pro-
fessor of literature, Carl
David af Wirsén.
The Nobel Prize in Liter-
ature is awarded by the
Swedish Academy,

the most popular place to
be born in the UK, accord-
ing to new research.
The study, by the Of-
fice for National Statistics
(ONS), found

the American physicist
Arthur Ashkin for the in-
vention of optical tweezers
and their application to bi-
ological systems.
The Nobel Prize in Chem-
istry

Jack Nicklaus.
The winner of the U.S.
Open was Tom Weiskopf.
The winner of the British
Open was Lee

the German physiologist
Emil von Behring for his
work on serum therapy,
particularly its application
against diphtheria, but it
was not

Table 4: Example test cases, the corresponding completions of Qwen 2 72B, and the evaluation results. For all
examples, the answers to both single-hop queries are correctly predicted. The green texts highlight correctly
predicted answers. The red parts highlight the reasons for the negative results: failure, guessable, and unusable. The
guessable and unusable cases are excluded from the evaluation of latent composability. These example test cases
are not included in SOCRATES to prevent potential dataset leakage.
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