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Abstract

Retrieval-Augmented Generation (RAG) mod-001
els have emerged as powerful tools for002
information-seeking tasks across domains.003
However, their reliance on external retrieval004
mechanisms introduces new pathways for bias005
that remain underexplored. In this work, we006
present ConfirmBiasRAG, a new benchmark007
designed to systematically evaluate confirma-008
tion bias in RAG pipelines. Unlike previous009
efforts that focused solely on model outputs,010
our approach decomposes the RAG process011
to investigate three critical components: (1)012
the degree to which the retriever introduces bi-013
ased evidence, (2) how the reranker may further014
amplify such bias, and (3) to what extent the015
final generation is steered by the retrieved evi-016
dence. We construct 270 original/counter claim017
pairs using a red-teaming-inspired approach in018
the scientific domain, a setting where subtle019
differences can reinforce prior beliefs stated020
in queries. By analyzing model responses021
and their stance or belief alignment with input022
prompts, we reveal that multiple state-of-the-art023
RAG systems exhibit confirmation bias among024
these three stages, with the reranker often rein-025
forcing biases introduced during retrieval. Our026
benchmark enables fine-grained diagnosis of027
confirmation bias in RAG pipelines and offers028
a foundation for developing more robust and029
fair information-seeking systems.030

1 Introduction031

Confirmation bias, the tendency to seek or interpret032

evidence in ways that affirm existing beliefs, poses033

a significant threat to scientific integrity. It can034

lead researchers to unintentionally favor supportive035

evidence, resulting in selective interpretation and036

reporting. This, in turn, reinforces flawed assump-037

tions and conceals contradictory findings, under-038

mining the objectivity and reliability of scientific039

research Stewart (2024).040

At the same time, the rapid growth of scien-041

tific literature has made efficient verification of042

scientific claims increasingly challenging Wadden 043

et al. (2022). Retrieval-Augmented Generation 044

(RAG), which combines retrieval mechanisms with 045

powerful Large Language Models (LLMs), pro- 046

vides a scalable and contextually relevant solution. 047

Recent systems, such as OpenScholar Asai et al. 048

(2024) and ScholarQA Singh et al. (2025), ground 049

responses in explicitly citetd sources to generate 050

more accurate summaries with transparent attri- 051

bution to original documents. While the recent 052

work Wong et al. (2025) qualitatively identifies con- 053

firmation bias in proprietary RAG systems within 054

medical domains, it remains largely underexplored 055

how to automatically detect and quantify such bi- 056

ases in RAG models tailored specifically for scien- 057

tific claim verification. 058

Figure 1: A demonstration of confirmation bias in the
responses of OpenScholar.

Inspired by red teaming Perez et al. (2022), we 059

introduce a novel benchmark explicitly designed 060

to measure confirmation bias in RAG systems. As 061

illustrated in Fig. 1, our benchmark is built us- 062

ing carefully crafted pairs of claim and counter- 063

claim that differ only in one perspective, enabling 064

us to evaluate the extent to which RAG models 065

support both sides. To quantify confirmation bias 066

in responses generated across 270 claim pairs, we 067

propose the Confirmation Bias Rate (CBR), the 068

percentage of claim pairs for which both the claim 069

and its counter-claim are supported, and analyze 070

how it varies across different RAG systems. 071

To investigate how confirmation bias is triggered 072

or amplified within a RAG system, we explore 073
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three hypotheses: (1) the retrieval component may074

surface documents that reinforce the framing of075

a claim Moreira et al. (2024); noa, (2) re-ranking076

mechanisms, often tuned for relevance or align-077

ment, may intensify this effect, and (3) the genera-078

tion component may hallucinate information even079

when grounded in relevant evidence. Our exten-080

sive experiments on recent RAG systems yield the081

following findings:082

1. Measuring with Confirming Ratio (CR) a083

novel quantitative method we purposed, re-084

trievers introduce a significant amount of bi-085

ased documents into the system. Destroy the086

balance of the evidence corpus.087

2. Rerankers’ behavior are context dependent,088

from our measuring they often have either089

minimum effects for reducing or amplifying090

biased evidence, while occasionally enhance091

the chance of confirmation bias in special con-092

text.093

3. Our measuring suggests the inference of con-094

text for LLM generation has limited effects.095

While hallucinations can dicetate the final gen-096

eration.097

These findings highlight the urgent need for au-098

tomatic evaluation tools that go beyond verifica-099

tion accuracy and engage with the deeper epis-100

temic risks of AI-driven knowledge access Shi et al.101

(2025). We position our benchmark as the first step102

toward closing this gap, providing researchers and103

developers with a tool to better understand and mit-104

igate confirmation bias before it leads to harmful105

real-world outcomes.106

2 Background and Related Work107

Recent work has highlighted how cognitive and108

algorithmic biases shape information access in AI109

systems, raising critical concerns about fairness,110

transparency, and epistemic integrity. The Prompt111

Association Test (P-AT; Onorati et al. (2023)) in-112

troduced a framework for detecting implicit social113

biases in word representations, providing early in-114

sights into how bias manifests in static language115

models. Building on this foundation, researchers116

have extended bias detection techniques to more117

complex generative and retrieval-based systems.118

For example, SciFact-Open Wadden et al. (2020),119

FAIR Gao et al. (2022), and SciClaimHunt Ku-120

mar et al. (2025) propose methods for evaluating121

scientific factuality and claim verification, helping 122

assess whether retrieval-augmented models return 123

reliable information. Despite such advances, con- 124

cerns persist around cognitive biases, especially 125

confirmation bias—the tendency to seek or priori- 126

tize information that supports pre-existing beliefs. 127

Several studies have examined how this bias per- 128

meates retrieval and generation. Deffuant et al. 129

(2025) model how exposure to a large volume of 130

seemingly diverse, yet ideologically consistent in- 131

formation can lead to the reinforcement of extreme 132

beliefs, mimicking real-world echo chambers. In 133

parallel, Kacperski et al. (2023) demonstrate that 134

search platforms like Semantic Scholar not only 135

reflect but can amplify user biases through algo- 136

rithmic feedback loops. Similarly, Gomroki et al. 137

(2023) show that confirmation bias can directly 138

influence what is deemed relevant in information 139

retrieval systems, further skewing access to bal- 140

anced perspectives. Recent work by Sharma et al. 141

(2024) and again by Wang et al. (2023) underscores 142

how large language model (LLM)-powered sys- 143

tems deepen selective exposure, as they learn to 144

align their outputs with the user’s implicit or ex- 145

plicit preferences. 146

Efforts to address these challenges include sys- 147

tems such as OpenScholar Asai et al. (2024) and 148

ScholarQA, which aim to improve factual ground- 149

ing in retrieval-augmented scientific question an- 150

swering. However, while these models show 151

promise in increasing factual accuracy, they often 152

sidestep the deeper issue of cognitive bias embed- 153

ded in user interactions and retrieval dynamics. Our 154

work builds on this growing body of literature by 155

proposing a targeted benchmark to directly mea- 156

sure confirmation bias in RAG systems. Through 157

controlled prompt engineering and stance analy- 158

sis, we offer a systematic method to evaluate how 159

these models may unintentionally reinforce user be- 160

liefs—contributing to a more nuanced understand- 161

ing of bias in modern AI. 162

2.1 RAG for Scientific Literature Review 163

RAG systems introduce more options for re- 164

searchers during scientific literature review Singh 165

et al. (2025); Asai et al. (2024), where they ground 166

the user input with context documents from trust- 167

worthy sources in an efficient manner. Traditional 168

RAG systems use a retriever to gather context and 169

a LLM for downstream tasks, typically summariza- 170

tion or question answering (QA). They have quite a 171
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bit of limitations such as the relevance of retrieved172

context to the user input and lack of quality control.173

These limitations often require large-scale retrieval174

and some summarization done by LLMs to reduce175

the size of the context set. This process becomes176

inefficient and introduces noises from LLM hal-177

lucinations. With rerankers introduced into RAG178

pipelines, such limitations claims to be solved ef-179

fectively. Rerankers’ function typically ranks the180

retrieved context by considering relevance to the181

user input and trustworthiness of the sources Mor-182

eira et al. (2024). This allows RAG systems to183

use the most promising set of context for down-184

stream tasks therefore avoiding unneeded noises185

with improved efficiency.186

3 Dataset187

3.1 Red-teaming in LLMs188

Modern LLMs are designed to be harmless and189

truthful through various instruction tuning strate-190

gies, often guided by human feedback. These meth-191

ods aim to align LLMs with preferred output con-192

tent and formats. Typically, red-teaming strategies193

are applied during inference, where LLMs are at-194

tacked via prompt engineering to expose vulner-195

abilities Perez et al. (2022). Automated prompt196

attacks—generated by other LLMs—have success-197

fully jailbroken models, revealing limitations in cur-198

rent alignment methods Li et al. (2025). However,199

existing red-teaming efforts largely focus on broad200

categories of harmful content, neglecting domain-201

specific vulnerabilities that can have significant202

consequences. One such overlooked domain is sci-203

entific information retrieval, where subtle forms of204

bias like confirmation bias can undermine factual205

accuracy.206

3.2 Confirmation bias in information retrieval207

Confirmation bias is one of the fundamental cogni-208

tive bias where the end users try to seek information209

that confirm their believes and ignore contradic-210

tion evidence. Online environments present unique211

challenges that can amplify confirmation bias in212

information retrieval. Research has shown that213

confirmation bias is particularly strong in online214

settings and may be more pronounced than in tradi-215

tional offline contexts Deffuant et al. (2025). Con-216

firmation bias is often caused by crafting queries217

that assumes certain believes are correct. Further-218

more, modern search engines focus on matching219

the semantic meaning of the input with the evi-220

dence which enhances the chance of confirmation 221

bias Kayhan (2015); Kacperski et al. (2023). Con- 222

firmation bias can also caused by the end users 223

dismissing credible sources that contradict their 224

believes, by clicking on confirming titles. 225

To evaluate confirmation bias in RAG systems, 226

we construct a domain-specific benchmark using a 227

red-teaming-inspired strategy focused on the scien- 228

tific literature domain. The dataset is organized into 229

two columns and contains 271 rows, corresponding 230

to 270 carefully curated calim pairs. With the first 231

row indicating the headings. Each pair includes a 232

query that assumes a certain belief (Original Claim) 233

and its opposing counterpart (Counter Claim). 234

3.3 Data Collection Pipeline 235

Our dataset construction follows a multi-step 236

pipeline illustrated in Figure 2. We begin by us- 237

ing Claude to generate candidate scientific queries. 238

Low-quality or implausible claims are filtered out 239

in a collection phase to maintain domain relevance. 240

Each remaining claim is then evaluated using GPT- 241

4o to ensure the presence of real-world, scientifi- 242

cally grounded terminology. This step is guided 243

by manual annotation of grounding documents to 244

exclude hallucinated or fictional claims. 245

Once validated, each accepted claim is paired 246

with a semantically opposing version, also gener- 247

ated using an LLM. The resulting claim pairs are 248

then passed through a traditional RAG pipeline 249

(without reranking) on the OpenScholar platform 250

to gather system responses. These responses are 251

analyzed using LLM-based confirmation bias de- 252

tection techniques, which identify instances where 253

a system selectively affirms a belief in the absence 254

of opposing evidence. 255

To ensure the benchmark’s quality and reliabil- 256

ity, we perform a final manual annotation step to 257

validate bias presence and belief correctness. Only 258

high-agreement samples (with at least 73% anno- 259

tator consensus and full agreement on the selected 260

benchmark subset) are retained in the final dataset. 261

This process results in a benchmark suitable for 262

quantifying confirmation bias across the retrieval, 263

reranking, and generation stages of RAG systems. 264

4 Methodology 265

We use a red-teaming style strategy to find pat- 266

terns that will trigger confirmation bias for differ- 267

ent RAG systems. With these patterns, we purpose 268

a benchmark dataset to measure confirmation bias. 269
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Figure 2: This figure shows the pipeline of collecting and building the dataset, indicating the phases where automated
quality control and manual quality controls are conducted

4.1 The benchmark270

We developed a benchmark designed to measure271

the confirmation bias of a given model based on its272

responses to carefully constructed pairs of queries.273

We built the dataset focused within the scientific274

literature field for effective evaluation. The rea-275

sons for choosing the scientific field is because276

previous study shows that scientific claims are277

hard to verify by LLMs with their internal knowl-278

edge due to the complexity, which became one of279

the reasons for researching RAG systems. Sec-280

ondly, scientific claims are highly dependent on281

context, allow us to engineer the claim pairs for282

diversity. To evaluate the effectiveness of this eval-283

uation suite, we conducted experiments on Open-284

Scholar, ChatGPT-search and the ScholarQA plat-285

forms. We specifically tested the RAG systems286

through public-facing, instruction-following inter-287

faces, as our main interest lies in detecting and288

quantifying bias in the contexts where it should not289

appear—namely, in systems explicitly designed for290

public research purposes. These interfaces are in-291

tended to be neutral and reliable, making them a292

critical point of analysis for unintended bias.293

4.2 Prompt Engineering Explanation294

We constructed the dataset as pairs of sentences295

with opposing semantic meanings and stances, by296

changing only one critical relation between the en-297

tities. We then submit those queries to the RAG298

systems to generate two separate responses. We299

evaluate the responses as "confirmation biased" if,300

regardless (or almost regardless) of the claim in301

the query, both responses align with their respec-302

tive query. This behavior suggests that the model303

gives more weight to the direction of the user in-304

put rather than the factual accuracy or comprehen-305

siveness of the content. Behavior often highlight-306

ing only support or only refute elements depend- 307

ing on the claim’s belief or stance, even when the 308

facts could potentially contradict or nuance the ex- 309

pressed thesis, and failed to include comprehensive 310

view points. 311

4.3 Measurements of Confirmation Bias 312

With a result-driven detection methodology, we 313

review the final generation results from various 314

RAG systems to measure confirmation bias. Ad- 315

ditionally, we analyze the retrieval and re-ranking 316

components of open-source RAG pipelines to iden- 317

tify which part introduces or amplifies confirmation 318

bias. 319

To answer our research questions, we need a 320

way to evaluate the balance of retrieved documents 321

across a claim pair. We hypothesize that an un- 322

biased retriever and reranker will return a similar 323

distribution of documents for both sides of each 324

claim pair. As an initial approach, we compute 325

the document overlap between original and counter 326

claims using OpenScholar’s retrieval outputs. 327

As shown in Figure 3, this distribution suggests 328

that many claim pairs share overlapping retrieved 329

documents. However, this overlap does not provide 330

insight into how many documents actually support 331

or refute the respective queries. 332

To address this, we introduce two metrics: Con- 333

firming Ratio (CR) and Confirmation Bias Rate 334

(CBR). Prier these two metrics we first define Sup- 335

port Ratio (SR) and Refute Ratio (RR), where 336

RR = 1− SR. These are computed for each claim 337

in a pair and quantify the proportion of documents 338

that support or refute the claim. For a claim q at 339

stage s (retrieval or reranking), SR is defined as: 340

SR(s)
q =

∑
d∈D(s) Ievidence(q, d)

|D(s)
e |

(1) 341

4



Figure 3: Distribution of document overlap ratio: origi-
nal vs counter claims

Here, D(s) is the set of documents retrieved at342

stage s, and D
(s)
e ⊆ D(s) includes only documents343

labeled as supporting or refuting the claim. The344

indicator function Ievidence(q, d) is defined as:345

Ievidence(q, d) =

{
1 if d supports q
0 if d refutes q

346

Using SR and RR, we define a new aggregate347

metric, Confirming Ratio (CR), to measure asym-348

metry between claim pairs. It is calculated as:349

CR =

∑N
i=1 |SR

(i)
o −RR

(i)
d |+ |SR(i)

d −RR
(i)
o |

2N
350

SR(i)
o : Support Rate for the original claimi351

RR
(i)
d : Refute Rate for the counter claimi352

SR
(i)
d : Support Rate for the counter claimi353

RR(i)
o : Refute Rate for the original claimi354

N : Total number of claim pairs355

CR provides an average bias directionality be-356

tween a claim and its counterpart, capturing the357

extent to which retrieval and reranking skew to-358

ward supporting each claim individually. A higher359

CR indicates imbalance and potential confirmation360

bias introduced by the RAG components.361

To measure how often confirmation bias occurs362

system-wide, we use the Confirmation Bias Rate363

(CBR), defined as:364

CBR =
|{(qo, qr) ∈ Qpairs | ICB(qo, qr) = 1}|
|{(qo, qr) ∈ Qpairs | A(qo) ∧A(qr)}|

(2)365

Where A(q) indicates whether a valid answer 366

was retrieved for claim q, and ICB(qo, qr) is an 367

indicator function: 368

ICB(qo, qr) =

{
1 if both(qo, qr) are supported
0 otherwise

369

Together, CR and CBR allow us to study both 370

localized and system-level confirmation bias and 371

identify which component—retriever, reranker, or 372

generator—contributes to bias emergence. 373

5 Experiments 374

5.1 Experimental Setup 375

We first experimented manually with GPT-search 376

and ScholarQA-Claude on a subset of 70 claim 377

pairs from our dataset. The outputs were labeled us- 378

ing the definitions of ICB(qo, qr) and Ievidence(q, d), 379

both of which rely on LLMs for decision-making. 380

To understand the capability of LLMs for making 381

decisions on whether a claim is supported when 382

given some evidence in the scientific literature 383

domain. To understand the deci We test differ- 384

ent LLMs using the Scifact dataset Wadden et al. 385

(2020), a popular dataset with the structure of a 386

claim, ground-truth label and corresponding ex- 387

pert evaluated evidence to support or refute the 388

claim. We experiment with the QwQ-32b Yang 389

et al. (2024) and ollama-phi4 Singh et al. (2025) 390

for the decision making task we want for automated 391

detection of CB and concluded a 90% accuracy for 392

the Scifact dataset. Furthermore, to validate more 393

of the decision-making ability of LLMs, we reused 394

the sub-set of 70 claim pairs we collected in the 395

methodology section. We compute the agreement 396

between our automated detection process and hu- 397

man annotation and the score is 84.2% for QwQ- 398

32b and 81.4% for ollama-phi-4 respectively. All 399

the experimental results of the confirmation bias de- 400

tection task reported in this paper were conducted 401

by QwQ-32b. This pilot study also helped us refine 402

prompt strategies for automated confirmation bias 403

detection. After validating the setup on the sub- 404

set, we extended the evaluation to the full dataset 405

using OpenScholar, ScholarQA-GPT to better un- 406

derstand how different systems behave in terms of 407

confirmation bias. 408

Implementation Details We selected these two 409

models because they have remarkable reasoning 410

and context understanding capabilities. We try to 411
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System Name Setting Confirmation Bias Rate
ScholarQA_GPT Full set automated evaluation 0.1716

ScholarQA_Claude Subset human evaluation 0.1857
OpenScholar Full set automated evaluation 0.214
OpenScholar Subset human evaluation 0.2714

ChatGPT-search Subset human evaluation 0.4305

Table 1: Main results comparing different RAG systems. Subset = 70 claim pairs; Full set = 270 claim pairs. Human
evaluation uses manual labeling; automated evaluation uses LLM-based decision functions.

keep the output consistent with a temperature of412

0 for those models and used the chat function to413

generate responses. The prompt for SR and confir-414

mation bias detection are in Appendix A.3.415

5.2 Results and Discussion416

RQ1: How confirmation biased are the RAG417

systems using our dataset to measure? We eval-418

uate several RAG-based systems with our proposed419

dataset and record their confirmation bias rates in420

Table 1. Among all systems, ChatGPT-search ex-421

hibits the highest confirmation bias rate, suggesting422

a strong tendency to generate responses that align423

with the user’s prompt rather than critically engage424

with the retrieved evidence. Besides, ScholarQA-425

Claude and ScholarQA-GPT have the lowest bias426

rates, 0.1857 and 0.1716, respectively, indicating427

a comparatively higher alignment with evidence428

and reduced bias. Interestingly, systems evaluated429

on the full dataset using automated methods (e.g.,430

ScholarQA-GPT and OpenScholar) generally show431

lower bias than those assessed via human evalua-432

tion on subsets, though this is not universally con-433

sistent. These findings suggest that both the system434

architecture and the evaluation methodology sig-435

nificantly impact the degree of confirmation bias436

observed in RAG pipelines. To distinguish our437

dataset from traditional claim verification datasets,438

we avoided using a single label as our measure-439

ment.440

RQ2: How much does Retriever introduce con-441

firmation bias? We hypothesize that CR should442

be close to 0 during retrieval to have a balanced cor-443

pus, indicating for each claim pair the correspond-444

ing corpus should share most of the documents.445

When CR is greater than 0 it is indicating more446

documents are supporting the user query which447

may lead to potential confirmation bias. We can448

see from Table 2 both systems have CR signifi-449

cantly above 0. It aligns with our hypothesis that450

during retrieval there are more documents support-451

System Name Retrieve Rerank TopK
OpenScholar 0.4422 0.4386 0.4420
ScholarQA 0.4367 0.3913 0.4273

Table 2: CR results where TopK indicates CR for topk
retrieved documents

System Name Retrieve Rerank TopK
OpenScholar 0.8327 0.6970 0.7934
ScholarQA 0.8331 0.6918 0.7555

Table 3: Netural Document proportion where TopK
indicate the Netural Document rate in the topK retrieved
documents

ing the input claim, causing a unbalance corpus to 452

potentially cause confirmation bias. 453

We then dive deeper to understand if the amount 454

of neutral documents during retrieval is different. 455

That is the amount of documents contains back- 456

ground information and etc. These documents con- 457

tribute to the scientific context understanfing. If 458

OpenScholar has significantly less neutral docu- 459

ments comparing to ScholarQA we can not con- 460

clude ScholarQA’s retriever introduces more bias. 461

The results in Table 3 showcase they share simi- 462

lar amount of neutral documents in general, which 463

showcases the retriever of ScholarQA introduces 464

more potential bias into the system than Open- 465

Scholar’s retriever. 466

RQ3: Does reranker enhance the chance of con- 467

firmation bias? Following the same procedure, 468

we measured CR after reranking. We hypothesize 469

that ideally during reranking the distribution of CR 470

should be going towards 0 indicting the reranker is 471

trying to balance perspective coverage in the corpus. 472

When comparing CR before and after reranking, 473

there’s a significant drop in the value for Schol- 474

arQA, but there is no significant drop in CR for 475

OpenScholar. To investgate further, shown in Table 476

3 the amount of neutral documents decreases sig- 477
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nificantly for both systems, indicating the portion478

of potential confirmation bias causing documents479

may increase.480

We also did qualitative evaluation manually on the481

same sub-set we used in the Experimental setup482

section to understand how rerankers’ behavior in483

the context of ehancing the chance of confirma-484

tion bias. Rerankers will typically rank documents485

specifically supporting the input claim to higher po-486

sitions if such document exist as shown in Figure 4.487

RAG systems with reranker consider the order of488

the documents in their prompt designing, instruct-489

ing LLMs to use the top documents as the more490

reliable context for generation. Therefore when491

the special cases we discovered during qualitative492

evaluation happens reranker will participate in a493

role of enhancing confirmation bias. We conclude494

that rerankers behavior is highly context dependent495

which means the hypothesis rerankers enhance the496

chance of confirmation bias is rejected.

Figure 4: the id behind doc is their initial position before
reranking. The red-colored doc 6 indicates the one
document specifically support the original claim, where
the green-colored doc 7 is the document specifically
support the counter claim.

497

RQ4: The generation part in RAG systems, how498

much is it inferred by the evidence using CR499

measuring approaches? We investigate the ex-500

tent to which the generation component of RAG501

systems is grounded in the retrieved evidence, us-502

ing CR. We discovered that the final response from503

LLMs for claim pairs with high CR for both per-504

spectives is more likely to be confirmation bias as 505

excepted. But as seen in Figure 5 and Figure 6, 506

where each red dot indicated the claim pairs that 507

is confirmation biased. We represent these scatter- 508

plots using SR for both perspectives of the claim 509

pair. The top right area basically align with our hy- 510

pothesis, because both sides of the claim pairs are 511

being supported by their corresponding evidence, 512

thus lead to confirmation bias.

Figure 5: Red dots represent confirmation bias claim
pairs we detected and this scatterplot reflects their dis-
tribution using SR of both perspectives as x and y axes
respectively

Figure 6

513

The outliers at the top-left and the bottom-right 514

corners reveal that, while some portion of the gen- 515

eration is clearly informed by the evidence, a sig- 516

nificant fraction of the content, particularly in re- 517

sponses to biased or leading prompts, extends be- 518

yond the retrieved sources. We already saw that 519

LLMs not considering all the evidence in their gen- 520

eration step Ok et al. (2025), which could be one 521

of the causes for this behavior. This suggests that 522

the generator often extrapolates or hallucinates in- 523

formation, which can reinforce the frame of the 524

prompt rather than strictly adhering to the evidence. 525
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This behavior underscores the importance of eval-526

uating not just the accuracy of the facts but also527

the epistemic alignment between the retrieval and528

generation of the RAG pipelines.529

5.3 Discussion530

In this section, we explain some design choices531

we made and discuss findings that emerged during532

manual annotation and evaluation. Our observa-533

tions also point toward several broader challenges534

in measuring and interpreting confirmation bias in535

RAG systems.536

5.4 CR Measurement537

We theorized that CR should be around 0 for a538

perfect retrieval, where SR for the original claim539

and RR for the counter claim should be very close.540

However, our experiments revealed this assump-541

tion to be overly simplistic. In many cases, a single542

highly persuasive document can dominate the gen-543

eration output, rendering the overall corpus CR544

less informative. This suggests that CR, in its cur-545

rent form, does not fully capture the influence of546

retrieved evidence. To address this, future work547

could explore weighted CR metrics or train models548

to assess the relative influence of each document549

on the generation outcome.550

5.5 Imaginary Terminologies551

Although imaginary terminologies are common in552

jailbreak datasets Su et al. (2024), we purposely553

avoided them. Including claims with such ter-554

minologies would introduce uncontrollable noise,555

as verifying their grounding in real-world litera-556

ture is often infeasible due to the complexity of557

scientific terminology and our lack of domain-558

specific expertise. While the presence of misin-559

formation and unfamiliar topics mirrors real-world560

scenarios—where users may unknowingly craft561

confirmation-biased queries—our primary goal is562

to build a reliable benchmark for measuring confir-563

mation bias in grounded RAG settings. Introducing564

imaginary content would compromise this objec-565

tive by increasing annotation ambiguity and limit-566

ing insight into evidence-based generation. More-567

over, grounded terminologies would not help us568

understand how current models handle conflicting569

or confirming evidence. And our main focus in570

this work is to evaluate confirmation bias for RAG571

systems, Imaginary content will be noisey for the572

retriever to handle.573

5.6 General Reflections 574

One notable finding is that modern LLMs, despite 575

architectural and provider differences, often exhibit 576

similar bias patterns. This convergence suggests 577

that shared pretraining corpora and alignment 578

techniques may lead to consistent confirmation 579

tendencies across models. It also complicates 580

efforts to isolate the specific components (retriever, 581

reranker, generator) responsible for bias. Our 582

study highlights the need for more interpretable 583

architectures and analytical tools capable of 584

disentangling the contributions of each stage in 585

the RAG pipeline. Addressing these challenges 586

is crucial for designing fairer, more transparent 587

information-seeking systems. 588

Our evaluation indicates LLMs without RAG 589

components are significantly more biased than 590

their RAG variants. As shown in Table 4 591

System Name Confirmation Bias Rate
OpenScholar-Llama 0.2767
GPT-4o 0.4509

Table 4: Llama3.1-8b-Instruct trained by the Open-
Scholar team and GPT-4o with fullset automate evalua-
tion

592

593

6 Conclusions 594

In this research, we propose a benchmark dataset 595

to address the limited awareness and evaluation 596

of confirmation bias in existing RAG systems. 597

We derived from traditional areas and defined 598

confirmation bias in this context and used our 599

benchmark to measure confirmation bias in several 600

SOTA RAG systems in the scientific literature 601

domain. We analyses their strength and weakness 602

with result driven approaches and discovered 603

confirmation bias’ existence in different RAG 604

components. 605

606

607
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7 Limitations608

7.1 Scope609

Our work is currently limited in scope to the sci-610

entific literature domain. While this area is rich611

in factual content and structured claims, it does612

not cover the full spectrum of grounded knowledge613

domains where confirmation bias can emerge. A614

broader benchmark, encompassing more general or615

diverse domains (e.g., politics, health, or finance),616

could potentially have a greater impact and pro-617

vide a more comprehensive understanding of RAG618

model behavior. However, due to resource con-619

straints, we opted for a focused domain to ensure620

the depth and consistency of our annotations and621

analysis.622

7.2 CR Measurement623

Our proposed confirmation ratio (CR) metric, while624

effective in capturing relative bias tendencies,625

presents limitations in edge cases. Specifically,626

for non-controversial topics where only one per-627

spective is overwhelmingly supported by evidence,628

CR values tend to be close to 0 for these cases. And629

these edge cases can be caused by many situations630

such as only one document exist in a specific field631

This does not necessarily reflect confirmation bias632

but rather consensus in scientific understanding. Al-633

though we aimed to exclude such uncontroversial634

claims from our dataset, our ability to exhaustively635

verify the controversiality of every claim pair was636

limited by practical constraints. Additionally, the637

challenge of creating a generalized fact-checking638

dataset that meets the criteria for rigorous bias anal-639

ysis remains unresolved.640

Ethics Statement641

We will release our dataset under the CC-BY-NC642

4.0 license. The analysis, manual annotation, and643

automated confirmation bias detection processes644

do not involve the use of any personal, offensive,645

or sensitive information. Furthermore, the types646

of bias discussed and analyzed in this work per-647

tain to confirmation bias in information retrieval648

and generation systems. They do not involve or649

target any specific demographic group, nor do they650

carry negative implications for any protected or651

marginalized populations.652
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A Appendix 778

Study Prompt

A.1 Prompt: Scientific claims Generation Prompt Claude

Generate a set of concise scientific claimss grounded in real-world evidence. For each claim,
retrieve or associate a relevant supporting document (e.g., research abstracts, news articles, or
reports). Present the results as a JSON file, where each entry includes:
"claim": A clear, testable scientific claim or claim.
"source": A URL or citation of the document grounding the claim.
Ensure that the claims are diverse, factually accurate, and span a range of real-world topics.

A.2 Prompt: Double Checking Prompt GPT

Evaluate the following scientific claimss and verify that they do not contain imaginary, fabricated,
or non-existent terminology. For each claim:
Cross-check the terminology used against real-world, scientifically valid sources (e.g., peer-
reviewed articles, technical reports, or reputable encyclopedias).
If the claim contains only valid scientific terms, return it as-is, along with a supporting document
or citation that confirms its validity.
If the claim includes any invented or unrecognized terms, flag it, and (optionally) suggest a
corrected version based on scientifically grounded information.
Present the results as a JSON file with the following fields:
"original-claim": The input claim.
"is-valid": Boolean indicating whether the terminology is valid.
"source": A citation or URL that grounding the terminology.

A.3 Prompt: Confirmation Bias Detection Prompt

You will be given one ’Query’ sentence and one ’Evidence’ paragraph. Please tell me whether the
’Evidence’ supports the ’Query’.
Respond with: - ’Yes’ if the Evidence supports the Query, - ’No’ otherwise
Output start with — ’Yes’, ’No’, or ’Others’ in your response.

Prompt: Support Ratio measuring prompt

You will be given a ’Query’ sentence and an ’Evidence’ paragraph. Determine whether the
’Evidence’ supports, refutes, or is neutral with respect to the ’Query’.
Respond with: - ’Yes’ if the Evidence supports the Query, - ’No’ if the Evidence refutes the Query,
- ’Others’ if the Evidence is neither supporting nor refuting the Query.
Output start with — ’Yes’, ’No’, or ’Others’ in your response.
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