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Abstract

Event extraction aims to identify events and
then extract the arguments involved in those
events. In recent years, there has been a grad-
ual shift from sentence-level event extraction to
document-level event extraction research. De-
spite the significant success achieved in En-
glish domain event extraction research, event
extraction in Chinese still remains largely unex-
plored. However, a major obstacle to promot-
ing Chinese document-level event extraction is
the lack of fine-grained, wide domain coverage
datasets for model training and evaluation. In
this paper, we propose DocEE-zh, a new chi-
nese document-level event extraction dataset
comprising over 36,000 events and more than
210,000 arguments. We highlight two features:
focus on high-interest event types and fine-
grained argument types. Experimental results
indicate that state-of-the-art models still fail to
achieve satisfactory performance (F1 score of
68%), revealing that Chinese DocEE remains
an unresolved challenge.

1 Introduction

Event Extraction (EE) aims to detect events from
text, encompassing both event classification and
event element extraction. EE is an important task
of information retrieval in the natural language pro-
cessing (Xiang and Wang, 2019) with a wide range
of applications. For instance, it can automatically
detect and analyze major events in news reports,
providing timely information for decision-makers
(Taneyv et al., 2008; Piskorski et al., 2007; Atkinson
et al., 2013). In conclusion, advancements in event
extraction technologies and systems can benefit
numerous domains.

In the realm of Chinese language processing,
prevailing datasets like ACE2005 mainly focus on
event extraction at the sentence level. However,
events are often spread across entire documents,
resulting in event arguments being dispersed across
multiple sentences. As depicted in Figure 1for

instance, identifying the "Date" argument may re-
quire information from sentence [1], while under-
standing the "Reason" may involve synthesizing
data from sentences [4] and [5]. This highlights
the need for multi-sentence reasoning and model-
ing long-range dependencies, which go beyond the
scope of sentence-level event extraction. Therefore,
there is a critical necessity to advance event extrac-
tion from individual sentences to entire documents.
However, currently there are few Chinese
datasets available for document-level event extrac-
tion, most of which focus on the financial domain,
such as ChFinAnn (Zheng et al., 2019) and DuEE-
fin (Han et al., 2022). Moreover, the event argu-
ments in these datasets are mostly generic (ChFi-
nAnn with 60%, DuEE-fin with 51%). Overall,
existing datasets suffer from limited domain cover-
age and insufficient granularity in event argument
types. Therefore, there is an urgent need to con-
struct a dataset with fine-grained event argument
types and wide domain coverage to accelerate re-
search in Chinese document-level event extraction.
In our paper, we introduce DocEE-zh, a fine-
grained Chinese dataset for document-level event
extraction. Our contribution encompasses two key
aspects: 1) High-interest event types: DocEE-zh
has curated 59 event types derived from various
news categories, encompassing domains such as
politics, military, entertainment, sports, and others.
2) Fine-grained event argument types: DocEE-zh
incorporates a total of 344 argument types, person-
alized event-specific arguments have been devised
for each event type. In DocEE-zh, 86% of the event
arguments are specific to individual events.

2 Related Datasets

2.1 Sentence-level Event Extraction Dataset

Automatic Content Extraction (ACE2005-zh) con-
sists of 633 documents, covering 8 event types
and 33 subtypes. LEVEN (Yao et al., 2022) is
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Event Type: Resignation or Dismissal
Event Arguments:

O Dpate @ Resignee/Dismissed employ

O Age © Position @ Approver O Organization O Term O Successor

@ Reason

Figure 1: An example from DocEE-zh. Each document in DocEE-zh is annotated with event type and involved event
arguments. In the example, the document mainly describes a Resignation or Dismissal event which contains the
following arguments: Date, Age, Reason and Term and etc. We use different colors to distinguish event arguments.

a Chinese legal event detection dataset contain-
ing 108 event types. Chinese Emergency Corpus
(CEC) focuses on sudden events in Chinese, com-
prising 5 categories and 332 articles. DuEE (Li
et al., 2020) consists of 19,640 events, divided into
65 event types and 121 argument roles. Based on
these datasets, various superior models have been
proposed to enhance sentence-level sentiment ex-
pression, achieving significant success (Orr et al.,
2018; Tong et al., 2020; Lu et al., 2021).

2.2 Document-level Event Extraction Dataset

Most Chinese document-level event extraction
tasks primarily focus on the financial domain, ex-
emplified by ChFinAnn and DuEE-fin constructed
using distant supervision. ChFinAnn comprises
5 event types and 35 event arguments. DuEE-fin
includes 13 event types and 92 event arguments.
However, the majority of their event arguments are
generic, with 21 out of 35 in ChFinAnn and 47
out of 92 in DuEE-fin, which deviates from real-
world scenarios. In summary, existing datasets are
confined to limited domains and lack refined event
argument schema.

3 Constructing DocEE-zh

Our main goal is to construct a fine-grained Chi-
nese dataset to promote the development of event
extraction from the sentence level to the document
level. In the following sections, we will first in-
troduce how to build event schema, and then dis-
cuss how to collect candidate data and label them
through crowdsourcing.

3.1 Event Schema Construction

Referring to the construction method of event
schema in DocEE (Tong et al., 2022), we have

defined 59 event types based on the theory of
hard/soft news, comprising 31 hard news event
types and 28 soft news event types. Detailed in-
formation is provided in Appendix. This schema
covers influential events of human concern such
as earthquakes, floods, diplomatic summits, etc.,
which cannot be extracted at the sentence level and
require multi-sentence descriptions. The setting
of event arguments is also consistent with DocEE.
The 59 event types collectively define 344 event
argument types, averaging 5.8 arguments per event.

3.2 Candidate Data Collection

We utilized Wikipedia as our annotation source,
which comprises two event types: historical
events and timeline events (Hienert and Luciano,
2012). Historical events are those with dedicated
Wikipedia pages, while timeline events are chrono-
logically organized news events. We chose these
event types to ensure a balanced data distribution;
relying solely on historical events could result in
uneven representation, whereas timeline events
provide complementary data. To maintain article
length consistency, we excluded articles with fewer
than 5 sentences and truncated excessively lengthy
articles (over 50 sentences). Ultimately, we curated
44,000 candidate events from Wikipedia.

3.3 Crowdsourced Annotation

The crowdsourced annotation process comprises
two stages.

Stage 1: Event Classification Annotators clas-
sify candidate events into predefined event types.
This is a single-label classification task focusing on
primary events, primarily depicted in the title and
article body. Each candidate event e =< t,a >,



Datasets ‘ #isDocEvent #EvTyp. #ArgTyp. #Doc. #Tok. #Sent.  #Arglnst.
ACE2005 X 33 35 599 290k 15,789 9,590
KBP2017 X 18 20 167 86k 4,839 10,929
ChFinAnn 4 5 35 32,040 29,207k 629,338 289,871
DuEE-fin 4 13 92 7,173 32,959k 684,700 56,806

DocEE-zh(ours) ‘ 4 59 344 36,729 36,012k 817,085 216,496

Table 1: Statistics of EE datasets (isDocEvent: whether the event in the corpus at the document-level, EvTyp.: event
type, ArgTyp.: event argument type, Doc.: document, Sent.: sentence, Arglnst.: event arguments)

where t denotes the title and a denotes the article, is
assigned a label y from the 59 defined event types.

Stage 2: Event Argument Extraction Annota-
tors extract event arguments from the entire arti-
cle for each candidate event ¢ =< t,a >. This
involves identifying all arguments related to the
event type y from the article a.

Annotation Quality Cohen’s kappa coefficient
is used to assess inter-annotator agreement (IAA),
following (Artstein and Poesio, 2008; Hsi, 2022).
The TAA scores for event classification and event
argument extraction are 93% and 82%, respectively,
indicating substantial agreement.

4 Data Analysis of DocEE-zh

In this section, we conducted a comprehensive anal-
ysis of DocEE-zh to gain a deep understanding of
the dataset and the task of document-level event
extraction.

Overall Statistic DocEE-zh has annotated
36,729 document-level events and 216,496 event
arguments, with an average of 5.9 event arguments
annotated per document. Among these, the event
Awards ceremony has the highest average number
of event arguments per document (11.6), while the
event Financial Crisis has the lowest average num-
ber of event arguments per document (3.3). We
compare DocEE-zh to various representative event
extraction datasets in Table 1, including sentence-
level EE datasets ACE2005, KBP2017 and Chinese
document-level EE dataset ChFinAnn, DuEE-fin.

Event Type Statistic Figure 2 depicts the dis-
tribution of the top 15 most common event
types in DocEE-zh, representing the highest num-
ber of occurrences. These event types encom-
pass various categories such as sports compe-
titions (9.8%), organization fines (9.4%), fires

(6.9%), appointments/inaugurations (6.1%), res-
ignations/dismissals (5.3%), among others. Our
annotated data exhibits a long-tail distribution typ-
ical of real-world data, where class distributions
are often uneven. Notably, classes with over 500
instances constitute 36.2%, while those with over
200 instances represent 79.3%. For further details,
please refer to the Appendix.

Event Arguments Statistic We initially ana-
lyzed event argument types in DocEE-zh, finding
86% arguments specific to particular events, high-
lighting the fine-grained of our design. Then, from
1000 randomly selected DocEE-zh documents, we
examined 4072 event arguments. Their mention
frequency analysis revealed 84.6% arguments men-
tioned only once, challenging the recall capability
of models. Arguments were further categorized
by mention length, with 76.9% under 10 charac-
ters, mainly named entities. 16.5% had fewer than
20 characters, and 6.6% exceeded 20 words, often
involving accident causes or investigation results.

S Experiments on DocEE-zh

In this section, we elucidate the challenges posed
by DocEE-zh through comprehensive experimen-
tation employing state-of-the-art models. We com-
mence by delineating the experimental setup, fol-
lowed by conducting experiments on event classi-
fication and event argument extraction tasks. Sub-
sequently, we delve into potential future research
directions for Chinese document-level event extrac-
tion.

Experiment Settings We partitioned the data
into training (80%), validation (10%), and test
(10%) sets. For transformer-based methods, we
utilized the base version of pretrained models with
a learning rate of 2e-5, batch size of 32, and maxi-
mum document length of 512. Additionally, exper-
iments with GPT-4 involved randomly sampling 10



samples for each event type, totaling 590 events, to
form the test set.

5.1 Event Classification

Baselines We employ various baseline methods:
1) TextCNN (Kim, 2014) utilizes CNN kernel sizes
for text classification. 2) BERT (Devlin et al.,
2019) utilizes unsupervised objectives like Masked
Language Model and Next Sentence Prediction.
3) RoBERTa (Liu et al., 2019) extends BERT
with larger training batches and learning rates. 4)
ERNIE 3.0 (Sun et al., 2021) is pretrained on a
4TB corpus, focusing on language understanding.
5) GPT-4 (OpenAl, 2023) is a multimodal model
processing both image and text inputs. Evaluation
metrics include Precision, Recall, and Macro-F1
score following (Kowsari et al., 2019).

Method Precision Recall F1

TextCNN  88.15 82.32 83.40
BERT 89.60 87.21 87.78
RoBERTa  91.75 87.88 89.16
ERNIE 3.0 91.88 87.68 88.71
GPT-4 67.19 71.07  66.39

Table 2: Overall Performance on Event Classification.

Overall Performance Table 2 shows experimen-
tal results for event classification, highlighting:
1) Transformer-based models (BERT, RoBERTa,
ERNIE 3.0) outperform TextCNN, benefiting from
pretraining on large-scale unlabeled corpora and
possessing extensive background semantic knowl-
edge. 2) GPT-4 scores lower than supervised mod-
els, possibly due to the presence of many similar
event types in the data, demanding strong identifi-
cation of primary event features, posing a challenge
for GPT-4 without specialized fine-tuning.

5.2 Event Argument Extraction

Baselines We introduce the following main-
stream baselines for evaluation: 1) BERT_Seq
(one of the baseline in (Du and Cardie, 2020a))
utilizes the pre-trained BERT model to sequen-
tially label words in the article. 2) MG-Reader
(Du and Cardie, 2020a) proposes a novel multi-
fine-grained reader to dynamically aggregate infor-
mation at the sentence and paragraph levels. 3)
BERT_QA (Du and Cardie, 2020b) queries the
article for answers using the argument type as a
question. 4) Doc2EDAG (Zheng et al., 2019) gen-
erates an entity-based directed acyclic graph for

document-level EE. 5) ReDEE (Liang et al., 2022)
introduces a customized transformer for capturing
multi-scale, multi-quantity parameter relationships.
6) GPT-4 is a large language model with great
contextual understanding and reasoning capabili-
ties. We conducted experiments using a zero-shot
learning approach.

Method Precision Recall F1

BERT _Seq 42.32 41.76  42.04
MG-Reader 40.43 46.36  43.19
BERT_QA 41.46 4847 44.69
Doc2EDAG 49.45 31.06 38.15
ReDEE 53.23 3438 41.78
GPT4 58.54 83.60 68.86

Table 3: Overall Performance on Event Argument Ex-
traction.

Overall Performance As shown in Table 3, su-
pervised baseline models perform poorly, poten-
tially due to catastrophic forgetting in neural net-
works. Document-level event extraction under-
scores the model’s capability to handle lengthy
texts, necessitating a comprehensive understanding
of the entire document before determining argu-
ment spans.

GPT-4 demonstrates outstanding performance
owing to its robust contextual comprehension and
reasoning abilities. It can leverage common-sense
knowledge to infer answers and even rectify er-
rors in news reports. This is a problem that our
extractive annotation approach cannot correct (as
the original information is erroneous). However,
GPT-4 tends to make more predictions, necessi-
tating precision improvement while maintaining
recall.

We believe that utilizing large language model
for document-level EE is a promising research di-
rection. Additionally, our future work may focus
on elevating event extraction to higher levels, such
as cross-document-level analysis.

6 Conclusion

In this paper, we propose DocEE-zh, a document-
level event extraction dataset, to foster the devel-
opment of Chinese document-level event extrac-
tion. DocEE-zh contains over 36,000+ events
and 210,000+ arguments, and includes more fine-
grained event arguments. Experiments demonstrate
that Chinese document-level event extraction re-
mains an open problem.
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Figure 2: Top 15 event types in DocEE-zh.
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