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Abstract
Event extraction aims to identify events and001
then extract the arguments involved in those002
events. In recent years, there has been a grad-003
ual shift from sentence-level event extraction to004
document-level event extraction research. De-005
spite the significant success achieved in En-006
glish domain event extraction research, event007
extraction in Chinese still remains largely unex-008
plored. However, a major obstacle to promot-009
ing Chinese document-level event extraction is010
the lack of fine-grained, wide domain coverage011
datasets for model training and evaluation. In012
this paper, we propose DocEE-zh, a new chi-013
nese document-level event extraction dataset014
comprising over 36,000 events and more than015
210,000 arguments. We highlight two features:016
focus on high-interest event types and fine-017
grained argument types. Experimental results018
indicate that state-of-the-art models still fail to019
achieve satisfactory performance (F1 score of020
68%), revealing that Chinese DocEE remains021
an unresolved challenge.022

1 Introduction023

Event Extraction (EE) aims to detect events from024

text, encompassing both event classification and025

event element extraction. EE is an important task026

of information retrieval in the natural language pro-027

cessing (Xiang and Wang, 2019) with a wide range028

of applications. For instance, it can automatically029

detect and analyze major events in news reports,030

providing timely information for decision-makers031

(Tanev et al., 2008; Piskorski et al., 2007; Atkinson032

et al., 2013). In conclusion, advancements in event033

extraction technologies and systems can benefit034

numerous domains.035

In the realm of Chinese language processing,036

prevailing datasets like ACE2005 mainly focus on037

event extraction at the sentence level. However,038

events are often spread across entire documents,039

resulting in event arguments being dispersed across040

multiple sentences. As depicted in Figure 1for041

instance, identifying the "Date" argument may re- 042

quire information from sentence [1], while under- 043

standing the "Reason" may involve synthesizing 044

data from sentences [4] and [5]. This highlights 045

the need for multi-sentence reasoning and model- 046

ing long-range dependencies, which go beyond the 047

scope of sentence-level event extraction. Therefore, 048

there is a critical necessity to advance event extrac- 049

tion from individual sentences to entire documents. 050

However, currently there are few Chinese 051

datasets available for document-level event extrac- 052

tion, most of which focus on the financial domain, 053

such as ChFinAnn (Zheng et al., 2019) and DuEE- 054

fin (Han et al., 2022). Moreover, the event argu- 055

ments in these datasets are mostly generic (ChFi- 056

nAnn with 60%, DuEE-fin with 51%). Overall, 057

existing datasets suffer from limited domain cover- 058

age and insufficient granularity in event argument 059

types. Therefore, there is an urgent need to con- 060

struct a dataset with fine-grained event argument 061

types and wide domain coverage to accelerate re- 062

search in Chinese document-level event extraction. 063

In our paper, we introduce DocEE-zh, a fine- 064

grained Chinese dataset for document-level event 065

extraction. Our contribution encompasses two key 066

aspects: 1) High-interest event types: DocEE-zh 067

has curated 59 event types derived from various 068

news categories, encompassing domains such as 069

politics, military, entertainment, sports, and others. 070

2) Fine-grained event argument types: DocEE-zh 071

incorporates a total of 344 argument types, person- 072

alized event-specific arguments have been devised 073

for each event type. In DocEE-zh, 86% of the event 074

arguments are specific to individual events. 075

2 Related Datasets 076

2.1 Sentence-level Event Extraction Dataset 077

Automatic Content Extraction (ACE2005-zh) con- 078

sists of 633 documents, covering 8 event types 079

and 33 subtypes. LEVEN (Yao et al., 2022) is 080
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穆里尼奥下课：热刺结束与名帅的短暂婚姻

[1] 当地时间周一，穆里尼奥被热刺解雇。在得知自己被解雇前，穆里尼奥像往常一样穿戴好装备准备开始训练。[2] 但他在办公室
和俱乐部高层进行了长达两小时的交谈，最终确定了自己热刺执教生涯结束，热刺很快就在官方网站上宣布了这一消息。[3] 一波
英超冲刺阶段的三轮不胜让58岁的穆里尼奥成为热刺历史长河中的过去式，白百合一纸公告宣布了穆里尼奥短暂的热刺执教生涯彻
底结束。[4] 欧联杯的出局将穆里尼奥推向了风口浪尖，这意味着热刺获得下赛季欧冠资格仅剩理论可能，即便热刺闯进了联赛杯
决赛，也无法弥补他们无缘前四的天坑。[5] 此外，穆里尼奥总是和球员关系不睦，就连此前与他闹出矛盾的曼联中场球星博格巴
近日也公开表达了这一观点。[6]最终，热刺宣布了主教练穆里尼奥下课的消息，穆帅在执教热刺仅仅17个月之后，便黯然下课。

Event Type: Resignation or Dismissal 
Event Arguments:

Date Resignee/Dismissed employee Age Reason Position Approver Organization Term Successor

Figure 1: An example from DocEE-zh. Each document in DocEE-zh is annotated with event type and involved event
arguments. In the example, the document mainly describes a Resignation or Dismissal event which contains the
following arguments: Date, Age, Reason and Term and etc. We use different colors to distinguish event arguments.

a Chinese legal event detection dataset contain-081

ing 108 event types. Chinese Emergency Corpus082

(CEC) focuses on sudden events in Chinese, com-083

prising 5 categories and 332 articles. DuEE (Li084

et al., 2020) consists of 19,640 events, divided into085

65 event types and 121 argument roles. Based on086

these datasets, various superior models have been087

proposed to enhance sentence-level sentiment ex-088

pression, achieving significant success (Orr et al.,089

2018; Tong et al., 2020; Lu et al., 2021).090

2.2 Document-level Event Extraction Dataset091

Most Chinese document-level event extraction092

tasks primarily focus on the financial domain, ex-093

emplified by ChFinAnn and DuEE-fin constructed094

using distant supervision. ChFinAnn comprises095

5 event types and 35 event arguments. DuEE-fin096

includes 13 event types and 92 event arguments.097

However, the majority of their event arguments are098

generic, with 21 out of 35 in ChFinAnn and 47099

out of 92 in DuEE-fin, which deviates from real-100

world scenarios. In summary, existing datasets are101

confined to limited domains and lack refined event102

argument schema.103

3 Constructing DocEE-zh104

Our main goal is to construct a fine-grained Chi-105

nese dataset to promote the development of event106

extraction from the sentence level to the document107

level. In the following sections, we will first in-108

troduce how to build event schema, and then dis-109

cuss how to collect candidate data and label them110

through crowdsourcing.111

3.1 Event Schema Construction112

Referring to the construction method of event113

schema in DocEE (Tong et al., 2022), we have114

defined 59 event types based on the theory of 115

hard/soft news, comprising 31 hard news event 116

types and 28 soft news event types. Detailed in- 117

formation is provided in Appendix. This schema 118

covers influential events of human concern such 119

as earthquakes, floods, diplomatic summits, etc., 120

which cannot be extracted at the sentence level and 121

require multi-sentence descriptions. The setting 122

of event arguments is also consistent with DocEE. 123

The 59 event types collectively define 344 event 124

argument types, averaging 5.8 arguments per event. 125

3.2 Candidate Data Collection 126

We utilized Wikipedia as our annotation source, 127

which comprises two event types: historical 128

events and timeline events (Hienert and Luciano, 129

2012). Historical events are those with dedicated 130

Wikipedia pages, while timeline events are chrono- 131

logically organized news events. We chose these 132

event types to ensure a balanced data distribution; 133

relying solely on historical events could result in 134

uneven representation, whereas timeline events 135

provide complementary data. To maintain article 136

length consistency, we excluded articles with fewer 137

than 5 sentences and truncated excessively lengthy 138

articles (over 50 sentences). Ultimately, we curated 139

44,000 candidate events from Wikipedia. 140

3.3 Crowdsourced Annotation 141

The crowdsourced annotation process comprises 142

two stages. 143

Stage 1: Event Classification Annotators clas- 144

sify candidate events into predefined event types. 145

This is a single-label classification task focusing on 146

primary events, primarily depicted in the title and 147

article body. Each candidate event e =< t, a >, 148
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Datasets #isDocEvent #EvTyp. #ArgTyp. #Doc. #Tok. #Sent. #ArgInst.

ACE2005 % 33 35 599 290k 15,789 9,590
KBP2017 % 18 20 167 86k 4,839 10,929
ChFinAnn " 5 35 32,040 29,207k 629,338 289,871
DuEE-fin " 13 92 7,173 32,959k 684,700 56,806

DocEE-zh(ours) " 59 344 36,729 36,012k 817,085 216,496

Table 1: Statistics of EE datasets (isDocEvent: whether the event in the corpus at the document-level, EvTyp.: event
type, ArgTyp.: event argument type, Doc.: document, Sent.: sentence, ArgInst.: event arguments)

where t denotes the title and a denotes the article, is149

assigned a label y from the 59 defined event types.150

Stage 2: Event Argument Extraction Annota-151

tors extract event arguments from the entire arti-152

cle for each candidate event e =< t, a >. This153

involves identifying all arguments related to the154

event type y from the article a.155

Annotation Quality Cohen’s kappa coefficient156

is used to assess inter-annotator agreement (IAA),157

following (Artstein and Poesio, 2008; Hsi, 2022).158

The IAA scores for event classification and event159

argument extraction are 93% and 82%, respectively,160

indicating substantial agreement.161

4 Data Analysis of DocEE-zh162

In this section, we conducted a comprehensive anal-163

ysis of DocEE-zh to gain a deep understanding of164

the dataset and the task of document-level event165

extraction.166

Overall Statistic DocEE-zh has annotated167

36,729 document-level events and 216,496 event168

arguments, with an average of 5.9 event arguments169

annotated per document. Among these, the event170

Awards ceremony has the highest average number171

of event arguments per document (11.6), while the172

event Financial Crisis has the lowest average num-173

ber of event arguments per document (3.3). We174

compare DocEE-zh to various representative event175

extraction datasets in Table 1, including sentence-176

level EE datasets ACE2005, KBP2017 and Chinese177

document-level EE dataset ChFinAnn, DuEE-fin.178

Event Type Statistic Figure 2 depicts the dis-179

tribution of the top 15 most common event180

types in DocEE-zh, representing the highest num-181

ber of occurrences. These event types encom-182

pass various categories such as sports compe-183

titions (9.8%), organization fines (9.4%), fires184

(6.9%), appointments/inaugurations (6.1%), res- 185

ignations/dismissals (5.3%), among others. Our 186

annotated data exhibits a long-tail distribution typ- 187

ical of real-world data, where class distributions 188

are often uneven. Notably, classes with over 500 189

instances constitute 36.2%, while those with over 190

200 instances represent 79.3%. For further details, 191

please refer to the Appendix. 192

Event Arguments Statistic We initially ana- 193

lyzed event argument types in DocEE-zh, finding 194

86% arguments specific to particular events, high- 195

lighting the fine-grained of our design. Then, from 196

1000 randomly selected DocEE-zh documents, we 197

examined 4072 event arguments. Their mention 198

frequency analysis revealed 84.6% arguments men- 199

tioned only once, challenging the recall capability 200

of models. Arguments were further categorized 201

by mention length, with 76.9% under 10 charac- 202

ters, mainly named entities. 16.5% had fewer than 203

20 characters, and 6.6% exceeded 20 words, often 204

involving accident causes or investigation results. 205

5 Experiments on DocEE-zh 206

In this section, we elucidate the challenges posed 207

by DocEE-zh through comprehensive experimen- 208

tation employing state-of-the-art models. We com- 209

mence by delineating the experimental setup, fol- 210

lowed by conducting experiments on event classi- 211

fication and event argument extraction tasks. Sub- 212

sequently, we delve into potential future research 213

directions for Chinese document-level event extrac- 214

tion. 215

Experiment Settings We partitioned the data 216

into training (80%), validation (10%), and test 217

(10%) sets. For transformer-based methods, we 218

utilized the base version of pretrained models with 219

a learning rate of 2e-5, batch size of 32, and maxi- 220

mum document length of 512. Additionally, exper- 221

iments with GPT-4 involved randomly sampling 10 222
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samples for each event type, totaling 590 events, to223

form the test set.224

5.1 Event Classification225

Baselines We employ various baseline methods:226

1) TextCNN (Kim, 2014) utilizes CNN kernel sizes227

for text classification. 2) BERT (Devlin et al.,228

2019) utilizes unsupervised objectives like Masked229

Language Model and Next Sentence Prediction.230

3) RoBERTa (Liu et al., 2019) extends BERT231

with larger training batches and learning rates. 4)232

ERNIE 3.0 (Sun et al., 2021) is pretrained on a233

4TB corpus, focusing on language understanding.234

5) GPT-4 (OpenAI, 2023) is a multimodal model235

processing both image and text inputs. Evaluation236

metrics include Precision, Recall, and Macro-F1237

score following (Kowsari et al., 2019).238

Method Precision Recall F1
TextCNN 88.15 82.32 83.40
BERT 89.60 87.21 87.78
RoBERTa 91.75 87.88 89.16
ERNIE 3.0 91.88 87.68 88.71
GPT-4 67.19 71.07 66.39

Table 2: Overall Performance on Event Classification.

Overall Performance Table 2 shows experimen-239

tal results for event classification, highlighting:240

1) Transformer-based models (BERT, RoBERTa,241

ERNIE 3.0) outperform TextCNN, benefiting from242

pretraining on large-scale unlabeled corpora and243

possessing extensive background semantic knowl-244

edge. 2) GPT-4 scores lower than supervised mod-245

els, possibly due to the presence of many similar246

event types in the data, demanding strong identifi-247

cation of primary event features, posing a challenge248

for GPT-4 without specialized fine-tuning.249

5.2 Event Argument Extraction250

Baselines We introduce the following main-251

stream baselines for evaluation: 1) BERT_Seq252

(one of the baseline in (Du and Cardie, 2020a))253

utilizes the pre-trained BERT model to sequen-254

tially label words in the article. 2) MG-Reader255

(Du and Cardie, 2020a) proposes a novel multi-256

fine-grained reader to dynamically aggregate infor-257

mation at the sentence and paragraph levels. 3)258

BERT_QA (Du and Cardie, 2020b) queries the259

article for answers using the argument type as a260

question. 4) Doc2EDAG (Zheng et al., 2019) gen-261

erates an entity-based directed acyclic graph for262

document-level EE. 5) ReDEE (Liang et al., 2022) 263

introduces a customized transformer for capturing 264

multi-scale, multi-quantity parameter relationships. 265

6) GPT-4 is a large language model with great 266

contextual understanding and reasoning capabili- 267

ties. We conducted experiments using a zero-shot 268

learning approach. 269

Method Precision Recall F1
BERT_Seq 42.32 41.76 42.04
MG-Reader 40.43 46.36 43.19
BERT_QA 41.46 48.47 44.69
Doc2EDAG 49.45 31.06 38.15
ReDEE 53.23 34.38 41.78
GPT-4 58.54 83.60 68.86

Table 3: Overall Performance on Event Argument Ex-
traction.

Overall Performance As shown in Table 3, su- 270

pervised baseline models perform poorly, poten- 271

tially due to catastrophic forgetting in neural net- 272

works. Document-level event extraction under- 273

scores the model’s capability to handle lengthy 274

texts, necessitating a comprehensive understanding 275

of the entire document before determining argu- 276

ment spans. 277

GPT-4 demonstrates outstanding performance 278

owing to its robust contextual comprehension and 279

reasoning abilities. It can leverage common-sense 280

knowledge to infer answers and even rectify er- 281

rors in news reports. This is a problem that our 282

extractive annotation approach cannot correct (as 283

the original information is erroneous). However, 284

GPT-4 tends to make more predictions, necessi- 285

tating precision improvement while maintaining 286

recall. 287

We believe that utilizing large language model 288

for document-level EE is a promising research di- 289

rection. Additionally, our future work may focus 290

on elevating event extraction to higher levels, such 291

as cross-document-level analysis. 292

6 Conclusion 293

In this paper, we propose DocEE-zh, a document- 294

level event extraction dataset, to foster the devel- 295

opment of Chinese document-level event extrac- 296

tion. DocEE-zh contains over 36,000+ events 297

and 210,000+ arguments, and includes more fine- 298

grained event arguments. Experiments demonstrate 299

that Chinese document-level event extraction re- 300

mains an open problem. 301
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Figure 2: Top 15 event types in DocEE-zh.
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