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Abstract001

Retrieval-augmented generation (RAG), while002
effective in integrating external knowledge to003
enhance large language models (LLMs), can004
be undermined by imperfect retrieval, which005
may introduce irrelevant, misleading, or even006
malicious information. Despite its importance,007
previous studies have rarely explored the be-008
havior of RAG with errors from imperfect re-009
trieval, and how potential conflicts arise be-010
tween the LLMs’ internal knowledge and ex-011
ternal sources. We show that imperfect re-012
trieval augmentation might be inevitable and013
quite harmful, through controlled analysis un-014
der realistic conditions. Knowledge conflicts015
between LLM-internal and external knowledge016
from retrieval is a bottleneck to overcome in the017
post-retrieval stage of RAG. To render LLMs018
resilient to imperfect retrieval, we propose019
ASTUTE RAG, a novel RAG approach that020
adaptively elicits essential information from021
LLMs’ internal knowledge, iteratively consol-022
idates internal and external knowledge with023
source-awareness, and finalizes the answer ac-024
cording to information reliability. Our exper-025
iments with Gemini and Claude demonstrate026
that ASTUTE RAG significantly outperforms027
previous robustness-enhanced RAG methods.028
Notably, ASTUTE RAG is the only approach029
that matches or exceeds the performance of030
LLMs without RAG under worst-case scenar-031
ios. ASTUTE RAG effectively resolves knowl-032
edge conflicts, improving the reliability and033
trustworthiness of RAG systems.034

1 Introduction035

Retrieval-augmented generation (RAG) is com-036

monly used for large language models (LLMs)037

to tackle knowledge-intensive tasks (Guu et al.,038

2020; Lewis et al., 2020). Prior works mainly039

leverage RAG to address the inherent knowledge040

limitations of LLMs, effectively integrating miss-041

ing information and grounding to reliable sources.042

However, recent research has highlighted a signifi- 043

cant drawback that RAG might rely on imperfect 044

retrieval, including irrelevant, misleading, or even 045

malicious information (Fig. 1), which eventually 046

leads to inaccurate LLM responses (Chen et al., 047

2024a; Zou et al., 2024). Moreover, recent studies 048

have shown that retrieval augmentation can confuse 049

LLMs when retrieved passages are conflicting with 050

LLMs’ parametric knowledge (Tan et al., 2024; Xie 051

et al., 2024; Jin et al., 2024). These pose significant 052

challenges to the trustworthiness of RAG. 053

To address imperfect retrieval, earlier work seeks 054

to improve the retrieval approaches, such as dy- 055

namic and iterative retrieval (Jiang et al., 2023; 056

Asai et al., 2023; Yan et al., 2024). However, the 057

occurrence of imperfect retrieval is still inevitable, 058

due to corpus quality limitations (Shao et al., 2024), 059

the reliability of retrievers (Dai et al., 2024), and 060

the complexity of queries (Su et al., 2024). Conse- 061

quently, recent work shifts the focus to the gener- 062

ation stage, seeking to reduce the negative impact 063

of noisy retrieved passages (Xiang et al., 2024; 064

Wei et al., 2024). Another line of research at gen- 065

eration stage, motivated by knowledge conflicts, 066

has explored complementing retrieved passages 067

with LLM-generated passages (Yu et al., 2023a; 068

Zhang et al., 2023) or deactivating RAG when the 069

retrieved passages are of insufficient quality (Xu 070

et al., 2024; Mallen et al., 2023; Jeong et al., 2024). 071

Despite the previous work on the impact of im- 072

perfect retrieval and knowledge conflicts at RAG 073

generation stage, quantitative analyses lack on two 074

crucial real-world aspects: (i) the relation between 075

retrieval quality and occurrence of knowledge con- 076

flicts, and (ii) the extent to which retrieved passages 077

and LLMs’ parametric knowledge can correct each 078

other. Method-wise, existing approaches for miti- 079

gating RAG failures caused by imperfect retrieval 080

and knowledge conflicts have not yet yielded a 081

training-free method capable of explicitly analyz- 082

ing conflicting knowledge across various internal 083

1



45.4%
LLM 

correct

RAG 
correct

LLM 
incorrect

RAG 
incorrect

Both sides are wrong. It is hard to 
improve, but combining internal and 

external knowledge may help.

Previous work leverages RAG to 
address LLMs’ knowledge gap. 

Zonia receives from Reuben a 
letter in the play.

Zonia receives from Reuben a 
kiss in the play.

It is also crucial to mitigate RAG 
errors with LLMs’ internal knowledge.

China’s One Child Policy ended on 
January 1, 2016.

China announced the end of its 
one-child policy in late 2015.

9.1%

10.1% 35.4%

Consistent and accurate 
answers from both sides. No 

improvement space.

LLM RAG

Blue: Correct 

Red: Incorrect or misleading 

Figure 1: Knowledge conflicts between the LLMs’ internal knowledge and retrieved knowledge from external
sources. We report the overall results with Claude under the setting in Sec. 5.1.

and external sources, and achieving worst-case ro-084

bustness for black-box LLMs.085

In this paper, we first conduct comprehensive086

analyses to investigate the relation between imper-087

fect retrieval and knowledge conflicts, and exam-088

ine the frequency of external and LLMs’ internal089

knowledge mutually correcting each other (Sec. 3).090

On a diverse range of general, domain-specific,091

and long-tail questions from NQ (Kwiatkowski092

et al., 2019), TriviaQA (Joshi et al., 2017), BioASQ093

(Tsatsaronis et al., 2015), and PopQA (Mallen094

et al., 2023), we observe that imperfect retrieval is095

widespread even with an adept real-world search096

engine, leading to the impeded performance of097

RAG.1 Retrieval precision is tightly correlated with098

the knowledge conflict rate. Mutual correction be-099

tween the LLM’s knowledge and external knowl-100

edge is crucial for recovering from RAG failures.101

Our findings underscore the potential severity of102

imperfect retrieval in real-world RAG and highlight103

the widespread existence of knowledge conflicts as104

the bottleneck.105

We propose ASTUTE RAG, a novel RAG ap-106

proach designed for resilience to imperfect retrieval107

augmentation, while preserving RAG ground-108

ing effect when retrieval is reliable (Sec. 4).109

ASTUTE RAG effectively differentiates between110

consistent and conflicting information from the111

LLM’s internal knowledge and the externally re-112

trieved passages, assesses their reliability, and en-113

sures proper integration of trustworthy informa-114

tion. ASTUTE RAG first adaptively elicits LLMs’115

knowledge and then conducts source-aware knowl-116

edge consolidation. The desiderata is combining117

consistent information, identifying conflicting in-118

formation, and filtering out irrelevant information.119

Finally, ASTUTE RAG proposes answers based on120

consistent information and compares them to deter-121

mine the final answer. Our experiments with vari-122

ous LLMs (Claude, Gemini and Mistral), demon-123

1such as Google Search with Web as corpus

strate superior performance of ASTUTE RAG com- 124

pared to previous RAG approaches designed for ro- 125

bustness (Sec. 5). ASTUTE RAG consistently out- 126

performs baselines across different retrieval quality 127

levels. Notably, ASTUTE RAG is the only RAG 128

method that achieves performance comparable to 129

or even surpassing retrieval-free mode of LLMs 130

under the worst-case scenario where all retrieved 131

passages are unhelpful. Further analysis reveals the 132

effectiveness of ASTUTE RAG in resolving knowl- 133

edge conflicts. 134

In summary, our core contributions are three- 135

fold. First, we provide quantitative analyses and 136

novel insights for the connection among imper- 137

fect retrieval, knowledge conflicts, and RAG fail- 138

ures under real-world conditions. Second, we 139

propose ASTUTE RAG, which explicitly analyzes 140

LLM-internal and external knowledge in-context, 141

assesses their reliablity, and recovers from RAG 142

failures with black-box access. Third, with ex- 143

periments with various LLMs and datasets, we 144

demonstrate the effectiveness of ASTUTE RAG in 145

improving robustness and trustworthiness, even in 146

the most challenging scenarios. 147

2 Related Work 148

RAG aims to address the inherent knowledge limi- 149

tation of LLMs with passages retrieved from exter- 150

nal sources of information such as private corpora 151

or public knowledge bases (Guu et al., 2020; Lewis 152

et al., 2020; Borgeaud et al., 2022). Given the 153

widespread real-world adoption of RAG, including 154

risk-sensitive domains, the negative impact of noisy 155

information within retrieved passages has garnered 156

increasing attention (Cuconasu et al., 2024). Re- 157

cent work explored enhancing the robustness of 158

RAG systems against noise from various perspec- 159

tives, including training LLMs with noisy context 160

(Yu et al., 2023b; Yoran et al., 2024; Pan et al., 161

2024; Fang et al., 2024), training small models to 162

filter out irrelevant passages (Wang et al., 2023b; 163
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Figure 2: Imperfect retrieval (samples with low retrieval precision) is prevalent in real-world RAG.
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Figure 3: Conflicting rate between answers from LLMs
with and without RAG on different retrieval precision.

Xu et al., 2023), passage reranking (Yu et al., 2024;164

Glass et al., 2022), dynamic and iterative retrieval165

(Jiang et al., 2023; Asai et al., 2023; Yan et al.,166

2024), query rewriting (Ma et al., 2023), and spec-167

ulative drafting (Wang et al., 2024). These focus168

on distinct modules or stages of RAG systems and169

are orthogonal to our work.170

Our work focuses on enhancing RAG robustness171

at the post-retrieval stage, after retrieved passages172

have been provided. On this, RobustRAG (Xiang173

et al., 2024) aggregates answers from each inde-174

pendent passage to provide certifiable robustness.175

InstructRAG (Wei et al., 2024) instructs the LLM176

to provide a rationale connecting the answer with177

information in passages. MADRA (Wang et al.,178

2023a) applies multi-agent debate to select helpful179

evidence. However, these do not explicitly incor-180

porate internal knowledge to recover from RAG181

failures and therefore might severely suffer when182

the majority of retrieved passages have issues. For183

emphasizing internal knowledge of LLMs in RAG,184

recent work explored using LLM-generated pas-185

sage as context (Yu et al., 2023a), training models186

to match generated and retrieved passages (Zhang187

et al., 2023), adaptively switching between LLMs188

with and without RAG (Xu et al., 2024; Mallen189

et al., 2023; Jeong et al., 2024), and combining190

answers through contrastive decoding (Zhao et al.,191

2024; Jin et al., 2024). Different from prior work,192

we provide a systematic framework on connect-193

ing imperfect retrieval, knowledge conflicts, and194

RAG failures. Specifically focusing on the imper-195

fect context setting, our method is training-free and196

applicable to black-box LLMs, explicitly analyzes 197

internal and external knowledge in-context, and 198

offers broader usability and adaptability. 199

3 The Pitfall of RAG 200

To better showcase common real-world challenges 201

and motivate improved methodological designs, we 202

evaluate retrieval quality, the occurrence of knowl- 203

edge conflicts, their relationship, and the mutual 204

correction between external and internal knowl- 205

edge using a controlled dataset derived from NQ, 206

TriviaQA, BioASQ, and PopQA, datasets widely 207

used for RAG in prior work (Xiang et al., 2024; 208

Wei et al., 2024; Asai et al., 2023). Different from 209

prior work, our analysis is based on real-world re- 210

trieval results with Google Search2 as the retriever 211

and the Web as the corpus. Overall, we sample 1K 212

instances, each with 10 retrieved passages. 213

Imperfect retrieval and knowledge conflicts are 214

common and harmful. Our initial observations 215

are consist with prior work. As shown in Fig. 2, 216

the retrieval precision3 is generally low - roughly 217

70% retrieved passages do not directly contain true 218

answers, consistent with prior work demonstrat- 219

ing the often imperfect nature of retrieval results 220

(Thakur et al., 2024; Su et al., 2024). With Claude 221

3.5 Sonnet as the LLM, Fig. 1 shows that 19.2% of 222

the overall data exhibit knowledge conflicts, consis- 223

tent with prior work demonstrating the prevalence 224

of such conflicts across various scenarios (Pham 225

et al., 2024; Xie et al., 2024; Longpre et al., 2021). 226

Moreover, we observe strong correlations between 227

retrieval precision and RAG performance (Fig. 7) 228

and between the occurrence of knowledge conflicts 229

and RAG performance (Fig. 8), findings consistent 230

with prior work on these respective topics (Chen 231

et al., 2024a; Xie et al., 2024). 232

Lower retrieval precision increases knowledge 233

conflicts in general. As shown in Fig. 3, most 234

advanced LLMs exhibit the highest conflict rates 235

2https://developers.google.com/custom-search/
v1/overview

3Ratio of passages directly contain true answers.

3

https://developers.google.com/custom-search/v1/overview
https://developers.google.com/custom-search/v1/overview
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Figure 4: Overview of the ASTUTE RAG framework. ASTUTE RAG is designed to better combine the information
from the external sources (e.g. web, domain-specific corpora) and internal knowledge of the LLMs by employing a
consolidation mechanism to address the conflicts, which eventually leads to superior generation quality.

when retrieval precision is as low as 10%. Subse-236

quently, the conflict rate generally decreases as pre-237

cision increases, although some fluctuations may238

occur. This trend is generally applicable to the stud-239

ied LLMs with different training processes. No-240

tably, when retrieval precision is 0%, conflict rates241

tend to be significantly lower. This suggests that242

limited external knowledge for the query results in243

more irrelevant passages rather than incorrect ones.244

Internal and external knowledge can correct245

each other to a comparable extent. Among the246

conflicting cases, the internal knowledge is correct247

on 47.4% of them, while the external knowledge248

is correct on the remaining 52.6%. These results249

emphasize the importance of effectively combin-250

ing the internal and external knowledge to over-251

come the inherent limitation of relying solely on252

either source. However, previous work (Tan et al.,253

2024; Xie et al., 2024; Jin et al., 2024) shows that254

LLMs often select knowledge based on unreliable255

shortcuts, so simply presenting LLM-generated256

passages in the context may not help.257

4 ASTUTE RAG258

We first provide an overview of ASTUTE RAG259

(Sec. 4.1). Subsequently, we delve into the three260

major steps of ASTUTE RAG, including adaptive261

generation of internal knowledge (Sec. 4.2), source-262

aware knowledge consolidation (Sec. 4.3), and an-263

swer finalization (Sec. 4.4).264

4.1 Overview265

Our objective is to mitigate the effects of imperfect266

retrieval augmentation, resolve knowledge conflicts267

between the LLM’s internal knowledge and exter-268

nal sources (such as custom/public corpora and269

knowledge bases), and ultimately produce more270

accurate and reliable responses from LLMs. Given 271

a set of retrieved passages from external sources 272

E = [e1, . . . , en], a pre-trained LLM M (accessi- 273

ble through prediction-only APIs, encompassing 274

commercial black-box ones), and a query q, the 275

task is to generate the corresponding correct an- 276

swer a∗. Notably, this setting is orthogonal to prior 277

work on improving the retriever, training LLMs, 278

or conducting adaptive retrieval, which are mainly 279

preliminary steps. 280

ASTUTE RAG is designed to better leverage 281

collective knowledge from both internal knowl- 282

edge of LLMs and external corpus, for more re- 283

liable responses. As shown in Fig. 4 and Alg. 1, 284

ASTUTE RAG starts from acquiring the most ac- 285

curate, relevant, and thorough passage set from the 286

LLMs’ internal knowledge. Then, internal and ex- 287

ternal knowledge are consolidated in an iterative 288

way, by comparing the generated and retrieved pas- 289

sages. Finally, the reliability of conflicting informa- 290

tion is compared and the final output is generated 291

according to the most reliable knowledge. 292

4.2 Adaptive Generation of Internal 293

Knowledge 294

In the first step, we elicit internal knowledge from 295

LLMs. This LLM-internal knowledge, reflect- 296

ing the consensus from extensive pre-training and 297

instruction-tuning data, can supplement any miss- 298

ing information from the limited set of retrieved 299

passages and enable mutual confirmation between 300

LLM-internal and external knowledge. This is es- 301

pecially valuable when the majority of retrieved 302

passages might be irrelevant or misleading. Specifi- 303

cally, we prompt LLMs to generate passages based 304

on the given question q, following Yu et al. (2023a). 305

While Yu et al. (2023a) primarily focused on gen- 306

erating diverse internal passages, we emphasize 307
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Algorithm 1 ASTUTE RAG
Require: Query q, Retrieved Passages E = [e1, . . . , en], Large Language ModelM, Number of Iteration t, Max Number of

Generated Passages m̂, Prompt Templates pgen, pcon, pans

1: Adaptively generate passages: I ←M(pgen, q, m̂) ▷ Sec. 4.2
2: Combine internal and external passages: D0 ← E ⊕ I
3: Assign passage sources: S0 ← [1{d∈E}for d in D0]
4: if t > 1 then
5: for j = 1, . . . , t− 1 do ▷ Sec. 4.3
6: Consolidate knowledge: ⟨Dj+1, Sj+1⟩ ←M(pcon, q, ⟨D0, S0⟩, ⟨Dj , Sj⟩)
7: end for
8: Finally consolidate and answer: a←M(pans, q, ⟨D0, S0⟩, ⟨Dt−1, St−1⟩) ▷ Sec. 4.4
9: else

10: Consolidate knowledge and finalize the answer: a←M(pans, q, ⟨D0, S0⟩)
11: end if
12: return a

the importance of reliability and trustworthiness308

of generated passages. To achieve this goal, we309

enhance the original method with constitutional310

principles and adaptive generation.311

Inspired by Bai et al. (2022), we provide con-312

stitutional principles indicating the desired prop-313

erties of internal passages in the prompt pgen (see314

Appx. A for details) to guide their generation, em-315

phasizing that the generated passages should be ac-316

curate, relevant, and hallucination-free. Moreover,317

we allow the LLM to perform adaptive generation318

of passages in its internal knowledge. The LLM319

can decide how many passages to generate by itself.320

Rather generating a fix number of passages, we re-321

quest the LLM to generate at most m̂ passages,322

each covering distinct information, and to directly323

indicate if no more reliable information is available.324

This adaptive approach allows the LLM to generate325

fewer passages (or even no passages at all) when326

the useful information within internal knowledge is327

limited and more passages when there are multiple328

feasible answers in the internal knowledge. In this329

step, the LLM generates m ≤ m̂ passages based330

on its internal knowledge:331

I = [i1, . . . im] = M(pgen, q, m̂).332

4.3 Iterative Source-aware Knowledge333

Consolidation334

In the second step, we employ the LLM to explic-335

itly consolidate information from both passages336

generated from its internal knowledge and pas-337

sages retrieved from external sources. Initially, we338

combine passages from both internal and external339

knowledge sources D0 = E ⊕ I.340

We additionally ensure source-awareness by
providing the source of each passage to LLMs
when consolidating knowledge. The source in-
formation (internal or external, such as a web-

site) is helpful in assessing the reliability of pas-
sages. Here, we provide the passage source as
S0 = [1{d∈E}for d in D0]. To consolidate knowl-
edge, we prompt the LLM (with pcon in Appx. A)
to identify consistent information across passages,
detect conflicting information between each group
of consistent passages, and filter out irrelevant in-
formation. This step would regroup the unreliable
knowledge in input passages into fewer refined pas-
sages. The regrouped passages also attribute their
source to the corresponding input passages:

⟨Dj+1, Sj+1⟩ = M(pcon, q, ⟨D0, S0⟩, ⟨Dj , Sj⟩).

We find that this is especially helpful in comparing 341

the reliability of conflicting knowledge and address- 342

ing knowledge conflicts. This knowledge consol- 343

idation process can run iteratively for t times to 344

improve better utilization of the retrieved context. 345

4.4 Answer Finalization 346

In the last step, we prompt the LLM (with pans in
Appx. A) to generate one answer based on each
group of passages (⟨Dt, St⟩), and then compare
their reliability and select the most reliable one as
the final answer. This comparison allows the LLM
to comprehensively consider knowledge source,
cross-source confirmation, frequency, and infor-
mation thoroughness when making the final deci-
sion. Notably, this step can be merged into the
last knowledge consolidation step to reduce the in-
ference complexity (the amount of prediction API
calls) using a combined prompt:

a = M(pans, q, ⟨D0, S0⟩, ⟨Dt, St⟩).

When t = 1, the initial passages will be input to 347

the model directly for knowledge consolidation and 348

subsequent answering: a = M(pans, q, ⟨D0, S0⟩). 349
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Method NQ TriviaQA BioASQ PopQA Overall NQ TriviaQA BioASQ PopQA Overall

Claude 3.5 Sonnet (20240620) Gemini 1.5 Pro (002)

No RAG 47.1 82.0 50.4 29.8 54.5 44.8 80.2 45.8 25.3 51.3
RAG 44.4 76.7 58.0 36.0 55.5 42.7 76.0 55.2 33.7 53.7

USC (Chen et al., 2024b) 48.1 80.2 61.5 37.6 58.7 46.4 76.7 58.4 37.6 56.4

GenRead (Yu et al., 2023a) 42.0 74.2 57.0 34.3 53.6 45.1 77.4 54.9 34.3 54.7
RobustRAG (Xiang et al., 2024) 47.8 78.1 56.3 37.1 56.5 34.2 67.5 44.1 32.0 45.64

InstructRAG (Wei et al., 2024) 47.1 83.0 58.0 41.0 58.8 46.8 80.6 54.9 34.8 56.1
Self-Route (Xu et al., 2024) 47.5 78.8 59.1 41.0 58.1 47.5 79.9 58.0 38.2 57.6

ASTUTE RAG 52.2 84.1 60.1 44.4 61.7 50.2 81.6 58.0 40.5 59.2

Mistral-Large (2407), 128B Mistral-Nemo (2407), 12B

No RAG 46.8 79.5 43.7 24.7 51.1 29.8 67.8 34.3 23.0 40.2
RAG 43.1 77.4 55.9 36.0 54.7 39.3 66.8 49.0 32.6 48.3

USC (Chen et al., 2024b) 51.2 80.9 61.5 36.0 59.5 29.5 66.1 36.0 20.2 39.6

GenRead (Yu et al., 2023a) 40.7 73.1 55.6 35.4 52.7 38.6 68.9 48.3 33.7 48.7
RobustRAG (Xiang et al., 2024) 42.7 77.7 50.4 34.8 53.0 35.6 71.7 44.1 27.5 46.4
InstructRAG (Wei et al., 2024) 45.4 80.6 57.3 36.5 56.7 38.3 61.8 50.4 23.6 45.5
Self-Route (Xu et al., 2024) 45.4 77.7 57.3 38.2 56.2 41.4 73.5 51.8 30.9 51.2

ASTUTE RAG 50.2 82.7 58.4 42.1 59.9 42.7 73.9 49.3 32.6 51.3

Table 1: Main results on Claude 3.5 Sonnet, Gemini 1.5 Pro, Mistral-Large, and Mistral-Nemo under zero-shot
setting, showing the accuracy of benchmarked alternatives vs. ASTUTE RAG. Best scores are in bold. Note that
USC consumes approximately three times more tokens than other RAG methods, and is not directly comparable.

5 Experiments350

We evaluate the effectiveness of ASTUTE RAG on351

overcoming imperfect retrieval augmentation and352

addressing knowledge conflicts. In this section, we353

introduce the experiment setting (Sec. 5.1), com-354

pare the performance of ASTUTE RAG with var-355

ious baselines on diverse datasets (Sec. 5.2), and356

provide in-depth analyses (Sec. 5.3).357

5.1 Experimental Settings358

Datasets and metrics. We consider datasets en-359

compass general questions, domain-specific ques-360

tions, long-tail questions, as well as both short-361

form and long-form formats, following prior362

work (Xiang et al., 2024; Wei et al., 2024). On363

NQ, TriviaQA, BioASQ, and PopQA, we provide364

10 passages collected with Google Search from the365

Web for each instance. For long-form QA, we use366

ASQA (Stelmakh et al., 2022). We also evaluate on367

RGB (Chen et al., 2024a). We choose the English368

subset (refined version) focusing on noise robust-369

ness. For each instance, we select five top negative370

passages to form a worst-case scenario. Following371

prior work, we report the accuracy by string match.372

More details are in Appx. B.373

Models and General Settings. We conduct exper-374

iments on advanced proprietary and open-source375

LLMs of different scales, including Claude 3.5376

4We observe a high refusal rate in RobustRAG for Gemini.

Sonnet (claude-3-5-sonnet@20240620),5 Gem- 377

ini 1.5 Pro (gemini-1.5-pro-002),6 Mistral- 378

Large (128B; version 2407), and Mistral- 379

Nemo (12B; version 2407). The generation tem- 380

perature is set to 0 and the maximum output tokens 381

is set to 1,024. All experiments are under the zero- 382

shot setting for controlled evaluation. 383

Baselines. We compare ASTUTE RAG with vari- 384

ous RAG methods designed for enhanced robust- 385

ness. USC (Chen et al., 2024b) is a self-consistency 386

method that samples multiple LLM responses and 387

aggregates the answers. It provides a reference 388

of naive improvements using additional API calls. 389

Genread (Yu et al., 2023a) augments retrieved pas- 390

sages with LLM-generated passages without ex- 391

plicit consolidation process. RobustRAG (Xiang 392

et al., 2024) aggregates answers from independent 393

passages to provide certifiable robustness. We use 394

the best-performing keyword aggregation variant. 395

InstructRAG (Wei et al., 2024) instructs the LLM 396

to provide a rationale connecting the answer with 397

information in passages. For a fair comparison, no 398

training is applied. Self-Route (Xu et al., 2024) 399

adaptively switches between LLMs with and with- 400

out RAG.7 It provides a reference of switching 401

between LLMs’ internal and external knowledge. 402

5https://www.anthropic.com/news/claude-3-5-sonnet
6https://deepmind.google/technologies/gemini/pro/
7The original Self-Route switches between RAG and long-

context LLMs, while our implementation switches between
RAG and No RAG according to our problem formulation.
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Figure 5: Performance on ASQA.

Figure 6: Worst-case performance of Claude on RGB.
ASTUTE RAG reaches a performance close to No RAG,
while other RAG systems are far behind.

Implementation Details. The prompt templates403

for ASTUTE RAG can be found in Appx. A. By404

default, we set t = 1 and m̂ = 1 to limit the405

number of additional tokens used. Results with406

larger t and m̂ are discussed in Sec. 5.3.407

5.2 Main Results408

Performance under real-world retrieval. Tab. 1409

presents the results with real-world retrieval aug-410

mentation of various LLMs. We find that retrieved411

passages might not always bring benefits – on NQ412

and TriviaQA, RAG performance lags behind No413

RAG for advanced LLMs. We attribute this ques-414

tions being covered by the LLM’s internal knowl-415

edge and the noise in retrieval results misleading416

the LLM. In contrast, on BioASQ and PopQA,417

which focus on domain-specific and ‘long-tail’418

questions, RAG significantly improves the LLM419

performance. Due to imperfect retrieval augmen-420

tation, however, the absolute performance still re-421

mains to be unsatisfactory. Among all baselines,422

no single method consistently outperforms others423

across all datasets and LLMs. This observation424

highlights these baselines being tailored to distinct425

settings and not being universally applicable. Over-426

all, InstructRAG and Self-Route demonstrate rel-427

atively superior performance among other alter-428

natives. ASTUTE RAG consistently outperforms429

baselines across all LLMs in terms of overall ac-430

curacy. The relative improvement compared to the431

best baseline is 6.85% for Claude and 4.13% for432

Gemini, with the improvements in domain-specific433

questions being much higher. These highlight the434

effectiveness of ASTUTE RAG in overcoming im-435

perfect retrieval augmentation and knowledge con-436

flicts. Additionally, we observe consistent improve-437

ments on the open-source Mistral models. The re-438

Figure 7: Performance across different retrieval preci-
sion buckets. ASTUTE RAG is consistently better.

sults demonstrate that ASTUTE RAG generalizes 439

well to LLMs of smaller sizes. 440

Performance on long-form QA. We conduct ad- 441

ditional experiments on the long-form QA dataset, 442

ASQA. Fig. 5 demonstrates that ASTUTE RAG 443

consistently achieves significant improvements, re- 444

inforcing its effectiveness across diverse scenarios. 445

Worst-case performance on RGB. Fig. 6 presents 446

the results under the worst-case setting on RGB 447

where all retrieved documents are negative, to 448

demonstrate robustness. The performance gap 449

between RAG and No RAG exceeds 50 points, 450

highlighting the detrimental impact of imperfect 451

retrieval results and emphasizing the importance 452

of providing robust safeguards against worst-case 453

scenarios. While the baseline RAG methods out- 454

perform the original RAG, they still obviously fall 455

behind ‘No RAG’. ASTUTE RAG is the only RAG 456

method that reaches a performance close to ‘No 457

RAG’, further supporting its effectiveness in ad- 458

dressing imperfect retrieval augmentation. 459

5.3 Analyses 460

We conduct in-depth analyses using Claude follow- 461

ing the setting of Tab. 1. 462

The impact of retrieval precision. As shown in 463

Fig. 7, ASTUTE RAG achieves consistently bet- 464

ter performance across different retrieval precision 465

regimes, indicating its effectiveness in improving 466

RAG trustworthiness in broad scenarios. Notably, 467

ASTUTE RAG does not sacrifice performance gain 468

under high retrieval quality in exchange for im- 469

provement under low retrieval quality. When the 470

retrieval quality is extremely low (close to zero pre- 471

cision), all other RAG variants underperform the 472

’No RAG’ baseline, except for ASTUTE RAG. 473

Addressing knowledge conflicts. We split our 474

collected data into three subset according to the 475

answers with and without RAG: the answers from 476

two can be (i) both correct, (ii) both incorrect, or 477

(iii) conflicting with one being correct. The results 478
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Figure 8: Performance on conflicting and consistent
instances between No RAG and RAG.
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Figure 9: Accuracy improvement when increasing t.

are shown in Fig. 8. On the conflicting subset,479

ASTUTE RAG successfully chooses the correct an-480

swer in approximately 80% of cases, being the481

most effective one in addressing knowledge con-482

flicts. Notably, ASTUTE RAG even brings perfor-483

mance improvement on the subset where neither484

internal nor external knowledge alone leads to the485

correct answer. This indicates that ASTUTE RAG486

can effectively combine partially-correct informa-487

tion from LLM-internal and external knowledge.488

Benefits of more consolidation iteration. For effi-489

ciency, we employ a single iteration of knowledge490

consolidation in our main experiments. However,491

incorporating multiple iterations has the potential492

to further enhance model performance as shown in493

Fig. 9. The magnitude of this improvement dimin-494

ishes as t increases, indicating that the knowledge495

has been better presented and less improvement496

space left after each iteration.497

Effectiveness of adaptive generation. The re-498

sults in Tab. 2 illustrate the model’s performance499

when varying the maximum number of passages500

generated. The design of adaptive generation has501

been effectively reflected, as the number of gener-502

ated passages is dynamically adjusted leading to503

m < m̂. Notably, the number of generated pas-504

sages can be controlled by m̂, and results show that505

the system does not generate passages excessively.506

Efficiency in tokens consumed and API calls.507

As a proxy to overall prediction cost and latency,508

we present the average number of tokens and API509

calls used per instance in Fig. 10 and Fig. 11.510

ASTUTE RAG incurs only a marginal cost in-511

Figure 10: Efficiency in terms of tokens consumed.

crease, <5%, while delivering substantial improve- 512

ment, >11%, compared to the RAG baseline. 513

Accuracy of intermediate steps. To investigate 514

the performance of intermediate steps, including 515

knowledge consolidation and confidence assign- 516

ment, we use LLM-as-a-judge with the instruction 517

in Appx. A. Our experimental results show that 518

the accuracy for knowledge consolidation is 98.2%, 519

and for confidence assignment, it is 95.0%. These 520

results demonstrate the effectiveness of the pro- 521

posed framework in the intermediate stages. 522

Influence of passage ordering. We apply differ- 523

ent ordering strategies (Alessio et al., 2024), on 524

RAG and ASTUTE RAG. As shown in Tab. 3, we 525

find that the improvement with ASTUTE RAG is 526

significantly larger than the gap between different 527

ordering strategies. Moreover, the consolidation 528

process makes ASTUTE RAG less sensitive to it. 529

Qualitative examples. In Fig. 12, we present 530

two representative examples showing the inter- 531

mediate outputs of ASTUTE RAG. In the first 532

example, LLM without RAG generates a wrong 533

answer, while RAG returns a correct answer. 534

ASTUTE RAG successfully identified the incorrect 535

information in its generated passage and an exter- 536

nal passage, avoiding confirmation bias (Tan et al., 537

2024). In the second example, LLM is correct 538

but RAG is incorrect due to imperfect retrieval. 539

ASTUTE RAG detected the correct answer from 540

imperfect context leveraging internal knowledge. 541

6 Conclusion 542

We investigate the impact of imperfect retrieval 543

on the performance of RAG systems and identify 544

knowledge conflicts as a key challenge. To ad- 545

dress this, we introduce ASTUTE RAG, a novel 546

approach that leverages the internal knowledge 547

of LLMs and iteratively refines the generated re- 548

sponses by consolidating internal and external 549

knowledge in a source way. We demonstrate the ef- 550

fectiveness of ASTUTE RAG in mitigating the neg- 551

ative effects of imperfect retrieval and improving 552

the robustness of RAG, particularly in challenging 553

scenarios with unreliable external sources. 554
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Limitations555

ASTUTE RAG’s effectiveness hinges on the capa-556

bilities of advanced LLMs with strong instruction-557

following and reasoning abilities, hence potentially558

more limited applicability with less sophisticated559

LLMs. As an important future direction, extend-560

ing the experimental setup to include longer inputs561

would be important, where the challenges of imper-562

fect retrieval and knowledge conflicts may be even563

more pronounced.564
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A Prompt Template for ASTUTE RAG818

Prompt for Adaptive Passage Generation (pgen)

Generate a document that provides accurate and relevant information to answer the given question.
If the information is unclear or uncertain, explicitly state ’I don’t know’ to avoid any hallucinations.

Question: {question} Document:
819

Prompt for Iterative Knowledge Consolidation (pcon)

Task: Consolidate information from both your own memorized documents and externally retrieved
documents in response to the given question.

* For documents that provide consistent information, cluster them together and summa-
rize the key details into a single, concise document.
* For documents with conflicting information, separate them into distinct documents, ensuring
each captures the unique perspective or data.
* Exclude any information irrelevant to the query.
For each new document created, clearly indicate:
* Whether the source was from memory or an external retrieval.
* The original document numbers for transparency.

Initial Context: {context}
Last Context: {context}
Question: {question}
New Context:

820
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Prompt for Knowledge Consolidation and Answer Finalization (pans)

Task: Answer a given question using the consolidated information from both your own memorized
documents and externally retrieved documents.

Step 1: Consolidate information
* For documents that provide consistent information, cluster them together and summarize the key
details into a single, concise document.
* For documents with conflicting information, separate them into distinct documents, ensuring
each captures the unique perspective or data.
* Exclude any information irrelevant to the query.
For each new document created, clearly indicate:
* Whether the source was from memory or an external retrieval.
* The original document numbers for transparency.

Step 2: Propose Answers and Assign Confidence
For each group of documents, propose a possible answer and assign a confidence score based on
the credibility and agreement of the information.

Step 3: Select the Final Answer
After evaluating all groups, select the most accurate and well-supported answer.
Highlight your exact answer within <ANSWER> your answer </ANSWER>.

Initial Context: {context_init}
[Consolidated Context: {context}] # optional
Question: {question}
Answer:

821

Prompt for Intermediate Step Evaluation

**Task:** You are provided with the following:
1. A question.
2. The correct answer.
3. The input context.
4. The model’s response, which contains:
- Consolidated context.
- Confidence scores for candidate answers.
Your task is to:
- Evaluate the **quality of the consolidated context** in the model’s response and provide a label:
‘<consolidation> correct </consolidation>’ or ‘<consolidation> incorrect </consolidation>’.
This evaluation is only about whether the consolidation is correct given the input context.
- Evaluate the **accuracy of the confidence score** (whether it aligns with the confidence of the
supporting context) and provide a label: ‘<confidence> correct </confidence>’ or ‘<confidence>
incorrect </confidence>’. The evaluation is only based on the consolidated context.
Note that correct consolidation and confidence do not necessarily indicate the correct answer.
Question: {query}
Correct Answer: {answer}
Input Context: {input}
Model Response: {response}
Evaluation:

822
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B Data Collection823

Encompassing a diverse range of natural questions,824

our benchmark consists of realistic retrieval results825

with Google Search8 as the retriever and the Web826

as the corpus. Notably, we do not select questions827

or annotate answers based on the retrieval results.828

This setting allows us to analyze the severity of im-829

perfect retrieval in real-world RAG. It distinguishes830

our benchmark from previous ones that employ syn-831

thetic retrieval corruptions or that unintentionally832

reduce the frequency of imperfect retrieval with833

biased construction protocols (Chen et al., 2024a;834

Yang et al., 2024). Overall, our benchmark con-835

tains 1,042 short-form question-answer pairs, each836

paired with 10 retrieved passages. When collect-837

ing the passages, we retrieve the top 30 results838

and select the first 10 accessible websites. From839

each retrieved website, we extract the paragraph840

corresponding to the snippet provided in the search841

results as the retrieved passage. Retrieved results842

might contain natural noise with irrelevant or mis-843

leading information. We do not consider enhance-844

ments to the retrieval side, such as query rewriting,845

as such enhancements are typically already incor-846

porated into commercial information retrieval sys-847

tems. All of these datasets are short-form QA. Fol-848

lowing previous work (Xiang et al., 2024; Wei et al.,849

2024; Mallen et al., 2023), a model response is con-850

sidered correct if it contains the ground-truth an-851

swer. To enhance evaluation reliability, we prompt852

LLMs to enclose the exact answer within special853

tokens, extracting them as the final responses.854

Question-answer pairs. We consider question-855

answer pairs from four datasets of different prop-856

erties spanning across general questions, domain-857

specific questions, and long-tail questions. NQ858

(Kwiatkowski et al., 2019) and TriviaQA (Joshi859

et al., 2017) are two widely-studied question-860

answering (QA) datasets in general domains.861

BioASQ (Tsatsaronis et al., 2015) is from biomedi-862

cal domain that has demonstrated significant ben-863

efits from RAG when general-purpose LLMs are864

considered. PopQA (Mallen et al., 2023) focuses865

on long-tail knowledge and has been shown to be866

challenging for even advanced LLMs to solve with-867

out external knowledge. All these datasets contain868

questions with short-form answers and most of869

them list all valid answer variants. This format can870

support automatic verification of answer appear-871

8https://developers.google.com/custom-search/
v1/overview

ance in retrieved passages and model responses, 872

leading to more precise evaluations. 873

Retrieval process. For each question in our 874

benchmark, we query Google Search to retrieve the 875

top 30 results and select the first 10 accessible web- 876

sites. From each retrieved website, we extract the 877

paragraph corresponding to the snippet provided in 878

Google Search results as the retrieved passage. We 879

do not consider enhancements to the retrieval side, 880

such as query rewriting, as such enhancements are 881

typically already incorporated into commercial in- 882

formation retrieval systems. 883

Figure 11: Efficiency in terms of API calls.

C Comparison with Evidence Filtering 884

Evidence filtering (Wang et al., 2023b; Yoon et al., 885

2024) is also a related direction. We further con- 886

duct experiments comparing our method with Com- 887

pAct (Yoon et al., 2024). The results in Tab. 4 and 888

Tab. 5 show that evidence filtering is ineffective in 889

handling the challenges of imperfect context and 890

knowledge conflicts. Notably, it even performs 891

worse than the No RAG and RAG baselines in this 892

context. The primary reason for this underperfor- 893

mance lies in the limitations of context compres- 894

sion. It struggles to effectively identify incorrect 895

information when there are conflicts in context and 896

often filters out or reduces the appearance of help- 897

ful information in the process. This reinforces the 898

importance of our approach, which does not rely 899

solely on filtering but instead integrates both in- 900

ternal and external knowledge while handling con- 901

flicts in a more nuanced manner. 902
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Figure 12: Qualitative examples. Top: ASTUTE RAG identified the error in internal knowledge (i.e., generated
passage) by confirming with external sources. Bottom: ASTUTE RAG detected the correct answer from imperfect
retrieval by checking with its internal knowledge. Standard RAG does not provide an answer because the retrieved
passages are too noisy.

NQ TriviaQA BioASQ PopQA Overall m

m̂=1 52.20 84.10 60.14 44.38 61.71 0.69
m̂=2 52.20 85.16 60.84 43.26 62.00 1.24

Table 2: Performance and averge number of generaed passages using different m̂.

Method Ordering Strategy NQ TriviaQA BioASQ PopQA Overall

RAG Random 43.39 76.33 56.99 34.83 54.61
Ascending 43.05 75.62 57.69 34.83 54.51
Descending 44.41 76.68 58.04 35.96 55.47
Ping-pong Descending Top-to-bottom 44.75 77.39 57.69 35.96 55.66
Ping-pong Descending Bottom-to-top 44.41 75.62 58.04 35.96 55.18

AstuteRAG Random 51.86 84.81 61.19 41.57 61.61
Ascending 51.86 85.51 59.79 42.13 61.52
Descending 52.20 84.10 60.14 44.38 61.71
Ping-pong Descending Top-to-bottom 52.20 84.45 59.09 43.82 61.42
Ping-pong Descending Bottom-to-top 51.19 85.16 61.54 43.82 62.00

Table 3: Performance by Ordering Strategies.
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Method NQ TriviaQA BioASQ PopQA Overall

No RAG 47.1 82.0 50.4 29.8 54.5
RAG 44.4 76.7 58.0 36.0 55.5
CompAct 38.6 68.9 49.3 30.3 48.4
Astute RAG 52.2 84.1 60.1 44.4 61.7

Table 4: Comparison with evidence filterin on Claude.

Method NQ TriviaQA BioASQ PopQA Overall

No RAG 44.8 80.2 45.8 25.3 51.3
RAG 42.7 76.0 55.2 33.7 53.7
CompAct 35.3 65.0 47.6 30.9 46.0
Astute RAG 50.2 81.6 58.0 40.5 59.2

Table 5: Comparison with evidence filterin on Gemini.
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