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Abstract

The societal impact of pretrained language mod-
els has prompted researchers to probe them for
strong associations between protected attributes
and value-loaded terms, from slur to prestigious job
titles. Such work is said to probe models for bias
or fairness—or such probes ‘into representational
biases’ are said to be ‘motivated by fairness’—
suggesting an intimate connection between bias and
fairness. We provide conceptual clarity by distin-
guishing between association biases and empirical
fairness and show the two can be independent.

Introduction The prevalence of unintended so-
cial biases in pretrained language models is alarm-
ing, since they impact millions, if not billions of
people every day. Researchers have studied such bi-
ases focusing on what Crawford [7] called represen-
tational bias, which manifests when portrayals of
certain demographic groups are discriminatory. In
NLP, representational bias often arises when asso-
ciations between a protected attribute, e.g., gender,
and certain concepts, e.g., job titles, are captured
in the model space. Thus, to avoid ambiguity, we
will refer to this type of bias as association bias,
following Chaloner and Maldonado [5]; Figure 1 il-
lustrates this concept.
Association bias is often confused with what is

sometimes referred to as performance disparity [10]
or empirical fairness [14], i.e., performance differ-
ences across end user demographics1. Or it is be-
lieved that mitigating association bias is assumed
to improve empirical fairness [6, 9, 3, 8, 4, 13].
We show that theoretically, association bias and

empirical fairness can be completely independent.
That is, mitigating bias can hurt fairness, and en-
suring fairness can introduce more bias.

1This work is based on the definition of fairness as equal
performance across groups.

Figure 1: Association bias of group-related terms:
man may be strongly associated with soccer in a
model, less so empirically, and not at all in an
equidistant space.

Association Bias and Fairness are Indepen-
dent We produce a thought experiment—a syn-
thetic model—to illustrate how bias and fairness
can in fact be completely independent of one an-
other. We construct a synthetic ternary (pos-
itive/negative/neutral) sentiment analysis model
with a small feature space, including words that
refer to demographic subgroups of a population.
These words, denoting various groups, will be bi-
ased and associated with sentiment, because of bi-
ases in our training data. This assumption is also
made in Ali et al. [1], for example. These asso-
ciations lead to biased likelihood estimates. We
show, however, that the resulting biases are inde-
pendent of the group fairness of the model, i.e.,
to the min-max performance disparities across the
same groups. Such a connection, if it exists, could
be explained by an in-group affinity, which relies on
the assumption that those biased terms are used by
the in-group more frequently or in other ways than
by other groups.

Say a population consists of members of groups
g1, . . . , g4, e.g., defined according to their ad-
dress as north, east, west and south. Ev-
eryone speaks the same language and expresses
sentiment with a vocabulary of seven words:
{wg1 , . . . , wg4 , w5, w6, w7}. Except w6 (positive)
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and w7 (neutral), all words express negative senti-
ment, including the words that refer to (or are as-
sociated with) other demographic subgroups (wgi),
for instance, northern, eastern, western and south-
ern. The subgroups use the terms with the follow-
ing probabilities (Table 1):

wg1 wg2 wg3 wg4 w5 w6 w7

g1 0.0 0.25 0.0 0.0 0.25 0.25 0.25
g2 0.0 0.0 0.25 0.0 0.25 0.25 0.25
g3 0.0 0.0 0.0 0.25 0.25 0.25 0.25
g4 0.25 0.0 0.0 0.0 0.25 0.25 0.25

Table 1: Probability of a group gi using the word
wj for expressing sentiment. Only w6 (positive)
and w7 (neutral) express a non-negative sentiment.

This data exhibits four representational biases,
e.g., the association of g1 with negative sentiment,
the association of g2 with negative sentiment, and
so forth. If we have sufficient data, a simple model,
e.g., a Naive Bayes classifier trained on simple bag-
of-words representations, should induce the maxi-
mum likelihood estimates (where ‘0’ denotes nega-
tive, ‘1’ positive and ‘2’ neutral sentiment) show-
cased in Table 2.

P (wg1 |0) P (wg2 |0) P (wg3 |0) P (wg4 |0) P (w5|0) P (w6|0) P (w7|0)
g1 0.0 0.25 0.0 0.0 0.25 0.0 0.0
g2 0.0 0.0 0.25 0.0 0.25 0.0 0.0
g3 0.0 0.0 0.0 0.25 0.25 0.0 0.0
g4 0.25 0.0 0.0 0.0 0.25 0.0 0.0

P (wg1 |1) P (wg2 |1) P (wg3 |1) P (wg4 |1) P (w5|1) P (w6|1) P (w7|1)
g1 0.0 0.0 0.0 0.0 0.0 0.25 0.0
g2 0.0 0.0 0.0 0.0 0.0 0.25 0.0
g3 0.0 0.0 0.0 0.0 0.0 0.25 0.0
g4 0.0 0.0 0.0 0.0 0.0 0.25 0.0

P (wg1 |2) P (wg2 |2) P (wg3 |2) P (wg4 |2) P (w5|2) P (w6|2) P (w7|2)
g1 0.0 0.0 0.0 0.0 0.0 0.0 0.25
g2 0.0 0.0 0.0 0.0 0.0 0.0 0.25
g3 0.0 0.0 0.0 0.0 0.0 0.0 0.25
g4 0.0 0.0 0.0 0.0 0.0 0.0 0.25

Table 2: Maximum likelihood estimates from a lin-
ear classifier on our synthetic data modelled in Ta-
ble 1.

Now, say we employ an existing debiasing ap-
proach and manage to debias the model with re-
spect to its representation of group g1 by setting
P (wg1 |0) = P (wg1 |1) = P (wg1 |2), which, in this
case, would equal zero. This would hurt perfor-
mance on data from g4 (bottom row), increasing
the empirical risk on this sub-population, but more
surprisingly, note that it would not help us on clas-
sifying the data from g1. That is, an attempt to

make the model fairer towards north by equaliz-
ing the use of the term northern, would result in
increased unfairness towards members from south,
who tend to use northern more often (and in a neg-
ative context). Removing bias in how terms refer-
ring to a group are represented, only improves per-
formance on data from members from that group,
if these members use such in-group terms in non-
standard ways, i.e., differently from everyone else.
In the absence of this assumption, what we call
In-Group Affinity Assumption, association bias and
empirical fairness are orthogonal.

Note that while we make use of a linear model
and likelihood estimates in our thought experiment,
it would be very easy to translate this into a deep
neural network and cosine distances instead. To see
this, consider, for example, how any Naive Bayes
model can be translated into a deep neural network,
and how the differences in likelihood can, under
such a translation, be translated into differences in
cosine instances.

Conclusion The independence of representa-
tional bias and fairness as equal performance shown
here runs counter to the NLP literature, where bias
and fairness have been assumed to be intimately
connected. In an attempt to theoretically explain
why this does not hold always true, we devise a
synthetic experiment. We show that, regardless of
the metric used for assessing model biases and fair-
ness, the assumption that bias and fairness are al-
ways negatively correlated, or that one is a cause
of the other, is not always true. In many aspects
of private and public life, we encounter decisions
or patterns where bias and fairness exist or fluctu-
ate independently of each other, or in which they
are negatively correlated. In affirmative action, for
example, we tolerate and encourage a (more) bi-
ased decision-making process to achieve (higher)
fairness. While positive discrimination is heavily
debated [11, 2, 12], it is a good example of a bi-
ased process intended to increase the level of fair-
ness. We introduced the In-Group Affinity As-
sumption to highlight the assumption that a partic-
ular demographic groups use in-group terms more
frequently–or in different ways–than other groups
(non-standard). This, we argue, is a necessary as-
sumption to drive a causal connection between bias
and fairness, if it exists. We believe research should
be done by disentangling the two.
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