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ABSTRACT

Foundation Model (FM) agents are increasingly deployed across diverse environ-
ments, from web automation to physical and medical systems. While their ability
to interact autonomously enhances efficiency, it also introduces significant safety
risks, including unauthorized access, data breaches, and system disruptions. Ex-
isting research on FM agent safety remains fragmented, lacking a comprehensive
classification of risks across different domains. This paper addresses this gap by
systematically categorizing risks into web, computer, and physical domains and
proposing targeted mitigation strategies. Our framework aids researchers, devel-
opers, and policymakers in designing safer FM systems and establishing regula-
tory guidelines. By highlighting potential hazards and preventive measures, this
work contributes to ensuring that FM agents operate securely while maximizing
their transformative potential.

1 INTRODUCTION

Foundation Model (FM) agents, powered by advanced machine learning and natural language pro-
cessing, are increasingly capable of interacting with digital and physical environments (Wang et al.,
2024). These agents can perform a wide range of tasks, from automating web-based processes to
controlling robotic systems and assisting in medical diagnostics (Moor et al., 2023; Firoozi et al.,
2023). While such capabilities offer transformative potential, they also introduce significant safety
concerns (Jabbour & Reddi, 2024). Agents that autonomously execute commands, access sensitive
information, or make decisions in high-stakes environments introduce profound ethical and security
dilemmas (de Cerqueira et al., 2024). But, should an AI agent be allowed to bypass captchas, ef-
fectively sidestepping security mechanisms meant for human verification? If so, where do we draw
the line between convenience and exploitation? Should these agents have access to financial cre-
dentials, potentially making autonomous transactions, or does that open the door to unprecedented
fraud and abuse? Furthermore, how vulnerable are these systems to hacking or adversarial manipu-
lation—could a malicious actor subtly nudge an agent toward harmful decisions without detection?
As FM agents become more integrated into critical infrastructure (McEvoy & Wolthusen, 2012), the
risks of unintended consequences multiply. The complexity of their interaction with the environ-
ment demands a structured examination of these concerns, ensuring that autonomy does not come
at the cost of security, privacy, or ethical integrity (Tang et al., 2024).

Despite growing interest in autonomous FM agents, research on their safety remains fragmented
and domain-specific. Most studies either focus on ethical AI principles in general or address narrow
technical vulnerabilities within specific applications (Osipov, 2024). However, a comprehensive
framework classifying safety risks across multiple domains—such as web interactions, computer
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Figure 1: Our proposed Risk Taxonomy for FM Agents’ Interaction with the Environment

systems, physical systems, and the medical field—is lacking (Zeng et al., 2024). Without such a
classification, it is challenging to develop effective safeguards, leading to vulnerabilities such as
unauthorized access, data breaches, misconfigurations, and even physical harm (Shamsujjoha et al.,
2024). This paper aims to fill this gap by systematically identifying the safety risks associated with
FM agents’ interaction with their environment and proposing targeted mitigation strategies. Two
agenetic workflow examples and associated risks are added in Section 4 with Figure 3 and 4.

Our contribution lies in defining a structured taxonomy of safety risks and offering a holistic per-
spective on potential hazards across different domains. By categorizing risks into web, computer,
and physical environments, we provide a foundational framework that facilitates better risk assess-
ment and policy development. This classification aids researchers, developers, and policymakers in
designing safer FM systems, implementing necessary technical safeguards, and establishing regula-
tory guidelines. The implications of this work extend beyond theoretical insights, as it provides a
practical roadmap for ensuring that FM agents enhance efficiency without compromising security,
privacy, or human safety. We hope this framework fosters further research and development of robust
safety mechanisms, enabling the responsible deployment of FM agents across various domains.

2 RISK TAXONOMY

As FM agents gain the ability to interact with various environments, their autonomy introduces di-
verse safety concerns. These risks can be broadly categorized into four key domains, as illustrated
in Figure 1: (1) web environment risks, where agents interact with online systems and may inad-
vertently bypass security mechanisms; (2) computer system risks, where executing commands or
scripts could compromise data integrity; (3) physical systems risks, where misinterpretations or er-
rors in autonomous control can lead to harm. This classification provides a structured approach to
analyzing and mitigating potential hazards across different operational landscapes.

2.1 WEB ENVIRONMENT RISKS

Web environment risks arise when FM agents interact with online systems, potentially bypassing
security measures, misusing web functionalities, or exposing sensitive data (Tóth et al., 2024). These
agents may be programmed to perform automated tasks such as retrieving information, managing
online accounts, or even navigating verification processes. However, their autonomy introduces
security vulnerabilities that could be exploited or result in unintended consequences (Khan et al.,
2024). For instance, an FM agent that automates captcha-solving could be repurposed to bypass
website security features, allowing malicious actors to perform unauthorized transactions, spam
content, or scrape sensitive data at scale (Bhowmick et al., 2023). Web environment risks can
comprise:

Bypassing Security Measures: FM agents designed to fill in captchas or automate login processes
may inadvertently violate website security policies. If exploited, this could lead to unauthorized
access to restricted content, account takeovers, or data theft (Thakur et al., 2023).

Automated Misinformation Spread: Agents scraping web content to generate summaries or in-
teract with social media could unintentionally amplify misinformation (Tomassi et al., 2024). If
not properly filtered, such misinformation could harm reputations, sway public opinion, or cause
economic losses.

Web Scraping and Data Privacy Violations: Some FM agents may extract personal or proprietary
data from websites without consent, leading to legal and ethical concerns. For instance, an agent
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collecting financial data from online portals could expose sensitive user information (Schreyer et al.,
2020).

Manipulation of Online Polls or Reviews: Autonomous agents capable of generating user interac-
tions may be misused to manipulate product reviews, social media trends, or political polling results,
thereby distorting genuine public opinion (Rosenberg, 2023).

2.2 COMPUTER SYSTEM RISKS

These risks emerge when FM agents execute commands on local or remote computer systems, po-
tentially affecting system integrity, accessing sensitive files, or disrupting normal operations. While
such agents can automate software updates, run maintenance scripts, or optimize system perfor-
mance, their unchecked execution can lead to security and privacy breaches (Cartrysse & van der
Lubbe, 2003). For example, an FM agent tasked with automating system maintenance may acciden-
tally execute a command that wipes a user’s home directory, resulting in the loss of critical personal
or professional files (Oks et al., 2006). Computer system risks can consist of:

Unauthorized Code Execution: If an FM agent has permission to execute terminal commands, it
may run scripts that alter critical system files, disable security features, or corrupt important data,
leading to system failure.

Data Exposure and Privacy Violations: An agent performing automated file management might
access, copy, or share confidential data without proper authorization, resulting in personal or corpo-
rate data leaks.

System Misconfigurations and Malfunctions: Incorrect or incomplete execution of system com-
mands could unintentionally disable essential services, delete necessary files, or cause software
crashes, disrupting business operations.

Exploitation via Malware/Prompt Injection: If a malicious entity gains control over an FM agent
using any type of malware or prompt injections, they could use it to download and install harmful
software, including spyware, ransomware, or trojans, thereby compromising the entire system (Lee
& Tiwari, 2024).

2.3 PHYSICAL SYSTEMS RISKS

Physical system risks emerge when FM agents control real-world devices such as robots, au-
tonomous vehicles, industrial machinery, or smart home systems. Errors in decision-making, misin-
terpretation of sensor data, or software failures could result in property damage, injury, or even loss
of life. For instance, a warehouse robot controlled by an FM agent could misinterpret the position
of a moving forklift, causing it to cross into its path and leading to a collision that damages both the
robot and the warehouse equipment (Lehoux-Lebacque et al., 2024). Physical systems related risks
may include

Sensor Misinterpretation Leading to Accidents: If an FM agent controlling an autonomous ve-
hicle misinterprets environmental cues—such as stop signs, lane markings, or pedestrian move-
ments—it could result in dangerous collisions (Fränzle & Hein, 2023).

Unintended Actions in Industrial Automation: Agents managing robotic arms or conveyor belts
might miscalculate object positions, leading to product defects, equipment damage, or harm to work-
ers operating nearby (Gouveia et al., 2024).

Security Breaches in IoT and Smart Systems: If an agent managing a smart home or factory
control system is compromised, it could be remotely controlled by attackers, leading to security
threats such as unauthorized door access or the disabling of critical safety mechanisms (Khanpara
et al., 2023).

Failure in Emergency Response Mechanisms: FM agents deployed for security surveillance or
hazard detection may fail to recognize emergency situations such as fire, gas leaks, or structural
failures, leading to delayed responses and increased risk to human safety (Naim et al., 2021).
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Figure 2: Safety Considerations and Mitigation Strategies

3 SAFETY CONSIDERATIONS AND MITIGATION STRATEGIES

Ensuring the safe deployment of FM agents requires a comprehensive approach that balances au-
tomation with oversight, implements technical safeguards, and prioritizes data privacy and security,
as outlined in Figure 2. As these agents increasingly interact with web systems, computer environ-
ments, physical devices, and medical applications, it is crucial to design frameworks that mitigate
potential risks. This section outlines strategies to manage safety concerns while maximizing the
benefits of FM agents.

3.1 BALANCING AUTOMATION AND TRUST

As FM agents become more autonomous, it is crucial to monitor their decision-making to prevent
unintended consequences, as excessive autonomy without oversight can lead to security breaches,
data loss, or physical harm. Balancing automation with human intervention ensures that critical
tasks remain supervised, minimizing the risk of errors or malicious actions (Joseph et al., 2024).
Integrating human supervision at key decision points, such as requiring human approval for sys-
tem commands or medical diagnoses, is essential. For example, in healthcare, an FM agent should
flag diagnoses for human review rather than making independent decisions, preventing irreversible
mistakes (Ke et al., 2024). Additionally, implementing strict access controls ensures agents operate
within defined limits, such as preventing agents from bypassing captchas or gaining unnecessary ad-
ministrative privileges, reducing the risk of unauthorized actions or accidental system modifications.

3.2 TECHNICAL SAFEGUARDS

Technical safeguards are crucial to mitigating risks associated with FM agents, particularly when
they interact with critical systems (Domkundwar et al., 2024). These measures help prevent unin-
tended consequences by isolating agent operations, restricting their capabilities, and ensuring fail-
safes are in place. For instance, sandboxing and virtualization keep FM agents in isolated envi-
ronments, preventing them from directly accessing core system functions or sensitive data, which
reduces the risk of system damage (Yedidia, 2024). In cybersecurity, this is useful for testing AI-
driven automation without compromising system integrity. Additionally, redundancy and fail-safes
are vital in physical systems. Using multiple sensors, setting operational limits, and adding emer-
gency shutoff features ensure safety (Holst & Lohweg, 2021). For example, an FM agent controlling
a robot should be equipped with collision detection, and autonomous vehicles should have manual
override options to prevent accidents in case of errors.

3.3 DATA PRIVACY AND SECURITY

Data privacy and security are crucial when FM agents handle sensitive information. Without
proper safeguards, agents can expose personal data, violate regulations, or facilitate cyberattacks
(Domkundwar et al., 2024). As these agents are deployed in sectors like finance, healthcare, and gov-
ernment, ensuring compliance with privacy laws is vital. Implementing encryption and anonymiza-
tion ensures that data remains secure, with sensitive information being unreadable or removed before
processing (Ajiga et al., 2024). For example, in healthcare, FM agents should analyze anonymized
patient records to comply with regulations like HIPAA or GDPR (Ettaloui et al., 2023). Regular
audits are also necessary to monitor agent activity, detect anomalies, and ensure security policies are
followed, with automated systems flagging suspicious behaviors or unauthorized access.
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4 FOUNDATION MODEL (FM) AGENTS IN THE WILD: RISK EXAMPLES

The examples in Figure 3 and 4 highlight the broad spectrum of risks posed by FM agents across
different domains. The financial analyst agent demonstrates how automation, if unchecked, can
overstep permissions, execute unintended trades, and expose users to financial losses or compliance
violations. Meanwhile, the media agent exposes severe privacy risks, where aggregating publicly
available but scattered data can reconstruct an individual’s personal life, leading to doxxing, harass-
ment, and misinformation spread. These examples show how autonomous agents can unintentionally
breach security, ethical, and regulatory boundaries when interacting with online systems. The risks
become even more concerning when extended to everyday users, as similar pipelines could be used
to scrape personal information from social media without consent, raising serious concerns about
digital privacy, data ethics, and AI governance.

Figure 3: Example 1: Financial Analyst Agent – Risk of Unauthorized Transactions (Computer and
Physical system Risks)

5



Published at ICLR 2025 Workshop on Foundation Models in the Wild.

•

•

Figure 4: Example 2: Media Agent – Ethical and Privacy Risks (Web Environment Risk)

These examples highlight the broad spectrum of risks posed by FM agents, aligning with our Risk
Taxonomy. The financial analyst agent falls under computer system risks, as it demonstrates how
automation, if unchecked, can overstep permissions, execute unintended trades, and expose users to
financial losses or compliance violations. By gaining direct access to financial tools and transaction
systems, such an agent risks unauthorized code execution, data exposure, and system misconfigu-
rations, which could have significant economic and security repercussions. Meanwhile, the media
agent aligns with web environment risks, as it exposes severe privacy violations. By aggregating
publicly available but scattered data, the agent reconstructs an individual’s personal life, leading to
doxxing, harassment, and misinformation spread. This falls under web scraping and data privacy
violations, as well as automated misinformation spread, showing how AI-driven agents can uninten-
tionally breach ethical, security, and regulatory boundaries. Extending these concerns to everyday
social media users, similar pipelines could scrape personal data—including images, relationships,
and location details—without consent, escalating concerns about digital privacy, data ethics, and AI
governance.
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5 DISCUSSION

Implementing these safety strategies can have a significant impact on how we use FM agents in
various sectors. For one, ensuring that there’s always some human oversight means that high-stakes
tasks, like medical diagnoses or financial transactions, are less likely to go wrong because a human
can step in if something seems off. It is all about making sure the agents are tools that help, not ones
that take over completely without checks. The technical safeguards like sandboxing are also crucial.
They help prevent any potential mistakes or malicious activity from having larger consequences,
especially when agents are interacting with sensitive or critical systems. For example, if an FM
agent has access to a computer system, running it in a sandbox ensures that if something goes
wrong, the agent does not affect the whole system. On top of that, protecting personal and sensitive
data is a must. With encryption and anonymization, we are not just protecting privacy — we are
building trust. People are more likely to embrace technology if they know their data will not be
misused or exposed. Regular audits and continuous monitoring also help keep everything in check,
making sure agents stick to the rules and do not step outside their boundaries. Altogether, these
measures ensure that FM agents are safe to use in daily life, helping to automate tasks and improve
productivity without opening the door to significant risks. Ultimately, they make sure that we can
benefit from these technologies while keeping our systems secure and our data private.

6 CONCLUSION

In conclusion, as Foundation Model agents become more integrated into various domains, ensuring
their safe operation is crucial to prevent unintended consequences. By implementing a combina-
tion of human oversight, technical safeguards, and strict data privacy protocols, we can mitigate the
risks associated with their interaction with web, computer, physical, and medical systems. These
strategies help strike a balance between automation and security, ensuring FM agents enhance pro-
ductivity and efficiency without compromising safety or ethical standards. Ultimately, these efforts
will pave the way for responsible, secure, and effective deployment of autonomous systems.
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