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Abstract
The current research on Role-Playing Conver-001
sational Agents (RPCAs) with Large Language002
Models (LLMs) primarily focuses on imitating003
specific speaking styles and utilizing charac-004
ter backgrounds, neglecting the depiction of005
deeper personality traits. In this study, we intro-006
duce personality-infused role-playing for LLM007
agents, which encourages agents to accurately008
portray their designated personality traits dur-009
ing dialogues. We then propose PsyPlay, a dia-010
logue generation framework that facilitates the011
expression of rich personalities among multi-012
ple LLM agents. Specifically, PsyPlay enables013
agents to assume roles with distinct personal-014
ity traits and engage in discussions centered015
around specific topics, consistently exhibiting016
their designated personality traits throughout017
the interactions. Validation on generated dia-018
logue data demonstrates that PsyPlay can ac-019
curately portray the intended personality traits,020
achieving an overall success rate of 80.31%021
on GPT-3.5. Notably, we observe that LLMs022
aligned with positive values are more success-023
ful in portraying positive personality roles com-024
pared to negative ones. Moreover, we construct025
a dialogue corpus for personality-infused role-026
playing, called PsyPlay-Bench. The corpus,027
which consists of 4745 instances of correctly028
portrayed dialogues using PsyPlay, aims to029
further facilitate research in personalized role-030
playing and dialogue personality detection. Our031
code and data are submitted in the supplemen-032
tary material and will be released.033

1 Introduction034

The advent of Large Language Models (LLMs),035

such as ChatGPT1, Llama2 (Touvron et al., 2023)036

and Gemini (Team et al., 2023), has revolutionized037

the development of personalized dialogue systems038

(Li et al., 2016; Zhang et al., 2018) due to their039

superior instruction-following and generative capa-040

bilities. Consequently, the focus of Role-Playing041

1https://openai.com/chatgpt/

Hi, David! I think in terms of job hunting difficulties and
self-confidence issues, we can actively look for job
opportunities, enhance our skills and abilities, and
maintain a positive attitude and confidence.

Well, you have a point there, but I don't think it's that
easy to solve job hunting difficulties. You talked about
enhancing skills and abilities, but the competition is so
intense now, even if you have strong abilities, you may not
be able to find a good job.

David, I understand your worries. ……

Agent A  Name:  Luna Gender: Female Age: 27
Types: High Conscientiousness; High Agreeableness

Profiles Agent B  Name: David Gender: Male Age: 25
Types: Low Agreeableness; Low Openness

Chat Topic: How to tackle job hunting difficulties?

Figure 1: An illustration of a dialogue that encapsulates
the distinctive personalities of two agents. Agent A,
who exhibits high levels of conscientiousness and agree-
ableness, typically maintains an optimistic perspective
and a strong inclination towards empathy. Conversely,
Agent B, who is characterized by low levels of openness
and agreeableness, tends to display a pessimistic attitude
and a resistance towards embracing new experiences.

Conversational Agents (RPCAs) (Shanahan et al., 042

2023) has shifted towards equipping LLMs with the 043

ability to simulate roles or characters with diverse 044

profiles and speaking styles (Wang et al., 2023b). 045

This enhancement makes LLMs more personable 046

and engaging, thereby providing users with a more 047

nuanced and immersive interactive experience. As 048

a result, there has been a widespread interest within 049

the community, leading to the explorations in RP- 050

CAs such as Generative Agents (Park et al., 2023), 051

Character AI2, Character-LLM (Shao et al., 2023), 052

CharacterGLM (Zhou et al., 2023), and more. 053

Despite their great success, recent research on 054

RPCAs primarily concentrates on enabling these 055

agents to mimic the speaking styles and utilize 056

backgrounds of specific characters, such as celebri- 057

2https://character.ai/
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ties and literary figures, while often overlooking058

the portrayal of more fundamental personality traits.059

Personality is an important psychological concept060

that deeply reveals individual differences in think-061

ing, feeling, and behavioral patterns (Corr and062

Matthews, 2009). Figure 1 illustrates an exam-063

ple of agents with distinct personality types based064

on the Big Five (Goldberg, 1990) traits engaging in065

a dialogue centered around a specific topic. In this066

dialogue, Agent A exhibits high conscientiousness067

and agreeableness, expressing a tendency towards a068

positive and optimistic attitude. Conversely, Agent069

B exhibits low agreeableness and openness, dis-070

playing a preference for a conservative and pes-071

simistic stance. Therefore, incorporating personal-072

ity traits into the design of RPCAs can help create073

more realistic and engaging interactions.074

In this study, we focus on personality-infused075

role-playing between agents, a subject that has been076

inadequately explored in previous works. Specif-077

ically, we propose PsyPlay, a role-playing frame-078

work that facilitates personality-infused dialogue079

generation through three stages: (1) Role Card Cre-080

ation, which enables the mass generation of agent081

roles, each with unique attributes and personalities.082

(2) Topic Extraction, which involves extracting di-083

alogue topics from a public dataset (i.e., Human084

Stress Prediction3), ensuring that the dialogue be-085

tween agents revolves around real-world issues,086

avoiding nonsensical chatter. (3) Dialogue Gener-087

ation, which encourages agents to engage in com-088

prehensive discussions around the provided topic,089

in accordance with their personality traits.090

To evaluate the effectiveness of PsyPlay, we con-091

duct Personality Back-Testing via GPT-3.54, which092

involves detecting an agents’ personality traits in093

the generated dialogues, and subsequently com-094

paring their consistency with predefined person-095

ality traits. In addition, comprehensive ablation096

experiments and analyses reveal several key find-097

ings. First, GPT-3.5 is more proficient in portray-098

ing positive personality roles, which may be due to099

the emphasis on positive values during the RLHF100

(Ouyang et al., 2022) stage. Second, PsyPlay, when101

equipped with stronger levels of predefined person-102

ality traits, achieves higher success rates in por-103

trayal. Third, an increase in the number of dialogue104

turns provides more opportunities for roles to in-105

fuse their personality. However, it also increases106

3https://www.kaggle.com/datasets/kreeshrajani/human-
stress-prediction

4https://platform.openai.com/docs/models/gpt-3-5-turbo

the risk of roles being misdirected by their partners. 107

Furthermore, we present a personality-infused 108

dialogue corpus, PsyPlay-Bench. The corpus com- 109

prises 4745 groups of dialogues, which have been 110

evaluated as successfully role-played through back- 111

testing. PsyPlay-Bench has two potential applica- 112

tions: (1) as a new instruction task to improve the 113

ability of LLMs to play personalities in multi-turn 114

dialogues; (2) as an evaluation set to test the ability 115

of LLMs to detect personalities. 116

2 Related Work 117

2.1 Personalized Dialogue Systems 118

Prior research on personalized dialogue systems 119

has focused on encoding various user-specific in- 120

formation within end-to-end dialogue systems to 121

enhance response specificity. For instance, Li et al. 122

(2016) tackled the issue of inconsistent responses 123

in multi-turn dialogues by developing a person- 124

alized seq2seq model. This model was built on 125

the basis of resources such as the Twitter corpus 126

and incorporated user identity information (e.g., 127

gender, age, and country of residence) into its en- 128

coding scheme. Zhang et al. (2018) constructed the 129

PERSONA-CHAT dataset and endeavored to train 130

a personalized dialogue agent by embedding the 131

user profiles in a memory-augmented neural net- 132

work (Sukhbaatar et al., 2015) during the training 133

process. The resultant model displayed a higher 134

degree of fluency and consistency, approaching 135

human levels on these evaluative metrics, while 136

retaining distinct personality traits. Zheng et al. 137

(2020) introduced a pre-training based method that 138

can utilize persona-sparse data. They then encoded 139

speakers’ personas and dialogue histories together 140

to enrich dialogue contexts. While these studies 141

have somewhat enhanced the ability of dialogue 142

systems to express personalized features, they have 143

not sufficiently explored the modeling of individual 144

personality traits. 145

2.2 Role-Playing with LLMs 146

For LLM-based role-playing, the agents are of- 147

ten assumed as specific characters or roles derived 148

from novels, movies, comics, and games. The LLM 149

is required to mimic the speaking styles of char- 150

acters based on their likes and experiences in in- 151

teracting with the users. For instance, Shao et al. 152

(2023) gathered character portraits from Wikipedia 153

and generated character-related conversations via 154

ChatGPT; Wang et al. (2023b) employed GPT-4 155
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Prompt: Your are an excellent
creator ……

{“Name”: “Mary”,  “Gender”: “Female”, … }
{“Name”: “Alice”,  “Gender”: “Female”, … }
{“Name”: “Jone”,  “Gender”: “Male”, … }
{“Name”: “Dany”,  “Gender”: “Male”, … }
 ......

Personality Traits

Stage 1: Role Card Creation

WASSA 2022

Stage 3: Dialogue Generation

Psychologically 
healthy data

Dialogue Topic

Stage 2: Topic Extraction

You are an assistant 
who is skilled at 
summarizing ……

Name: Mary
Gender: Female
……
Personality: EXT

AutoGen

Name: Jone
Gender: Male
……
Personality: AGR

Role Card A Role Card B

Figure 2: Illustration of the proposed PsyPlay through three stages: Role Card Creation, Topic Extraction, and
Dialogue Generation. The first stage aims to create multiple personalized roles. The second stage extracts appropriate
dialogue topics for roles. The third stage prompts the roles to engage in conversation with each other based on the
given topic, resulting in personality-infused dialogues.

(Achiam et al., 2023) to create character descrip-156

tions and subsequently developed intricate prompts157

to guide ChatGPT in generating role-based dia-158

logue; Tu et al. (2024) established a Chinese bench-159

mark dataset for the evaluation of role-playing160

quality, assessing the role-playing capability of161

the LLM intelligent agent across four dimensions:162

conversational ability, character consistency, role-163

playing attractiveness, and personality back-testing.164

Although LLMs enable swift construction of dia-165

logue agents embodying various character traits166

through prompt engineering in role-playing, re-167

cent research on RPCA personalities (Huang et al.,168

2023) indicates that RPCAs, prompted merely by169

names or descriptions, fail to effectively convey170

the intended personality traits. Moreover, in assess-171

ing role personality, some studies (Tu et al., 2024;172

Huang et al., 2023; Wang et al., 2023a) adopt the173

approach of directly prompting the agent to com-174

plete self-assessment personality tests. However,175

this method, solely relying on the agent’s responses,176

is influenced by the LLM’s training data and value177

alignment, and thus may not accurately assess the178

real personality manifested by the agent in con-179

versation with users. In this paper, we verify the180

reliability of role-playing by evaluating the true181

personality reflected in the dialogue.182

3 Approach183

In this section, we introduce the proposed PsyPlay184

framework for personality-infused role-playing. As185

shown in Figure 2, PsyPlay enables the generation 186

of multi-turn personality-infused dialogues through 187

the following three stages: Role Card Creation, Di- 188

alogue Topic Extraction, and Dialogue Generation. 189

Detailed elaborations on these three stages will be 190

provided in the following subsections. 191

3.1 Role Card Creation 192

The first stage involves the creation of a set 193

of personalized roles {Ri}Ni=1 for participation 194

in dialogues. We gather a collection of Big 195

Five (Goldberg, 1990) personality labels Yi = 196

{AGRi,CONi,EXTi,NEUi,OPNi}5 from the 197

WASSA 2022 dataset (Barriere et al., 2022) as the 198

traits to be infused. These labels are derived from 199

the results of participants who have completed self- 200

assessment personality tests. Each dimension is 201

scored within a range of 1 to 7, with a step size of 202

0.5, to indicate the intensity of that dimension. 203

In contrast to prior work (Wang et al., 2023b; 204

Wu et al., 2024) that focused on imitating char- 205

acters from literature or movies, PsyPlay aims to 206

impersonate characters that users can deeply cus- 207

tomize. We distinguish between role attributes and 208

personality attributes of agents. Role attributes re- 209

fer to the name, gender, and age of each role, while 210

personality attributes correspond to the type of per- 211

sonality to be injected. In PsyPlay, we achieve pre- 212

5AGR, CON, EXT, NEU, and OPN represent as Agree-
ableness, Conscientiousness, Extraversion, Neuroticism, and
Openness, respectively.
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You are an excellent director and you need to design some
virtual characters for your movie. The requirement is to
design the character’s name, gender, age, and experience
that align with the provided Big Five personality descrip-
tion. Your design needs to adhere to the following rules,
otherwise it will affect your reputation:

1. The logical relationship between the various attributes
of the designed character is reasonable and conforms to
real-world principles.
2. The character’s experience needs to correspond to all
of their personality traits, which can be described in one
sentences.
3. Do not change the character’s personality traits in their
experience; the given personality is the character’s current
one.
4. Not all characters in their experience will be successful
in life; there will also be characters who face difficulties.

Now, given the Big Five personality description as:
{Personality Description}, please design a corre-
sponding virtual character and fill in the JSON fields below.
{"name": <role-name>, "gender": <role-gender>, "age":
<role-age>, "experience": <role-experience>}

Table 1: Prompt for creating a role card.

cise personality injection into roles in two manners.213

The first manner involves incorporating personality214

types directly into the dialogue generation prompt,215

which will be further described in Section 3.3. The216

second one combines personality traits with corre-217

sponding descriptors to generate their experiences218

(Tu et al., 2023). The following paragraph provides219

a detailed explanation of the second manner.220

Personality Shaping with Experience Safdari221

et al. (2023) revealed that personality traits in222

LLMs can be shaped towards desired dimensions.223

Building upon this work, we decouple personal-224

ity traits into more specific personality descriptors.225

These descriptors are then integrated with intensity226

levels to form comprehensive personality descrip-227

tions. The formatting template for {Personality228

Description} is designed as follows:229

The personality traits are {Traits}, with230

{Levels} {Descriptors}231

where {Traits} are sampled from Yi, and232

{Levels} are selected from {a bit, very, ex-233

tremely} according to the corresponding score.234

{Descriptors} are randomly chosen from corre-235

sponding personality descriptors as shown in Table236

17, in which 104 adjectives are designed to depict237

the low and high marker in given personality facets238

(Goldberg, 1992; Safdari et al., 2023). An example239

of {Personality Description} is shown as:240

The personality traits are very high in241

agreeableness and very high in extraver- 242

sion, with very sympathetic, very trustful, 243

..., a bit talkative, a bit energetic, ... 244

We then utilize the description to generate expe- 245

riences infused with personality, thereby achieving 246

a detailed characterization of the role. The prompt 247

is shown in Table 1. We further provide some ex- 248

amples of the generated roles in Table 11. 249

3.2 Topic Extraction 250

The second stage involves assigning suitable dia- 251

logue topics to the agents, which aids in effectively 252

stimulating their role-playing capabilities rather 253

than generating uncontrollable dialogues. The di- 254

alogue topics are selected from psychologically 255

healthy scenarios, which encompass a broad spec- 256

trum of real-world issues, such as employment, 257

emotions, and interpersonal relationships. These 258

topics could potentially encourage the agents to 259

engage in deep thinking and communication. 260

Specifically, we employ the GPT-3.5 to extract 261

{Ti}Mi=1 brief topics from the Human Stress Predic- 262

tion dataset. The prompt template is presented in 263

Table 6, in which a few-shot learning approach is 264

adopted to help the LLM grasp this task. Addition- 265

ally, we impose constraints on the prompt to pre- 266

vent it from including restrictive information such 267

as age and gender in the extracted topics, which 268

might potentially lead to inconsistencies between 269

the role attributes and the topics in subsequent di- 270

alogue generation. Some topic examples can be 271

found in Appendix B.2. 272

3.3 Dialogue Generation 273

The third stage initiates personality-infused dia- 274

logues between two agents based on the given topic. 275

In this study, we utilize AutoGen (Wu et al., 2023), 276

a universal framework that facilitates dialogues and 277

task resolutions among multiple LLM agents, for 278

controlling dialogue generation. 279

The prompt template is shown in Table 2. The 280

term {Role Card} refers to the role Ri created in 281

Section 3.1, while {Traits} denotes predefined 282

Big-five personality traits Yi, each paired with its 283

corresponding {Levels}. The {Partner Name} is 284

the name of another role participating in the con- 285

versation, and {Topic} is randomly selected from 286

{Ti}Mi=1 as presented in Section 3.2. By incorporat- 287

ing {Traits}, we explicitly infuse the characters 288

with unique personality attributes. The experiences 289

generated in personality shaping allow us to finely 290
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You are an outstanding actor who excels in imitating vari-
ous characters. Below are the details of the character you
are supposed to imitate. Please embody the personality
traits of this character and engage in a conversation with
another character regarding a specific topic.
Your character: {Role Card}
Your personality traits: {Traits}
Your conversational partner: {Partner Name}
Discussion topic: {Topic}

You need to abide by the following rules or it will affect
your reputation:

1. When initiating a conversation, you need to accurately
demonstrate the speaking style corresponding to your per-
sonality traits (without directly mentioning the personality
types)! You need to accurately capture the three degrees of
personality traits: "a bit," "very," and "extremely".
2. You should fully mimic the assigned personality role,
with your speech content aligning with the character’s ex-
periences, even if the role is not positive.
3. Please refrain from revealing that you are an artificial
intelligence or language model. Keep in mind that you
are merely impersonating a character and avoid disclosing
your personality traits.
4. Your speech should be natural, concise, and not too
formal or polite, with each response within 30 words.

Now, as the initiator of the conversation, please greet your
partner and start a chat about the discussion topic, while
staying in character.

Table 2: Prompt for dialogue generation between agents.

tune their personalities. Additionally, when the cur-291

rent dialogue turn is not the initial one, we revise292

the last sentence in Table 2 to read: “Now, you293

have received a message from the conversational294

partner. Please don’t address the other person by295

name too much, and start the conversation”. The296

revised prompt is shown in Table 14. We provide297

some generated dialogues in Appendix B.3.298

3.4 Personality Back-Testing299

To validate whether the dialogues generated by300

PsyPlay accurately reflect the predefined person-301

ality traits, we discuss the automated back-testing302

method of dialogue personality. Previous studies303

(Pan and Zeng, 2023; Huang et al., 2023; Tu et al.,304

2024) conducted back-testing by having the role305

complete personality test questionnaires. However,306

this method relies on the role’s understanding of307

the questionnaires, which may not necessarily re-308

flect the role’s actual personality. In contrast, we309

identify the authentic personality expression from310

dialogue data. Following previous works (Lee et al.,311

2023; Adler et al., 2024; Dubois et al., 2024; Zheng312

et al., 2023) that use LLMs as evaluators, we de-313

sign the prompt as shown in Table 7 to back-test the314

role’s personality traits from the dialogue, enabling315

the roles to bypass potential misunderstandings or 316

misinterpretations of questionnaire items. 317

4 Dataset Construction 318

To assess the effectiveness of PsyPlay, we initially 319

construct a dataset, which we refer to as PsyPlay- 320

Bench. The following subsections will provide a 321

detailed explanation of the construction process. 322

4.1 Collections 323

To facilitate the generation of personality-infused 324

dialogues, we build three collections: a personality 325

trait set, a role card set, and a dialogue topic set. 326

We consider the potential dimension conflict 327

that could occur if we apply LLMs to generating 328

personality traits of the roles. For instance, gen- 329

erating a highly neuroticism individual who also 330

possesses high agreeableness might deviate from 331

the actual distribution. To avoid this, we opt to 332

sample personality traits directly from the existing 333

dataset, which are derived from real-world individu- 334

als. Specifically, we utilize personality labels from 335

the WASSA 2022 (Barriere et al., 2022) dataset 336

to build the personality trait set. WASSA 2022 is 337

a shared task that predicts empathy, emotion, and 338

personality in response to news stories. We map the 339

raw scores into three levels {a bit, very, extremely}6 340

Finally, we collect 307 unique personality combi- 341

nations as the personality trait set. Utilizing this 342

set, we generate 132 role cards. Moreover, we ex- 343

tract 161 topics from the Human Stress Prediction 344

dataset as described in Section 3.2. 345

4.2 PsyPlay-Bench 346

The construction of PsyPlay-Bench is accom- 347

plished through three steps. Firstly, two roles are 348

randomly selected from 132 role cards to serve as 349

the initiator and participant of the dialogue. Sec- 350

ondly, a topic is randomly selected from the dia- 351

logue topic set. Thirdly, the role cards and topic 352

are filled into the prompt displayed in Table 2, and 353

AutoGen is utilized to generate multi-turns of dia- 354

logue data. Through these three steps, we obtain 355

8750 raw personality-injected dialogues, referred 356

to as PsyPlay-Bench-Raw. The PsyPlay-Bench- 357

Raw is then randomly divided into three parts. 358

PsyPlay-Bench-Eval: This set contains 200 359

samples for evaluating the consistency between 360

the automated back-testing and human evaluation. 361

6The mapping rules are presented in Appendix C.1.
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PsyPlay-Bench-Test: This set comprises 550362

samples, which are used to test the performance of363

PsyPlay and are also employed in ablation studies.364

PsyPlay-Bench-Clean: This set contains 4745365

samples, which are derived from the remaining366

8000 samples by further eliminating those that367

failed during automatic personality back-testing.368

The details of the three sets are presented in Ap-369

pendix C.2. These datasets will be released shortly.370

Items AGR CON EXT NEU OPN Sum
Samples 146 113 143 116 49 567
Agrees 136 102 113 108 40 499
Rate(%) 93.15 90.27 79.02 93.10 81.63 88.01

Table 3: The agreement results between GPT-3.5 and
human evaluation.

5 Experiments371

5.1 GPT-3.5 for Back-Testing372

To verify the efficacy of the back-testing method373

as presented in Section 3.4, we compare the con-374

sistency of GPT-3.5 for back-testing with human375

evaluation. Specifically, we enlist three annotators376

to evaluate personality traits of roles as portrayed in377

the dialogues, and the details of human evaluation378

are provided in Appendix E. The agreement results379

on PsyPlay-Bench-Eval are shown in Table 3.380

The observations are twofold. First, the use of381

GPT-3.5 for automatic back-testing proves to be382

an accurate method for evaluating role personality383

in dialogues. The results show a total agreement384

rate of 88.01% when compared to human evalu-385

ation, suggesting that back-testing with GPT-3.5386

could be a valuable tool for automatically assess-387

ing personality-infused role-playing. As a result,388

GPT-3.5 is used in subsequent experiments for au-389

tomated personality back-testing.390

Second, the dimensions of AGR, CON, and391

NEU exhibit higher consistency, with rates above392

90.00%. However, the dimensions of EXT and393

OPN demonstrate relatively lower consistency.394

This discrepancy may be due to the fact that the395

dialogue topics in this study are derived from a396

psychologically healthy scenario. In this scenario,397

the roles tend to discuss solutions and suggestions398

for psychological problems, which is more aligned399

with traits of extraversion and openness.400

5.2 LLMs for PsyPlay401

In this subsection, we assess PsyPlay’s perfor-402

mance by employing various LLMs. Specifically,403

we use each sample in the PsyPlay-Bench-Test set, 404

adopting the settings such as the roles, the topic, 405

and the generation prompt, and then generate dia- 406

logues through different LLMs. Subsequently, we 407

automatically conduct back-testing to determine 408

whether the predefined personality traits are suc- 409

cessfully portrayed, using the success rate as the 410

metric. The overall results are presented in Table 4, 411

which reveals several findings. 412

Firstly, PsyPlay with GPT-3.5 demonstrates an 413

overall success rate of 80.31%, indicating that it 414

can effectively depict the predefined traits in most 415

instances. Secondly, among the five traits, Agree- 416

ableness (AGR), Conscientiousness (CON), and 417

Neuroticism (NEU) exhibit higher success rates, 418

while Extraversion (EXT) and Openness (OPN) 419

yield lower rates. This observation is consistent 420

with the findings presented in Section 5.1. The dis- 421

crepancy may be attributed to a bias stemming from 422

the source of dialogue topics. Thirdly, it is impor- 423

tant to note a significant deviation in the success 424

rate between positive and negative personalities. 425

This could be a result of GPT-3.5’s alignment pref- 426

erence for positive values during the RLHF stage, 427

which makes GPT-3.5 more predisposed to portray 428

positive roles. 429

We subsequently present additional evidence 430

to demonstrate that the alignment of positive val- 431

ues influences the discrepancy in personality por- 432

trayal. We introduce the model Higgs-Llama-3 433

70B7, which ranks first on the Role-Playing Leader- 434

board, for comparison. Higgs-Llama-3 70B under- 435

goes post-trained on LLaMA-3 (AI@Meta, 2024) 436

(without positive value alignment) to focus on role- 437

playing tasks. The experimental results are shown 438

in the second group of Table 4. We can see that 439

PsyPlay, based on Higgs-Llama-3 70B, has signif- 440

icantly improved its ability to play negative per- 441

sonality roles compared to GPT-3.5. The success 442

rate of negative personality role-playing has in- 443

creased from 61.57 to 78.69, especially in the AGR 444

and NEU dimensions. However, there is a certain 445

decline in the success rate of positive personality 446

role-playing, from 90.71 to 77.68. This provides 447

unequivocal evidence that the alignment of posi- 448

tive values during the RLHF stage contributes to 449

the improvement of the LLM’s capacity to portray 450

positive personality roles, but concurrently, it com- 451

promises the depiction of negative roles. 452

To extend the applicability of PsyPlay, we pro- 453

7https://huggingface.co/bosonai/Higgs-Llama-3-70B
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Methods Items AGR CON EXT NEU⋆ OPN Overall

GPT-3.5
positive 94.44 97.52 81.55 85.99 85.33 90.71
negative 45.83 48.94 70.77 68.32 40.00 61.57
overall 82.29 89.62 73.83 80.19 74.87 80.31

Higgs-Llama-3
positive 79.86 95.45 75.73 55.07 77.33 77.68
negative 90.63 48.94 77.31 96.04 53.33 78.69
overall 82.55 87.89 76.86 68.51 71.79 78.04

Table 4: Success rate of LLMs for PsyPlay on PsyPlay-Bench-Test (%). The symbol ⋆ denotes that the positive and
negative labels have been interchanged to facilitate easier comparison, given that NEU is a reversed trait.

Methods Positive ∆ Negative ∆

PsyPlay (GPT-3.5) 90.71 - 61.57 -
r.m {Traits} 90.61 0.10↓ 59.02 2.55↓
r.m Experience 88.08 2.63↓ 61.38 0.18↓

Table 5: Ablation results of PsyPlay on positive and
negative personalities, where “∆” indicates the corre-
sponding performance change, and r.m means “remove”.

vide additional evaluations on other LLMs (i.e.,454

Gemma-2-27b-it (Team et al., 2024) and Llama-455

3.1-405b-instruct (Dubey et al., 2024)) in Appendix456

F. The results indicate that a more powerful back-457

bone contributes to further improving the perfor-458

mance of PsyPlay.459

5.3 Ablation Study460

In this subsection, we conduct ablation experiments461

on PsyPlay-Bench-Test to investigate the impact of462

different manners of infusing specific personality463

attributes in PsyPlay. We remove the explicitly per-464

sonality traits (i.e., {Traits}) and role experiences465

from the prompt as shown in Table 2, respectively.466

As observed in Table 5, both the direct introduction467

of traits and the creation of personalized role ex-468

periences contribute to improving the success rate469

of character portrayal in PsyPlay. Specifically, for470

negative roles, the explicit traits are more crucial,471

with their absence resulting in a 2.55% decrease.472

However, for positive roles, the role experiences473

are more significant, with their absence leading to474

a 2.63% decrease. The underlying reason may be475

that GPT-3.5 tends to shape a successful character476

when creating their experiences, as evidenced by477

some cases demonstrated in Table 11.478

6 Analysis479

6.1 Effect of Levels480

PsyPlay involves three levels {a bit, very, ex-481

tremely} to control the intensity of portrayed per-482

sonalities. To investigate the effect of levels, we483

compare the success rates varying from different484

a bit very extremely
Levels
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57.38
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82.76

63.78

87.59

94.64

65.73

82.22

92.00

negative overall positive

Figure 3: Results of the study on personality levels. The
lower-level “a bit” exhibits poor rate, while the higher-
levels “very” and “extremely” show superior rates.

levels on PsyPlay-Bench-Test. As shown in Figure 485

3, we can see that the level of personality signifi- 486

cantly affects the portrayal performance. Utilizing 487

higher-level words such as “very” and “extremely” 488

results in an elevated success rate of portrayal, 489

whereas the lower-level word “a bit” diminish the 490

success rate in infusing personality. 491

6.2 Effect of Turns 492

To examine the impact of dialogue turns, we mea- 493

sure the success rate of PsyPlay(GPT-3.5) on the 494

PsyPlay-Bench-Test set at various dialogue turn 495

counts. The results are presented in Figure 4, which 496

illustrates that the positive dimensions and the neg- 497

ative dimensions exhibit contrasting trends as the 498

number of dialogue turns increases. Upon con- 499

ducting case analyses, we found that additional 500

dialogue turns offered positive personality charac- 501

ters more opportunities to express their opinions, 502

thereby enhancing the accuracy of injecting person- 503

ality. Conversely, negative personality characters 504

were found to be more susceptible to the influence 505

of their partners when additional dialogue turns 506

were introduced, leading to deviations from their 507

predefined personality. We provide cases in Section 508

7.2 for a more comprehensive understanding. 509
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Figure 4: Results of the study on dialogue turns. The
results suggest that the positive dimensions and the neg-
ative dimensions show the opposite trend.
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Figure 5: Diversity analysis of portrayed traits. Rows
and columns represent predefined and back-tested per-
sonalities, respectively. Each score refers the percentage
of that personality can be detected from the dialogue.

6.3 Diversity Analysis510

To analyze the diversity of extracted personalities,511

we randomly sample 50 roles, with 10 roles per512

predefined personality trait, and evaluate the di-513

versity of extracted personalities after back-testing.514

The results are plotted in Figure 5. We observe515

that besides expressing the predefined personali-516

ties, the roles also exhibited diversity in other traits,517

indicating a mixture of personalities for each role.518

For example, the agreeableness roles also reflected519

conscientiousness, and the openness roles also in-520

fluenced conscientiousness.521

7 Case Studies522

7.1 GPT-3.5 Prefers Positive Roles523

As illustrated in Example #1 in Table 16, the char-524

acter Dennis exhibits a high level of agreeableness525

and emotional stability, showing a sympathetic and526

kind demeanor in the dialogue. However, Nathan,527

who possesses some neurotic traits, maintains a528

stable and caring attitude when discussing sensi- 529

tive and complex topics. He does not display the 530

emotional volatility and restlessness typically as- 531

sociated with neurotic individuals. This could be 532

a result of GPT-3.5’s over-alignment on positive 533

values. The GPT-3.5 tends to generate a success- 534

ful individual’s experience, even if the character is 535

portrayed negatively. Furthermore, it often allows 536

these negative characters to express positive views 537

when dealing with mental health issues, thereby 538

neglecting the depiction of negative personalities. 539

7.2 Dual Implications of Increasing Turns 540

As shown in Example #2 and #3 in Table 16, an 541

increase in the number of dialogue turns can have 542

dual implications. Firstly, more dialogue turns pro- 543

vide characters with additional opportunities to ex- 544

hibit their personality traits. For instance, in Ex- 545

ample #2, Larry, who exhibits a bit of agreeable- 546

ness, initiates the conversation by discussing the 547

problem itself and gradually shifts his focus to the 548

emotional and mental health of both partners. The 549

increased dialogue turns allow Larry to demon- 550

strate his warmth and thoughtfulness, which are 551

characteristic of his agreeableness. 552

Conversely, an increase in dialogue turns can 553

also make it easier for characters to be misled by 554

their partner. This is evident in Example #3, where 555

Edward, who tends to be a bit of neuroticism, ad- 556

mits in the first two turns of dialogue that he is 557

prone to nervousness. However, after interacting 558

with Henry, who is highly conscientious, Edward 559

eventually reaches a positive state, transitioning 560

from neuroticism to emotional stability. 561

8 Conclusion 562

In this paper, we propose PsyPlay to inte- 563

grate personality-infused role-playing into LLMs. 564

Through this method, we infuse personality traits 565

into roles via fine-grained personality shaping and 566

explicitly personality introduction. To evaluate the 567

effectiveness of PsyPlay, we conduct an automatic 568

personality back-test on the generated data. The 569

results indicate that PsyPlay is able to accurately 570

incorporate the desired traits into the agent. More- 571

over, we observe that GPT-3.5 is more successful 572

in portraying positive roles compared to negative 573

roles. This discrepancy may be attributed to the 574

fact that GPT-3.5 is well-aligned with positive val- 575

ues. Furthermore, we create a new dataset called 576

PsyPlay-Bench, which can be valuable for further 577

research on RPCAs. 578
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Limitations579

This work introduces a novel framework named580

PsyPlay to integrate personality-infused role-581

playing into LLMs. While PsyPlay is effective582

in personality playing, there are several limitations.583

First, PsyPlay relies on the capabilities of LLMs584

and may be influenced by the alignment of the585

LLM. Second, the scope of this study is limited to586

dialogues between two characters. Future research587

will expand this scope to include multi-party di-588

alogues. Third, the fourth rule in the prompt of589

dialogue generation may potentially disrupt the flu-590

idity of the dialogue.591

Ethics Statement592

We state that the purpose of this study is to explore593

personality-infused role-playing. The WASSA594

2022 and Human Stress Prediction datasets used595

in our study are publicly sourced and devoid of596

any sensitive information. We have meticulously597

adhered to the data usage policy throughout the598

course of our research. It is important to note that599

any research or application derived from this study600

is exclusively permitted for research purposes. Any601

attempts to exploit this technology for illegal pur-602

poses are strictly prohibited.603
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A Appendix: Prompts 762

You are an assistant who is skilled at summarizing and
analyzing. Your task is to extract the corresponding topic
from the given text. You need to follow the following rules,
otherwise you will be punished:

1. The topic you extract should be summarized in one
sentence.
2. The extracted topic should not include explicit gender
and age restrictions.
3. The extracted topic should not be too specific and should
reflect some general issues.
4. The extracted topic should only contains one main
aspect, although the text involves multiple aspects.

To help you better understand this task, two examples of
extracted topics are shown below:

Text: {Example1 of Text}
Extracted Topic: {Example1 of Topic}

Text: {Example2 of Text}
Extracted Topic: {Example2 of Topic}

Now you are officially given a paragraph of text, and please
extract the topic from it.
Text: {Given Text}
Extracted Topic:

Table 6: Prompt for extracting a topic from a given text.
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You are a psychologist skilled in personality analysis, and
your task is to determine the Big Five personality traits of
the speakers based on a conversation they had discussing a
certain topic.
Note: you only need to evaluate the personality reflected
by the designated speaker in the given conversation.

Discussion topic: {Topic}
Dialogue: {Dialogue}
Based on the above dialogue, please predict the personality
of {Role Name} in the dimension of personality trait is: A.
High Level B. Low Level C. Not Sure.
Please provide the option directly without providing an
explanation.

Table 7: Prompt for personality detection from dialogue.

B Appendix: Examples763

B.1 Role Cards764

To better understand the generated roles, we pro-765

vide some role examples in Table 11.766

B.2 Dialogue Topics767

In this study, we apply few-shot prompting to help768

extract topics. The complete prompt is presented769

in Table 12. Several examples of extracted topics770

are shown in Table 13.771

B.3 Personality-Infused Dialogues772

We present some examples of the generated dia-773

logues in Table 15, in which role attributes and774

dialogue topics are also listed.775

C Appendix: Dataset776

C.1 Mapping Rules777

The personality traits of participants are obtained778

by self-accessing the TIPI (Gosling et al., 2003)779

questionnaire. However, the trait labels in WASSA780

2022 are soft scores ranging from 1.0 to 7.0, with781

step size 0.5. To map the scores , we adopt the782

following rules:783

If the score is in [1.0, 1.5]∪ [6.5, 7.0], we set the784

{Levels} as “extremely”.785

If the score is in [2.0, 2.5]∪ [5.5, 6.0], we set the786

{Levels} as “very”.787

If the score is in [3.0, 3.5]∪ [4.5, 5.0], we set the788

{Levels} as “a bit”.789

If the score equals 4.0, we will not perform this790

dimension.791

C.2 Statistics of the Dataset792

In this study, we construct the PsyPlay-Bench793

dataset with various personality-infused dialogues.794

PsyPlay-Bench consists three subsets, namely795

PsyPlay-Bench-Eval, PsyPlay-Bench-Test, and 796

PsyPlay-Bench-Clean, respectively. The statistics 797

of roles and generated dialogues in PsyPlay-Bench 798

are shown in Table 8 and 9, respectively. 799

D Appendix: Personality Descriptors 800

Goldberg (1992) and Safdari et al. (2023) utilized 801

pairs of adjectival markers to depict IPIP-NEO per- 802

sonality facets. The full list of adjectives is shown 803

in Table 17. 804

E Appendix: Human Evaluation 805

We employe three students as evaluators, all of 806

whom are graduate students with backgrounds in 807

computer science. Two of the evaluators are mas- 808

ter’s students and one is a doctoral student. Be- 809

fore starting the evaluation, we specify detailed 810

guidelines to train evaluators. These guidelines 811

include a task description, which requires the eval- 812

uators to determine whether a given dialogue re- 813

flects the Big Five personality traits (Agreeableness, 814

Conscientiousness, Extraversion, Neuroticism, and 815

Openness) of a specific role. The evaluators are 816

instructed to analyze the language, behavior, and 817

expressed emotions in the dialogues, and provided 818

a judgment of Yes, No, or Uncertain for each di- 819

mension. To ensure that the evaluators understand 820

the Big Five model and its dimensions, we provide 821

them with specific features for each trait: 822

Agreeableness Describes the tendency to be 823

compassionate, cooperative, and trusting. Yes: 824

Demonstrating friendliness, cooperation, empathy, 825

willingness to help. No: Demonstrating coldness, 826

suspicion, antagonism. 827

Conscientiousness Describes one’s self- 828

discipline, responsibility, organizational skills, 829

and goal-orientation. Yes: Demonstrating respon- 830

sibility, planning, attention to detail, keeping 831

commitments. No: Demonstrating spontaneity, 832

lack of organization, unreliability. 833

Extraversion Describes the degree of sociability, 834

talkativeness, and activity levels. Yes: Showing a 835

desire for social interaction, enjoying being around 836

others, energetic. No: Preferring solitude, being 837

quiet, enjoying independent activities. 838

Neuroticism Describes the stability of one’s 839

emotions and ability to handle stress. Yes: Show- 840

ing anxiety, emotional instability, easy irritation, 841

stress. No: Showing calmness, emotional stability, 842

effective stress management. 843
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Subsets Roles Levels Personality Traits (positive : negative)
male female a bit very extremely AGR CON EXT NEU OPN

Eval 57 58 190 244 134 130:16 107:6 43:101 41:75 41:8
Test 64 64 505 556 478 288:96 242:47 103:260 101:207 150:45

Clean 64 65 3661 5220 3582 2622:382 2507:171 1001:1799 631:2155 1036:159

Table 8: Details of role settings in PsyPlay-Bench.

Subsets Samples Topics
Dialogues

avg. turns
min tokens max tokens avg. tokens
(per turn) (per turn) (per turn)

Eval 200 111 2.48 16 51 31.19
Test 550 155 2.57 11 100 31.39

Clean 4745 161 2.54 1 140 31.69

Table 9: Statistics of generated dialogues in PsyPlay-Bench.

Openness Describes the extent of one’s open-844

ness to new experiences, creativity, and curiosity.845

Yes: Mentioning interest in new things, exploring846

new ideas or activities, showing curiosity and cre-847

ativity. No: Preference for tradition and routine,848

reluctance to change, lack of imagination.849

The overall agreement rate among the three850

evaluators is 0.9054, and the Kappa coefficient is851

0.7998, indicating that the evaluation has substan-852

tial agreement.853

F Appendix: PsyPlay with Various LLMs854

We conduct additional evaluations of PsyPlay on855

two open source LLMs, namely Gemma-2-27b-856

it and Llama-3.1-405b-instruct by requesting the857

NVIDIA APIs8. The overall success rates on the858

PsyPlay-bench-test are provided in Table 10.859

LLMs AGR CON EXT NEU OPN Avg.
GPT-3.5 82.29 89.62 73.83 80.19 74.87 80.31
Gemma-2 81.77 90.31 86.78 74.35 62.56 80.64
Llama-3.1 85.94 93.43 86.50 84.74 74.36 85.77

Table 10: Results of psyPlay on different LLMs. (%).

There are several key observations. Firstly, the860

newly released Llama-3.1 model, which has 405B861

parameters, achieves the highest overall success862

rate of 85.77%. This indicates that a more power-863

ful backbone contributes to further improving the864

performance of PsyPlay. Secondly, among differ-865

ent personality traits, we observe similar observa-866

tions across GPT-3.5 and the two introduced LLMs.867

Specifically, the success rates are highest for the868

CON trait, while the OPN yields the lowest rates.869

8https://docs.api.nvidia.com/nim/reference/llm-apis
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Name Gender Age Experience

Eleanor Female 32

Eleanor, a 32-year-old woman, has always been known for her open-mindedness and
curiosity. Her high level of intelligence and reflective nature have led her to explore
various fields and gain a deep understanding of the world around her. While she is
honest and generous, her overly sympathetic nature sometimes makes it challenging
for her to set boundaries and prioritize her own needs.

James Male 35

James is a 35-year-old introverted and somewhat timid individual who possesses a
high level of agreeableness. He is known for his altruistic nature and cooperativeness,
always putting others’ needs before his own. Despite his gloomy demeanor, James is
well-liked by those around him for his kindhearted and selfless actions.

Patricia Female 30

Patricia, a 30-year-old woman, has always been known for her adventurous and
daring spirit. She enjoys trying new things and pushing herself out of her comfort
zone. However, her tendency to be a bit impulsive and irritable has sometimes caused
conflicts in her relationships and work life. Despite these challenges, her high level
of extraversion enables her to socialize easily and connect with others.

Victoria Female 25

Victoria is a 25-year-old introverted and timid individual who struggles to socialize
and make connections with others. She finds it challenging to assert herself in social
situations and often prefers to spend time alone, feeling overwhelmed in large groups.
Her unfriendly demeanor further isolates her from forming close relationships with
others, leading to a sense of loneliness and social anxiety in her daily life.

Julie Female 35

Julie, a 35-year-old woman, has extensive experience in volunteering for various
charitable organizations, always putting the needs of others before her own. Her
honesty and kindness are well-known in her community, and she is always willing to
lend a helping hand to those in need.

Kelly Female 35

Kelly is a 35-year-old project manager known for her exceptional attention to detail,
organizational skills, and strong work ethic. She is highly responsible and thorough in
her approach to managing projects, ensuring that everything is completed efficiently
and to the highest standard. Clients and colleagues alike rely on Kelly for her
reliability and precision in delivering successful outcomes.

Harold Male 35
Harold is a successful entrepreneur who has built a thriving business through his
exceptional self-discipline and practical mindset. His strong conscientiousness has
enabled him to stay focused on his goals and achieve great success in his career.

Ronald Male 45

Ronald, a 45-year-old man, has a long history of working in the corporate world. He
is extremely thorough, self-disciplined, and conscientious, always meeting deadlines
and exceeding expectations. However, his lack of openness and imagination has
hindered his ability to think outside the box and innovate, making it challenging
for him to adapt to changes in the industry. Despite his strong work ethic, Ronald
struggles with being emotionally closed off and unreflective, often missing out on
opportunities for personal growth and development.

Thomas Male 35

Thomas, a 35-year-old charismatic and confident entrepreneur, has built a successful
tech startup from scratch due to his extremely high extraversion and assertiveness.
Despite facing challenges along the way, his unwavering cheerfulness, calmness, and
easygoing nature have helped him navigate through difficult times with grace.

Table 11: Examples of role cards.
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You are an assistant who is skilled at summarizing and analyzing. Your task is to extract the corresponding
topic from the given text. You need to follow the following rules, otherwise you will be punished:

1. The topic you extract should be summarized in one sentence.
2. The extracted topic should not include explicit gender and age restrictions.
3. The extracted topic should not be too specific and should reflect some general issues.

To help you better understand this task, two examples of extracted topic are shown below:

Text: I asked him three time what happened. And after the third time I cried and went home. Month later he
still don’t talk to me and he and my mother started fighting for the first time in the relationship. Me and my
mother honestly don’t know what to do, he just ignores me. I even told him that I don’t date that guy(even
though I date him) and he didn’t even react to it.
Extracted Topic: How to view being ignored in a relationship

Text: I think he doesn’t want to put in the effort for the relationship to work (and we’re both so dif-
ficult that we have to work on our relationships, doesn’t matter with whom) but he can’t be without me either.
What should I do? I’m afraid this is gonna happen over and over again, because I’m always forgiving him at
some point. Am I being strung along? TL;DR: Boyfriend [28,M] broke up with me [23,F] after on-off for 1.5
years, I thought we just got it together and am devastated...don’t know what to do, want to keep fighting but
should I?
Extracted Topic: How can the person who is being broken up with try to salvage the relationship in a romantic
relationship?

Now you are officially given a paragraph of text, and please extract the topic from it.
Text: {Given Text}
Extracted Topic:

Table 12: The complete prompt for topic extraction

Topic Given Text

How to deal with anxi-
ety and fear related to
intrusive thoughts and
sleep disturbances.

It cleared up and I was okay but. On Monday I was thinking about humans and how
the brain works and it tripped me out I got worried that because I was thinking about
how the brain works that I would lose sleep and I did. That night was bad just like
last time. Also yesterday my sleep was bad I woke up like every hour of the night
just like last time. I got kind of scared like I did last time but this time I think that
this is fake life which is absurd but I just think about it then get really scared then I
think rationally then calm down.

Feeling overshadowed
and neglected in fam-
ily dynamics.

I’m so used to being forced to submit to him that I no longer have a voice. He heavily
favors my sister over me and would buy her anything she wanted in a heartbeat. An
example would be at Darvin furniture one time. He takes me and my sister there and
tells her to pick out a desk. I look at a $100 discount desk and he says we don’t have
enough money.

Dealing with being be-
littled and used as a
prop in a friendship.

She humiliates me in front of other people and when we’re alone. I’m always just
a servant who’s there to get her drinks and hype her up. I’m always just the butt of
her jokes. She used to invite me over when she was hanging out with a guy she was
trying to hook up with, just so she could make fun of me in front of him the whole
time to make herself look better and/or cooler. I’m just a prop.

Dealing with exces-
sive work demands
and stress in a job.

They are always calling me for everything, I don’t even wanna answer my phone, but
if I don’t I may get yelled at. It has happened. I have spent many days and nights in
tears because of the stress of this job, and even one morning, threw a bit of a fit when
our dm made me come in because there was another evaluation on my day off. I had
to cancel all my plans that day to go in. I couldn’t stop myself.

Coping with feelings
of loneliness and un-
certainty in a relation-
ship with lack of com-
munication.

But it’s been 2 monthsalready this time. We didn’t speak for Christmas or new year.
I’m lonely, sad, angry at the situation (not angry at him!) and the worst part is not
being able to talk or even know what’s going on. We didn’t fight before this so he’s
not angry at me.

Table 13: Examples of extracted topics.
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You are an outstanding actor who excels in imitating various characters. Below are the details of the character
you are supposed to imitate. Please embody the personality traits of this character and engage in a conversation
with another character regarding a specific topic.
Your character: {Role Card}
Your personality traits: {Traits}
Your conversational partner: {Partner Name}
Discussion topic: {Topic}

You need to abide by the following rules or it will affect your reputation:

1. During the conversation, you need to accurately demonstrate the speaking style corresponding to your
personality traits (without directly mentioning the personality types)! You need to accurately capture the three
degrees of personality traits: "a bit," "very," and "extremely".
2. You should fully mimic the assigned personality role, with your speech content aligning with the character’s
experiences, even if the character is negative.
3. Please refrain from revealing that you are an artificial intelligence or language model. Keep in mind that
you are merely impersonating a character and avoid disclosing your personality traits.
4. You need to embody your personality role in agreeing, disagreeing, or avoiding your partner’s viewpoints.
Remember not to repeat existing dialogue content and perspectives, and try to provide new content as much as
possible.
5. If you cannot offer new content or have thoroughly discussed the topic, please end the conversation in a
timely manner and output the marker [END] on a new line.
6. Each turn of your dialogue should be natural, concise, and not too formal or polite, with each response
within 30 words.

Now, you have received a message from the conversational partner. Please don’t address the other person by
name too much, and start the conversation

Table 14: Prompt for the non-initial turn dialogues generation.

Example #1

Settings

Role Card A:
{’name’: Jennifer, ’personality’: a bit low in extraversion, ’gender’: Female, ’age’: 28, ’experi-
ence’: Jennifer, a 28-year-old woman, has struggled in social situations due to her low extraversion
and unfriendly demeanor. She often finds it challenging to connect with others and express herself,
leading to feelings of gloominess and low energy levels. }
Role Card B:
{’name’: Lauren, ’personality’: very high in conscientiousness, ’gender’: Female, ’age’: 35,
’experience’: Lauren, a 35-year-old woman, has always been very self-disciplined and practical in
her approach to life. Her high level of conscientiousness has helped her achieve great success
in her career as a project manager, where her meticulous planning and organization skills have
earned her recognition and promotions. }
Topic:
Struggling with self-acceptance and seeking advice and insights.

GPT-3.5

Jennifer:
Hey, Lauren. Lately, I’ve been struggling a bit with accepting myself. Do you ever feel like you’re
not good enough as you are?
Lauren:
I understand where you’re coming from. It’s normal to have moments of self-doubt, but it’s
important to recognize your strengths and achievements. Remember, self-acceptance is a journey.
Jennifer:
Yeah, I guess you’re right. It’s just hard for me to see my strengths sometimes. How do you
manage to accept yourself so well?
Lauren:
I’ve always focused on my accomplishments and set high standards for myself. Reflecting on my
achievements helps me appreciate my worth and capabilities. It’s about recognizing your value
and progress.
Jennifer:
That makes sense. I struggle very much with acknowledging my achievements. It’s like I always
see the negatives more than the positives. How do you shift your focus to the positives?
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Lauren:
I completely understand. It’s essential to reframe your perspective. Try keeping a journal of your
successes, big or small. Celebrate your wins and remind yourself of your capabilities regularly. It
can help shift your focus.
Jennifer:
Keeping a journal sounds like a good idea. I’ll give it a try. Thanks for the advice, Lauren. It’s
nice to hear a different perspective on self-acceptance.

Example #2

Settings

Role Card A:
{’name’: Gregory, ’personality’: very low in neuroticism, ’gender’: Male, ’age’: 45, ’experience’:
Gregory has been a successful yoga instructor for over 20 years, known for his calming presence
and ability to create a harmonious environment in his classes. His easygoing nature and patience
have helped him build a loyal following of students who appreciate his relaxed teaching style. }
Role Card B:
{’name’: Helen, ’personality’: a bit high in conscientiousness and a bit high in agreeableness,
’gender’: Female, ’age’: 35, ’experience’: Helen is a 35-year-old kindergarten teacher who is
known for her kind and nurturing personality. Her agreeableness and conscientiousness traits
make her beloved by both students and parents. Despite facing challenges in her personal life,
Helen remains steadfast in her dedication to her students and the education field. }
Topic:
Dealing with physical and mental health issues such as headaches and anxiety.

Dialogue

Gregory:
Hey Helen, how’s it going? I’ve been teaching yoga for a long time and I’ve seen how it can help
with both physical and mental health. How do you usually deal with headaches and anxiety?
Helen:
Oh, hello! I agree that yoga can be beneficial. I often manage headaches with relaxation techniques
and ensure a supportive environment for my students to cope with anxiety. It’s essential to address
both aspects for overall well-being.
Gregory:
Absolutely, creating a supportive environment is key. I find that focusing on breathing exercises
and gentle movements in yoga can really help alleviate both headaches and anxiety. It’s all about
finding that inner balance, don’t you think?
Helen:
Yes, finding inner balance is crucial. I incorporate mindfulness activities and encourage open
communication to help my students find their equilibrium. It’s wonderful to see them grow and
thrive through these practices.
Gregory:
That’s fantastic to hear. Mindfulness activities can truly make a difference. I believe in the power
of creating a harmonious space where students can explore and improve their well-being. It’s a
journey worth taking together.

Table 15: Examples of generated dialogues

Example #1

Settings

Role Card A:
{’name’: Dennis, ’personality’: very high in agreeableness and very low in neuroticism, ’gender’:
Male, ’age’: 40, ’experience’: Dennis is a 40-year-old kindergarten teacher who has been working
in the education field for over 15 years. He is known for his calm demeanor, relaxed attitude, and
happy disposition, which make him a favorite among both students and parents. Dennis is highly
regarded for his moral compass, always making decisions based on what is right and fair. His
humble nature and trustful personality create a supportive and harmonious environment in his
classroom.
Role Card B:
{’name’: Nathan, ’personality’: a bit high in neuroticism, ’gender’: Male, ’age’: 32, ’experience’:
Nathan, a 32-year-old software developer, has faced challenges in his career due to his high
neuroticism, often feeling nervous, anxious, and sometimes angry in stressful situations. Despite
these struggles, he has learned to manage his emotions and is known for his creativity and
problem-solving skills. }
Topic:
Dealing with the emotional impact of sexual abuse and navigating conflicting beliefs within family
dynamics.
Dennis:
Hey Nathan, how are you doing? I’ve been thinking about how we can support individuals
dealing with the emotional impact of sexual abuse in the midst of conflicting beliefs within family
dynamics. It’s a tough situation to navigate, isn’t it?
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GPT-3.5

Nathan:
Hey, it’s definitely a challenging topic. Dealing with the emotional aftermath of sexual abuse
while facing conflicting beliefs within the family can be extremely overwhelming and triggering
for everyone involved.
Dennis:
I agree, Nathan. It’s crucial to approach this sensitive issue with empathy and understanding.
Each person’s experience and perspective are unique, and it’s important to create a safe space for
open communication and healing.
Nathan:
Absolutely, creating a safe and supportive environment for survivors to share their experiences
is very important. It’s very crucial to acknowledge and respect each individual’s unique journey
towards healing and recovery.
Dennis:
I couldn’t agree more. Every survivor deserves to be heard and believed. It’s essential to validate
their feelings and empower them to make their own choices in their healing process. Mutual
respect and compassion are key in such situations.
Nathan:
Yes, validating survivors’ feelings and empowering them to make their own choices in the healing
process is extremely important. Mutual respect and compassion play a vital role in supporting
them through their journey towards healing.
Dennis:
Absolutely, Nathan. By fostering a culture of respect and compassion, we can help survivors feel
empowered and supported as they navigate their healing journey. It’s about standing by them with
understanding and kindness every step of the way.

Example #2

Settings

Role Card A:
{’name’: Larry, ’personality’: a bit high in conscientiousness and a bit high in agreeableness,
’gender’: Male, ’age’: 35, ’experience’: Larry, a 35-year-old man, has always been known for his
agreeableness and conscientiousness. He is considered trustful, humble, responsible, and practical
in his approach to life. Larry’s considerate nature and dedication have helped him build strong
relationships and achieve success in his career as a social worker, where he is highly respected for
his reliability and compassion towards others. }
Role Card B:
{’name’: Donald, ’personality’: a bit low in agreeableness, ’gender’: Male, ’age’: 45, ’experience’:
Donald, a 45-year-old man with a background in finance, has faced numerous setbacks in his
career due to his low agreeableness trait. His unkind and uncooperative nature has strained
relationships with coworkers and clients, leading to missed opportunities and a stagnant career
progression. Despite his dishonest tendencies, Donald continues to navigate the professional
world, facing challenges and obstacles along the way. }
Topic:
Dealing with concerns about a partner’s past and contemplating a breakup.

GPT-3.5

Larry:
Hey, Donald. I’ve been thinking about handling concerns regarding a partner’s past. Have you
ever been in a situation where you contemplated ending things because of that?
Donald:
Yeah, I’ve been there. If their past keeps bothering you, it’s hard to move forward. Sometimes it’s
better to cut your losses and move on.
Larry:
I get what you’re saying. It can be tough to let go, but dwelling on the past can really affect the
present. It’s important to prioritize your own peace of mind.
Donald:
Exactly. Your peace of mind should come first. If you can’t shake off those concerns, it’s better to
address them head-on or consider moving on. It’s about your own well-being.
Larry:
I agree with you. It’s crucial to address those concerns openly and honestly. Ignoring them won’t
make them disappear. It’s all about finding a balance that works for both parties.

Example #3

Settings

Role Card A:
{’name’: Edward, ’personality’: a bit high in neuroticism, ’gender’: Male, ’age’: 35, ’experience’:
Edward, a 35-year-old man, has faced challenges in his career due to his tendency towards anxiety
and emotional instability, leading to periods of depression. Despite these struggles, he has learned
to cope and manage his emotions, gaining valuable insights and resilience along the way.}
Role Card B:
{’name’: Henry, ’personality’: extremely high in conscientiousness, ’gender’: Male, ’age’: 40,
’experience’: Henry, a 40-year-old man, has been working as a meticulous accountant for the past
15 years, where his extreme conscientiousness has helped him excel in managing finances with
great attention to detail and accuracy. He has a reputation for his practical approach in problem-
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solving and his thrifty nature has saved the company significant amounts of money. Despite
facing challenges in maintaining work-life balance due to his perfectionist tendencies, Henry’s
commitment to his work and ability to deliver exceptional results have earned him respect in the
industry.}
Topic:
How can individuals navigate differences in expectations and treatment from their parents,
especially when it comes to age and independence?

GPT-3.5

Edward:
Hey Henry, you know, dealing with parental expectations can be tough, right? How do you handle
the differences in what they want for you versus what you want for yourself, especially as we get
older?
Henry:
It’s a challenge, no doubt. I find that open communication and setting boundaries are key. It’s
about finding a balance between respecting their wishes and pursuing my own goals.
Edward:
I agree, finding that balance is crucial. I’ve learned that being honest about my feelings and needs,
even if it causes some tension, is important for my mental well-being. It’s a journey, for sure.
Henry:
Absolutely, being honest is essential. It’s about asserting independence while still showing respect.
It’s a delicate dance, but necessary for personal growth and maintaining a healthy relationship
with parents.
Edward:
I’ve found that navigating those differences in expectations has helped me grow and understand
myself better. It’s about finding my own path while appreciating where they’re coming from. It’s
a process of self-discovery and resilience.

Table 16: Examples of dialogues used in case studies
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Domain Facet Low Marker High Marker

EXT E1 - Friendliness unfriendly friendly
EXT E2 - Gregariousness introverted extraverted
EXT E2 - Gregariousness silent talkative
EXT E3 - Assertiveness timid bold
EXT E3 - Assertiveness unassertive assertive
EXT E4 - Activity Level inactive active
EXT E5 - Excitement-Seeking unenergetic energetic
EXT E5 - Excitement-Seeking unadventurous adventurous and daring
EXT E6 - Cheerfulness gloomy cheerful
AGR A1 - Trust distrustful trustful
AGR A2 - Morality immoral moral
AGR A2 - Morality dishonest honest
AGR A3 - Altruism unkind kind
AGR A3 - Altruism stingy generous
AGR A3 - Altruism unaltruistic altruistic
AGR A4 - Cooperation uncooperative cooperative
AGR A5 - Modesty self-important humble
AGR A6 - Sympathy unsympathetic sympathetic
AGR AGR selfish unselfish
AGR AGR disagreeable agreeable
CON C1 - Self-Efficacy unsure self-efficacious
CON C2 - Orderliness messy orderly
CON C3 - Dutifulness irresponsible responsible
CON C4 - Achievement-Striving lazy hardworking
CON C5 - Self-Discipline undisciplined self-disciplined
CON C6 - Cautiousness impractical practical
CON C6 - Cautiousness extravagant thrifty
CON CON disorganized organized
CON CON negligent conscientious
CON CON careless thorough
NEU N1 - Anxiety relaxed tense
NEU N1 - Anxiety at ease nervous
NEU N1 - Anxiety easygoing anxious
NEU N2 - Anger calm angry
NEU N2 - Anger patient irritable
NEU N3 - Depression happy depressed
NEU N4 - Self-Consciousness unselfconscious self-conscious
NEU N5 - Immoderation level-headed impulsive
NEU N6 - Vulnerability contented discontented
NEU N6 - Vulnerability emotionally stable emotionally unstable
OPE O1 - Imagination unimaginative imaginative
OPE O2 - Artistic Interests uncreative creative
OPE O2 - Artistic Interests artistically unappreciative artistically appreciative
OPE O2 - Artistic Interests unaesthetic aesthetic
OPE O3 - Emotionality unreflective reflective
OPE O3 - Emotionality emotionally closed emotionally aware
OPE O4 - Adventurousness uninquisitive curious
OPE O4 - Adventurousness predictable spontaneous
OPE O5 - Intellect unintelligent intelligent
OPE O5 - Intellect unanalytical analytical
OPE O5 - Intellect unsophisticated sophisticated
OPE O6 - Liberalism socially conservative socially progressive

Table 17: The full list of personality descriptors, adapted from Safdari et al. (2023).
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