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ABSTRACT

Building predictive models for tabular data presents fundamental challenges, no-
tably in scaling consistently, i.e., more resources translating to better performance,
and generalizing systematically beyond the training data distribution. Designing
decision tree models remains especially challenging given the intractably large
search space, and most existing methods rely on greedy heuristics, while deep
learning inductive biases expect a temporal or spatial structure not naturally present
in tabular data. We propose a hybrid amortized structure inference approach to
learn predictive decision tree ensembles given data, formulating decision tree con-
struction as a sequential planning problem. We train a deep reinforcement learning
(GFlowNet) policy to solve this problem, yielding a generative model that samples
decision trees from the Bayesian posterior. We show that our approach, DT-GFN,
outperforms state-of-the-art decision tree and deep learning methods on standard
classification benchmarks derived from real-world data, robustness to distribution
shifts, and anomaly detection, all while yielding interpretable models with shorter
description lengths. Samples from the trained DT-GFN model can be ensembled
to construct a random forest, and we further show that the performance of scales
consistently in ensemble size, yielding ensembles of predictors that continue to
generalize systematically. Code available at: anonymous.4open.science.

1 INTRODUCTION

Tabular data is a common modality across a variety of fields where machine learning is employed,
e.g., healthcare (Przystalski & Thanki, 2024) and finance (Dixon et al., 2020). Unlike data with
temporal, spatial or graph structure—such as text, images and molecules, where deep learning
methods have seen their most visible successes (OpenAI, 2024; Anthropic, 2024; Gupta et al.,
2024)—tabular data simply has the form of samples (rows) with a shared set of features (columns).
Two widely adopted sets of machine learning methods that model the dependence of a target
variable on the features are (i) methods based on rule learning, in particular, decision trees and
their extensions; (ii) deep learning methods. Because deep learning has been less successful as
general-purpose learner for tabular data than for domains where natural inductive biases for modeling
exist, debate persists about the best way to build predictive models for this modality, whether it
is deep neural networks (McElfresh et al., 2023; Holzmüller et al., 2024), gradient-boosted trees
(Grinsztajn et al., 2022; Shwartz-Ziv & Armon, 2022), or others.

The key desideratum in designing consistently better models for tabular data is the ability to
generalize systematically beyond the training distribution, a critical problem in machine learning
(Hand, 2006; Quiñonero-Candela et al., 2022). Benchmarks like TABLESHIFT (Gardner et al., 2023)
and WILDS (Koh et al., 2021) evaluate models’ sensitivity to distribution shifts in tabular data, while
ODDS (Rayana, 2016) and TABMEDOOD (Azizmalayeri et al., 2023) are used to study the related
problem of out-of-distribution detection. Additional desiderata are consistent scalability—more
resources in training or inference should lead to better model performance—and the ability to learn
reusable knowledge and efficiently adapt to streaming data in online learning.

In this work, we treat the problem of learning decision trees from tabular data as a structure inference
problem and propose to tackle it with deep reinforcement learning (RL) methods. Namely, we model
the construction of a decision tree as a sequential decision-making process and learn a policy that
constructs trees so as to sample from the Bayesian posterior distribution over decision tree models
given data (Fig. 1). The policy is a deep neural network with inductive biases that take advantage of
compositional structure in the target distribution over decision trees. Samples from the learned policy—
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Figure 1: Learning a decision tree as decision-making in a Markov decision process (MDP)M. At each
step of construction, the data is split by a decision threshold on one of the features (right for True [T] or left for
False [F]). We start from an empty source state 𝑇0 with no decision rules and move throughM by taking some
action 𝑎 corresponding to finding a decision rule (ℓ, 𝑓 , 𝑡), i.e., split data at leaf ℓ on feature 𝑓 with threshold 𝑡.
At each state ofM, 𝑎 can either be a valid action, i.e., resulting in a valid split, or invalid one, resulting in an
invalid/redundant split. At each state ofM, we have the choice to stop sampling, in which case the resulting tree
is a terminating state ⊥. The reward function R can be computed at any valid state.

a generative model over decision trees—can be used to construct ensembles of decision trees that
are more expressive than individual trees while being probabilistically principled as Bayesian model
averages. In our approach, which we call DT-GFN, deep neural networks are not used as predictors of
target variables given features. Rather, they are used as amortized inference models in the construction
of a rule-based model that acts as the predictor. Among other advantages, this enables the performance
of the predictor to scale consistently in the number of tree models in the ensemble, while the individual
trees remain short in data description length and interpretable. In summary, our main contributions are:

• We propose a sequential decision-making formulation for learning decision trees, leveraging deep
RL methods (GFlowNets) to amortize the intractable sampling from the Bayesian posterior over
decision trees.

• We evaluate trees, and Bayesian ensembles of trees, sampled from the learned generative models
on standard tabular data benchmarks.

• Our approach compares favorably to state-of-the-art in standard classification tasks. We show
improved generalization abilities in robustness to distribution shift and out-of-distribution tasks,
while our tree samples remain comparatively shorter and more interpretable.

• We show evidence of consistent scaling ability in the ensemble size, i.e., sampling more tree models
yields better ensemble prediction; and in compute budget, allowing to adjust the performance-cost
tradeoff as needed.

2 RELATED WORK

Our work closely relates to various approaches to learning decision trees- with explicit splitting
criteria, as Bayesian inference, and as dynamic programming and/or explicit optimization- along
with tabular deep learning and aspects of amortized inference and GFlowNets. We provide a more
detailed account of that in Appendix B.

3 SETTING AND PRELIMINARIES

Notation. We denote the set containing the first 𝑛 positive integers {1, 2, ..𝑛} as [𝑛], where 𝑛 ∈ N.
R+ is the set of non-negative real numbers. We denote scalars in regular font, 𝑥, and vectors in bold,
x. For any set S, |S| denotes the cardinality of S. I denotes the indicator function, i.e., IX (𝑥) = 1 if
𝑥 ∈ X for some set X and 0 otherwise.

Setting. We consider a supervised learning setting where we have access to a labeled tabular dataset
D = (X,Y). X = {x𝑖}𝑛𝑖=1 is a set of features, where x𝑖 ∈ R𝑑 and Y = {𝑦𝑖}𝑛𝑖=1 is a set of labels,
where 𝑦𝑖 ∈ [𝐶] with 𝐶 denoting the number of distinct classes and C = [𝐶]. We further assume that
all data points (x𝑖 , 𝑦𝑖) are i.i.d.
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3.1 BAYESIAN POSTERIOR OVER DECISION TREES

An instance of a Bayesian decision tree (BDT) (𝑇,Θ) partitions the feature space into a set
of leaves L = {ℓ1, . . . , ℓ| L | }. Each leaf ℓ is associated with a probability vector θℓ =(
𝜃ℓ,1, 𝜃ℓ,2, . . . , 𝜃ℓ,𝐶

)
, yielding Θ = {θℓ1 , . . . , θℓ|L| }. For each leaf ℓ, we define the partitioning

function Δ(ℓ) which partitions the sample subsets of points Δ(ℓ1), . . . ,Δ(ℓ| L | ) falling under ℓ.

Proposition 3.1 (Likelihood of a Bayesian DT). The likelihood under a Bayesian decision tree
(𝑇,Θ) given features X and labels Y is written as follows

P [Y|X, 𝑇,Θ] =
∏
ℓ∈L

∏
𝑖∈Δ(ℓ )

∏
𝑐∈C

𝜃
I(𝑐) (𝑦𝑖 )
ℓ, (𝑐) =

∏
ℓ∈L

∏
𝑐∈C

𝜃

∑
𝑖∈Δ(ℓ) I

(𝑐) (𝑦𝑖 )
ℓ,𝑐

,

where L is the set of leaves in the tree 𝑇 , C is the set of classes, 𝜃ℓ, (𝑐) is the probability of sampling
class 𝑐 under leaf ℓ, and I(𝑐) (𝑦𝑖) is the indicator function of whether 𝑦𝑖 belongs to class 𝑐.

The Bayesian Classification and Regression Trees (BCART) construction (Chipman et al.,
1998) assumes a Dirichlet prior distribution over Θ, i.e., θ ∼ Dirichlet(α) for all
θ ∈ Θ. Under this prior, we express the marginal likelihood P [Y|X, 𝑇] as follows.

Proposition 3.2 (Marginal Likelihood of a Bayesian DT). Assuming θ ∼ Dirichlet(α), the marginal
likelihood of a Bayesian decision tree 𝑇 given features X and labels Y

P [Y|X, 𝑇] =
(
Γ(∑𝑐∈C 𝛼𝑐)∏

𝑐∈C Γ(𝛼𝑐)

) | L | ∏
ℓ∈L

∏
𝑐∈C Γ(𝑛ℓ,𝑐 + 𝛼𝑐)

Γ(𝑛ℓ +
∑

𝑐∈C 𝛼𝑐)
,

where 𝑛ℓ,𝑐 =
∑

𝑖∈Δ(ℓ ) I
(𝑐) (𝑦𝑖) is the empirical count of data points with label 𝑐 at leaf ℓ and

𝑛ℓ =
∑

𝑐∈C 𝑛ℓ,𝑐 is the total empirical count of data points (of all classes) at leaf ℓ.

We defer the proofs of the aforementioned results along with a more in-depth disussion of the role or
priors to Appendix D.1. As the prior over tree structures P [𝑇 |X] remains a design choice, we defer
discussing that to §4.2.

Decision tree search space size. The space of decision trees is enormous even for small depths and
numbers of features. According to Hu et al. (2019), assuming a (full) binary tree of depth 𝑑𝑡 and
given a dataset with 𝑝 binary features, the number of distinct trees is

𝑁𝑑𝑡 =

1∑︁
𝑛0=1

2𝑛0∑︁
𝑛1=1
· · ·

2𝑛𝑑𝑡 −2∑︁
𝑛𝑑𝑡 −1=1

𝑝 ×
(
2𝑛0
𝑛1

)
(𝑝 − 1)𝑛1 × · · · ×

(
2𝑛𝑑𝑡−2
𝑛𝑑𝑡−1

)
(𝑝 − (𝑑𝑡 − 1))𝑛𝑑𝑡 −1 . (1)

Hence, the size of the search space over decision trees up to
some depth 𝑑 is simply

∑𝑑
𝑑𝑡=1 𝑁𝑑𝑡 . §3.1 computes the latter

for 𝑑 ∈ {1, 2, 3, 4, 5} given a dataset with 𝑝 ∈ {10, 20}
binary features; exact computation for 𝑑 = 5 is already
prohibitive, at least by elementary means.

𝑑 𝑝 = 10 𝑝 = 20

1 1.000 × 101 2.000 × 101

2 1.000 × 103 8.000 × 103

3 5.329 × 106 9.411 × 108

4 5.609 × 1013 8.358 × 1018

Given this challenge, we propose to use reinforcement learning methods to amortize search over this
very large space, and the benefits of GFlowNets as amortized, diversity-seeking samplers.

3.2 AMORTIZED INFERENCE WITH GFLOWNETS

We briefly recall some of the main ideas behind GFlowNets relevant to our context, along with key
ingredients to train them. A GFlowNet assumes access to a fully observable deterministic MDP
with a set of states S and set of actions A ⊆ S × S. From the states in S, we note in particular
that the MDPM has a unique source state s0 with no parents (represented as 𝑇0 in Fig. 1), and a
subset of states X ⊂ S which we refer to as terminal states (represented as ⊥ in Fig. 1); terminal
states have no outgoing actions and subsequently no children states. We assume that any state in S is
reachable from s0 through some sequence of actions as illustrated in Fig. 1. We refer to a sequence
of states (s𝑖 → · · · → s 𝑗 ) as a trajectory, such that a transition between each pair of consecutive
states (s𝑡 → s𝑡+1) is induced by an action 𝑎 ∈ A. In particular, we define a complete trajectory as a
trajectory that starts from s0 and ends at some s𝑛 ∈ X, i.e., 𝜏 = (s0 → s1 → · · · → s𝑛 = x).
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Policy. A (forward) policy operating on the aforementioned MDP outputs a distribution P𝐹 [s′ |s]
for each state s ∈ S \ X over the states s′ that are reachable from s within a single action1. Given a
complete trajectory 𝜏, a policy induces a distribution over 𝜏 written as

P𝐹 [𝜏 = (s0 → s1 → · · · → s𝑛 = x)] =
𝑛−1∏
𝑡=0

P𝐹 [s𝑡+1 |s𝑡 ] . (2)

We denote the marginal distribution over terminal states by P⊤
𝐹

. In general, estimating P⊤
𝐹

exactly
or computing it in closed-form is intractable

P⊤
𝐹
[x] = ∑

𝜏⇝x P
⊤
𝐹
[𝜏], (3)

where the sum is taken over all complete trajectories leading to x.

Inheriting terminology from the RL literature, a reward function R(x) for a GFlowNet represents the
target—possibly and typically unnormalized—distribution over the set of terminal states X. Formally,
R is a mapping from the set of terminal states X to R+, i.e., R : X → R+. A typical form the reward
function takes in our construction is R(x) = 𝑒−E(x)/𝑇 where E : X → R is an energy function and
𝑇 ∈ R+ is a temperature control parameter. Given the latter, the learning problem a GFlowNet aims to
approximate is sequentially choosing a policy P𝐹 [s𝑡+1 |s𝑡 ] such that the induced marginal distribution
P⊤
𝐹
[s𝑛 = x] is proportional to the reward function evaluated at x up to a normalizing constant, that is

P⊤𝐹 [x] ∝ R(x) = 𝑒−E(x)/𝑇 . (4)
P𝐹 is typically parametrized by a neural network with parameters θ, denoted P𝐹 [• ; θ], that outputs
the distribution over states s′ reachable from any state s ∈ S when taking argument s′ |s.

A key challenge within this line of framing is the potential intractability of the number of trajectories
leading to some object x, especially when the search space becomes combinatorially large and
trajectories become longer. This makes P⊤

𝐹
and the normalizing constant in (4), 𝑍 =

∑
𝜏⇝x R(x),

hard to estimate. Various objectives have been proposed for circumventing this, usually via injecting
additional learnable objects or parameters into the optimization problem. In particular, we use
trajectory balance (Malkin et al., 2022), and introduce it in the following.

Trajectory balance (TB). The TB objective is constructed by introducing an additional backward
policy P𝐵, which can be learned or fixed, and a single scalar 𝑍θ that estimates the partition function on
the reward right hand side of (4), i.e., 𝑍 =

∑
𝜏⇝x R(x). More precisely, P𝐵 is defined as a collection

of distributions P𝐵 [•|s] over the parent states of any non-source state s and induces a distribution
over complete trajectories 𝜏 leading to x, i.e.,

P𝐵

[
𝜏 = (s0 ← s1 ← · · · ← s𝑛 = x) |x

]
=

𝑛−1∏
𝑡=0

P𝐵

[
s𝑡 |s𝑡+1

]
. (5)

Via this parametrization, the TB objective reduces enforcing (4) to (more simply) enforcing P𝐹 [𝜏] ∝
P𝐵 [𝜏 |x] · R(x) for every complete trajectory 𝜏 ending in x (note that the latter implies the former).
Such proportionality is directly enforced by the training loss:

ℓTB (𝜏;θ) =
(
log

[
𝑍θ · P𝐹 [𝜏;θ]

]
− log

[
P𝐵 [𝜏 |x;θ] · R(x)

] )2
. (6)

If ℓTB (𝜏;θ) = 0 for all complete trajectories 𝜏, then the output policy P̂𝐹 provably samples propor-
tionally to the reward function, i.e., (4), and the output normalization constant 𝑍𝜃 equals the partition
function of the reward, i.e., 𝑍𝜃 =

∑
𝜏⇝x R(x) (Malkin et al., 2022). Another important resulting

observation is that given some fixed P𝐵, there exists a unique P̂𝐹 that satisfies (4), which allows to set
P𝐵 to some fixed distribution at initialization.

Exploration in training. The TB objective operates on trajectories in training, yet the process
of choosing the trajectories to optimize (6) remains an algorithmic choice. A default choice is to
train on-policy by sampling 𝜏 ∼ P𝐹 [𝜏;θ] and minimizing ℓTB (𝜏;θ) with gradient descent. Given
GFlowNets’ aim to sample diversely from the reward function by design, favoring exploration in
training has also proven to yield a variety of benefits. This could be done by sampling 𝜏 from a
tempered P𝐹 or through sampling individual actions from a uniform distribution 𝜖 of the time on
average, akin to 𝜖-greedy exploration in RL.

1Note here that we can write the policy as a distribution over “next” states (from current state) or actions
interchangeably as the MDP is deterministic.
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4 LEARNING DECISION TREES AS AMORTIZED STRUCTURE INFERENCE

4.1 CONSTRUCTING THE GFLOWNET’S UNDERLYING MDPM
State. Given a choice of a maximum tree depth 𝑑max a tree is allowed to expand to, there are a
maximum of 2𝑑max+1 − 1 nodes in 𝑇 . We represent each node as a vector, which we order following a
breadth-first traversal. Each node is either a decision node, in which case its corresponding vector is
a decision rule, or a leaf node in which case it is labeled as an end-of-sentence (<EOS>). A decision
rule is defined as a tuple ( 𝑓𝑖 , 𝑡𝑖), where 𝑓𝑖 ∈ [𝑑] is some given feature and 𝑡𝑖 ∈ R is some real number
corresponding to the splitting threshold for 𝑓𝑖 . By notation, data-points satisfying 𝑓𝑖 ≤ 𝑡𝑖 flow to the
left child node, and the rest flow to the right one. A choice at a child node is only allowed if a choice
of a decision rule was made for all parent nodes. At initialization, each entry is assigned a “not yet
specified” value of ∅. At the root node, either a decision rule or termination are chosen; if a decision
rule is picked, 𝑇 is then recursively augmented in a similar way.

Action. We opt to keep the action space discrete for simplicity. For that, we scale features back to
[0, 1] and pick 𝑡 thresholds uniformly spaced in this range; 𝑡 remains a hyperparameter of choice. An
alternative paradigm could be using quantiles of training data, which we have found to often overfit
the train set. As both the number of possible thresholds 𝑓𝑖 and 𝑡𝑖 can be large, we define the action
space hierarchically. At each leaf node of each non-terminal tree state 𝑇 , we can either pick a decision
rule or terminate. Picking a decision rule consists in hierarchically choosing a feature 𝑓𝑖 , then a
threshold 𝑡𝑖 . To account for decisions resulting in invalid states (see Fig. 1), we mask thresholds
that do not result in a valid split, i.e., one where at least one data-point flows to each child node. A
terminal state is reached either when an action to terminate is picked, or when all actions are masked.

4.2 REWARD FUNCTION AND PARAMETER SAMPLING

Reward. As outlined in §3, we choose our reward function to be the joint conditional probability
distribution R(𝑇 |X) = P [Y|X, 𝑇] · P[𝑇 |X] ∝ P[𝑇 |Y,X]. Unlike a variety of settings where
GFLOWNETS have been applied, the reward function can be written in closed form without any
further parametrizations. The remaining ingredient is to choose a prior on the structure of𝑇 . Anchored
in Occam’s razor (Rissanen (1978); Chapter 28, MacKay (2003)) and akin to previous work on
(provably) optimal decision trees (Hu et al., 2019; Lin et al., 2020; Balcan & Sharma, 2024), we
choose a prior of minimal (data) description length of 𝑇 , as measured by its number of decision nodes.
To properly normalize the likelihood term, we further inject a parameter 𝛽, and provide guidelines on
tuning it appropriately. We formulate the posterior distribution over Bayesian DTs given our chosen
prior P[𝑇 |X] = 𝑒−𝛽 ·𝑛(𝑇 ) as follows

P[𝑇 |Y,X] ∝ P [Y|X, 𝑇] · P[𝑇 |X] ∝ 𝑒−𝛽 ·𝑛(𝑇 ) ·
(
Γ(∑𝑐∈C 𝛼𝑐)∏

𝑐∈C Γ(𝛼𝑐)

) | L | ∏
ℓ∈L

∏
𝑐∈C Γ(𝑛ℓ,𝑐 + 𝛼𝑐)

Γ(𝑛ℓ +
∑

𝑐∈C 𝛼𝑐)
, (7)

where 𝛽 ≥ 0 and 𝑛(𝑇) is the number of decision (non-leaf) nodes in a tree 𝑇 .

Choice of 𝛽. An important consideration when computing the prior over trees is the choice of the
parameter 𝛽, which controls how much we penalize overly complex trees. For a choice of a large
𝛽, our model might not be expressive enough. For a choice of a small 𝛽, our model might become
overly complex, potentially undermining its interpretability. We would like to pick some 𝛽 such that
the resulting model would be expressive enough, have a short description length and be interpretable.
Relying on information theoretical arguments, as outlined in Appendix D.2, we propose that a suitable
choice of 𝛽 is 𝛽 ∼ log(4) + log(𝑑) + log(𝑡), where 𝑑 is the number of splitting features, and 𝑡 is the
number of splitting thresholds corresponding to the chosen discretization of the feature support.

Sampling classification parameters at inference. Given a trained tree structure, classification
parameters θℓ at each leaf are sampled from the posterior θℓ ∼ Dirichlet(nℓ +α), where nℓ are the
empirical counts of samples belonging to each class at leaf ℓ and α is a prior on overall class counts.

4.3 PARAMETRIZATION OF THE FORWARD POLICY

A key property of our formulation is that it allows to frame decision tree learning as reasoning over
root-to-leaf paths by picking a sequence of decision rules given a context of previous decisions. Given
that both the prior and the predictions over different root-to-leaf paths are independent, a learned tree
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representation is invariant to their order.2 A representation given as input to our policy model is a
set of (padded) vectors, each representing the root-to-leaf path to a leaf. The termination probability
P𝐹

[
<EOS>

��s𝑡 ] is parametrized as a simple multi-layer perceptron (MLP). The likelihoods of other
actions P𝐹

[
s𝑡+1

��s𝑡 ;¬<EOS>
]

are parametrized by a second MLP, evaluated independently on the
representation of each leaf. The backward policy P𝐵 is simply set to be uniform over parent states.
To encourage exploration and diversely sample from the posterior, trajectories need not always be
sampled from P𝐹 (on-policy). Instead, we use two widely adopted techniques from the RL literature,
which have also been used for off-policy exploration in GFlowNets: a replay buffer and 𝜖-random
exploration with annealed 𝜖 . See Appendix F for all hyperparameters and training details.

5 EMPIRICAL EVALUATION

In §5.1, we first evaluate our approach on two desirable properties when designing models for tabular
data: 1) in-distribution generalization, as measured by held-out set accuracy, and 2) complexity (often
also used as a proxy for interpretability), as measured by model size for DT-based methods, where
model size directly correlates with model complexity. Next, in §5.2, we would like to evaluate the
potential of constructing ensembles of predictors sampled from DT-GFN, and how these can be
competitive with gradient-boosted trees and deep learning methods. In §5.3, we consider experiments
in systematic generalization, where we would like to see how models learned via structure inference
with our method compare to a variety of other baselines. Finally, we conduct consistent scaling
experiments in §5.4. We further show in Appendix G.1 that DT-GFN compares favorably to state-of-
the-art at minimum cost (see Fig. 4). For all experiments, we highlight the best result in bold and
blue and most competitive (second best) result(s) in blue cell shades. For experiments in which we
report model sizes, we omit mentioning the “best” result as it is hard to determine the optimal one.
We further point to Appendix J for details on baseline implementations where needed.

5.1 BENCHMARKING WITH SINGLE DECISION TREE ALGORITHMS

Table 1: Test accuracy and model size (total number of tree nodes) for single decision tree baselines,
averaged over five random seeds. For each algorithm, to account for model variance, we construct 1000 trees
and pick the best tree in training. For Bayesian algorithms (including our DT-GFN), we choose the tree with the
highest log-posterior. For all of the others, we choose the tree with the highest accuracy in training.
Dataset→ Iris Wine Breast Cancer(D) Raisin
Algorithm ↓ TEST ACC↑ SIZE↓ TEST ACC↑ SIZE↓ TEST ACC↑ SIZE↓ TEST ACC↑ SIZE↓
SMC 0.9518 ±0.02 16.18 ±1.72 0.9311 ±0.04 16.25 ±2.66 0.931 ±0.01 32.32 ±2.68 0.866 ±0.01 46.58 ±2.12

MCMC 0.923 ±0.04 13.4 ±1.5 0.955 ±0.02 13.82 ±1.21 0.92 ±0.02 25.62 ±2.67 0.864 ±0.02 35.29 ±1.93

MAPTREE 0.8733 ±0.04 3.80 ±0.45 0.9139 ±0.02 4.8±0.45 0.9281 ±0.02 5 ±0 0.8344 ±0.03 7.80 ±1.10

BCART 0.9267 ±0.03 56.2 ±31.8 0.9389 ±0.02 49.8 ±34.26 0.9018 ±0.03 20.6 ±12.09 0.8678 ±0.01 23.80 ±8.26

(𝛼∗, 𝛽∗)-TSALLIS 0.9267 ±0.04 16.6 ±1.5 0.944 ±0.315 19 ±1.26 0.937 ±0.017 22.2 ±0.98 0.864 ±0.01 28.2 ±1.6

CART-GINI 0.9494 ±0.02 14.6 ±1.5 0.876 ±0.05 17.8 ±4.12 0.923 ±0.02 34.6 ±6.25 0.852 ±0.023 29.8 ±0.98

CART-ENTROPY 0.9468 ±0.02 14.6 ±1.5 0.9357 ±0.04 16.6 ±3.2 0.9168±0.022 29.4 ±1.96 0.868 ±0.016 27.4 ±0.08

DPDT-4 0.947 ±0.027 14.8 ±0.98 0.889 ±0.068 20.6 ±2.94 0.919 ±0.024 24.6 ±2.33 0.853 ±0.016 27.2 ±2.03

QUANT-BNB 0.953 ±0.029 15 ±0 0.817 ±0.023 12.2 ±6.26 0.933 ±0.023 15 ±0 0.859 ±0.011 15 ±0

DT-GFN (ours) 0.98±0.04 8.6±3.44 0.97±0.03 8.6±1.5 0.95±0.02 6.2±0.98 0.9±0.002 27±2.83

Baselines and evaluation. We compare our approach against 9 methods belonging to four different
families: 1) Bayesian DT sampling algorithms: SMC (Lakshminarayanan et al., 2013), MCMC
(Lakshminarayanan et al., 2013), MAPTREE (Sullivan et al., 2024) and BCART (Chipman et al.,
1998); 2) methods with explicitly specified splitting criteria: (𝛼∗, 𝛽∗)-TSALLIS ENTROPY (Balcan
& Sharma, 2024), CART-GINI, CART-ENTROPY; 3) dynamic programming or RL-based methods:
DPDT-4 (Kohler et al., 2024); 4) methods formulating decision tree learning as explicit optimization:
QUANT-BNB (Mazumder et al., 2022). We conduct our series of experiments on a variety of
widely used tabular datasets from the UCI repository (Dua & Graff, 2019): Iris (Fisher, 1936), Wine
(Aeberhard et al., 1992), Breast Cancer Diagnostic (Dua & Graff, 2019) and Raisin (Güvenir & Erel,
2017). For each algorithm, we restrict the chosen maximum tree depth to 5 and we report the average
held-out set accuracy and model size over five different train-test splits. Model size is measured
by the total number of nodes in a tree. Results are presented in Table 1.

2This would make a sequence model, such as a (decoder-only) transformer (Vaswani et al., 2017; Radford
et al., 2018) or a order-invariant version (Lee et al., 2019) a natural choice, but this choice turns out not to be
computationally effective, especially at small-to-medium scales.
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Results. In Table 1, we observe that a decision tree sampled from a trained DT-GFN policy
consistently—and often significantly—outperforms state-of-the-art single decision tree construction
algorithms from all families. We also show that we obtain trees with the shortest data description
length, measured by the average total number of nodes across seeds. Furthermore, when the maximum
tree depth is sufficiently large, the minimal complexity comes from the ability of the model to abide
by the prior rather than by explicit termination when reaching some small maximum depth.

5.2 BENCHMARKING WITH GREEDY ENSEMBLE METHODS AND DEEP LEARNING METHODS

Table 2: Test accuracy and model size (total number of tree nodes; where applicable) for ensemble methods,
averaged over five random seeds. For tree methods, including ours, each ensemble contains 1000 trees.
Dataset→ Iris Wine Breast Cancer(D) Raisin
Algorithm ↓ TEST ACC↑ SIZE↓ TEST ACC↑ SIZE↓ TEST ACC↑ SIZE↓ TEST ACC↑ SIZE↓
GREEDY RF 0.96±0.01 14.73±0.9 0.9833±0.01 18.89±0.78 0.9474±0.02 33.71±0.93 0.8689±0.01 151.12±2.53

XGBOOST 0.9533±0.03 4.56±0.34 0.9556±0.03 3.51±0.08 0.9579±0.02 6.86±0.16 0.8611±0.02 28.33±0.24

CATBOOST 0.96±0.03 379.771±1.90 0.978±0.01 380.52±0.85 0.9544±0.01 126.72±0.4 0.88±0.02 126.73±0.10

LIGHTGBM 0.9533±0.03 9.39±0.58 0.9889±0.01 12.34±0.34 0.9579±0.01 47.04±0.64 0.8622±0.02 59.63±0.17

MLP 0.9667±0.03 N/A 0.8500±0.15 N/A 0.9140±0.01 N/A 0.5167±0.03 N/A
TABTRANSFORMER 0.7933±0.049 N/A 0.978 ±0.021 N/A 0.9316±.0211 N/A 0.8544 ±0.03 N/A
FTTRANSFORMER 0.953±0.016 N/A 0.967±0.02 N/A 0.961±0.013 N/A 0.847±0.028 N/A

DT-GFN (ours) 0.973±0.04 11.11±2.94 0.983±0.01 8±1.29 0.954±0.02 5.67±0.19 0.883±0.03 26.31±1.25

Baselines. We compare our approach to seven methods from two categories: (1) bootstrapped or
gradient-boosted trees—GREEDY RF (Breiman, 2001), XGBOOST (Chen & Guestrin, 2016), CAT-
BOOST (Dorogush et al., 2018), and LIGHTGBM (Ke et al., 2017); (2) deep learning models—MLP,
TABTRANSFORMER (Huang et al., 2020), and FTTRANSFORMER (Gorishniy et al., 2021). The
experimental setup and evaluation criteria follow §5.1.

Results. In Table 2, we observe that an ensemble constructed from DT-GFN samples with Bayesian
model averaging (as per Algorithm 1) is consistently among the most competitive methods while
keeping low model complexity.

5.3 EXPERIMENTS IN SYSTEMATIC GENERALIZATION

5.3.1 ROBUSTNESS TO DISTRIBUTION SHIFTS

We consider distribution shifts along two features of
the Pima Indians Diabetes dataset (Smith et al., 1988):
BMI and Age. The experimental setup is detailed in
Appendix H.2. Baselines follow §5.2. For tree-based
models, results for largest ensembles are reported. All
ensembles contain 1000 trees. Ensembles of trees gen-
erated by DT-GFN compare favorably to baselines both
in-distribution and out-of-distribution under both shifts
(Table 3).

Table 3: In-distribution and out-of-
distribution test accuracies across two
domain shifts.
Domain shift feature→ BMI Age
Algorithm ↓ IN-DIST. OOD IN-DIST. OOD

RF 0.803 0.637 0.8625 0.66
XGBOOST 0.77 0.598 0.788 0.61
CATBOOST 0.803 0.606 0.838 0.645
LIGHTGBM 0.803 0.59 0.825 0.624

MLP 0.7541 0.57 0.825 0.513
TABTRANSFORMER 0.771 0.62 0.825 0.559
FTTRANSFORMER 0.836 0.585 0.775 0.535

DT-GFN (ours) 0.94 0.755 0.925 0.7

5.3.2 OUT-OF-DISTRIBUTION DETECTION

Baselines. We compare our approach against seven methods encompassing both recent deep learning
algorithms and traditional approaches. Specifically, we include three deep learning methods: (Shenkar
& Wolf, 2022), DROCC (Goyal et al., 2020) and GOAD (Bergman & Hoshen, 2020), as well as five
classical ML methods: COPOD (Li et al., 2020), IFOREST (Liu et al., 2008), KNN (Cover & Hart,
1967), PIDFOREST (Gopalan et al., 2019), and RRCF (Guha et al., 2016). The experimental setup
and all baseline results are drawn directly from Shenkar & Wolf (2022), as we are able to reproduce
their exact results using the provided code.

Evaluation. Shenkar & Wolf (2022) assume a priori knowledge of the number of anomalous
samples in the test set, say 𝑛𝑎, following a common protocol in anomaly detection (Zong et al., 2018).
Then, they adjust the threshold on the prediction metric accordingly so as to select 𝑛𝑎 anomalous
samples exactly. We outline the details of this procedure in Appendix I. For evaluating our method,
we alleviate the need for knowing 𝑛𝑎. For our experiments, as we have access to a trained DT-GFN
policy that acts as a as probabilistic model, we can compute the probability of a sample to be
normal/anomalous directly. This allows for setting-specific flexibility in designing a classifier, for
instance whether we care more about overall accuracy or about being risk-averse, i.e., minimizing
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Figure 2: Distribution shift in-
distribution/out-of-distribution plots
with ablations on ensemble sizes
[100, 500, 1000] for tree-based methods.
Visualization of distribution shifts caused
by interventions on (a) BMI features and
(b) Age features, with the symbol sizes
indicating the ensemble sizes.

misdetections. In our case, we follow a simple procedure where we classify a sample as anomalous if
its probability of being normal is at least two standard deviations lower than the average normal class
classification probability across samples
at test time. DT-GFN results use a single
tree. Following Shenkar & Wolf (2022),
we use the F1 score as a metric.
Results. In Table 4, we observe that
samples of single trees generated by DT-
GFN perform (often significantly) bet-
ter than the state-of-the-art in general-
ization to detect out-of-distribution sam-
ples, while still offering the benefits of a
generative probabilistic model and with-
out a priori knowledge of the number of
anomalous samples in the test set.

Table 4: F1 scores on common OOD detection benchmark
datasets, setting is reproduced as per the guidelines in Shenkar
& Wolf (2022).
Algorithm ↓ Dataset→ Thyroid Ecoli Vertebral Glass
DROCC 0.727 N/A 0.27 0.222
GOAD 0.725 0.693 0.269 0.257
(Shenkar & Wolf, 2022) 0.768 0.7 0.26 0.272

COPOD 0.308 0.256 0.017 0.11
IFOREST 0.789 0.589 0.13 0.11
KNN 0.573 0.778 0.1 0.11
PIDFOREST 0.72 0.256 0.12 0.089
RRCF 0.319 0.289 0.08 0.156

DT-GFN (ours) 0.794 0.812 0.404 0.315

5.4 EXPERIMENTS IN CONSISTENT SCALING

We vary ensemble sizes in {100, 500, 1000} for tree-based models in experiments in §5.3.1. For each
ensemble size, scaling is not only in the samples collected from DT-GFN at inference, instead we train
a separate model for each ensemble size configuration. By ensemble size, we do not only mean the
samples generated from the DT-GFN policy at inference to construct a predictive ensemble, instead
we also describe by that the number of trees DT-GFN generates to compute the TB loss (6). As TB is
computed at the level of trajectories, computing it on more trees for the same number of training steps
allows it to see more trajectories on average. During inference, we sample the same number of trees
used in training. We observe in Fig. 2 that ensembles constructed from trees generated by DT-GFN
exhibit properties of systematic and consistent scaling in the ensemble size, i.e., more trees in an
ensemble in training results in a increase in generalization both in-distribution and out-of-distribution
across two distribution shift instances. On the other hand, gradient-boosted tree algorithms do not
scale well with increasing the ensemble size, yielding unstable scaling behavior.

6 DISCUSSION AND FUTURE WORK

DT-GFN is an amortized inference method that generates decision tree models from the Bayesian
posterior by sequential construction of decision rules. We have shown that DT-GFN is particularly
strong in settings with few data points, scales well with problem and model size, and is effective in
handling distribution shifts. Notable opportunities for future work include extending DT-GFN to
online and streaming data scenarios (Chaouki et al., 2024), where GFlowNets have been proposed as
a solution (da Silva et al., 2024), and exploring its potential for knowledge-driven Bayesian model
selection (Lotfi et al., 2022).

The effectiveness of ensembles of decision trees in systematic generalization, as demonstrated by DT-
GFN, makes a case for the use of amortized inference (e.g., using GFlowNets or other deep RL meth-
ods) to sample rule-based models: while a neural model is used for parameter inference and Bayesian
model averaging, the generated classification models themselves remain lightweight and interpretable.
In this sense, DT-GFN is a proof of concept for amortized inference of model structure in more general
model classes. It should be built upon in future work on structure inference for probabilistic circuits
(of which decision trees are a special case), probabilistic programs, and other structured models.
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A ILLUSTRATING EXAMPLE- PITFALLS OF GREEDY DECISION TREES AND
ENSEMBLE METHODS

To motivate part of our work, we devise a simple setting that showcases some of the pitfalls of greedy
tabular methods, such as greedily constructed decision trees, and subsequent ensemble methods. We
start by creating a variant of what is typically referred to as the hidden XOR problem, where we
construct a synthetic dataset which has 20 features, 2 of which are binary and the rest are randomly
generated real features. The label for each data point is simply an XOR operation between the two
binary features, while the rest of the features are completely irrelevant for the classification task.
Typically, a sufficiently expressive training dataset in this setting would have a minimum of 4 data
points, enumerating all possible relevant input-output pairs, assuming we are not trying to test if a
given model can generalize beyond the seen training distribution modes. In essence, we would like to
examine a behavior trends that allow us to control the task difficulty, while observing how methods
scale in that. In particular, we show how simply scaling the number of irrelevant features affects
performance, with a dataset size of |D| = 1000.

Scaling the number of noise features. Varying the number of irrelevant or noise features allows to
progressively control the task difficulty, and examine how different methods behave under varying
amounts of noise, i.e., a larger model search space, but no underlying structure being added to the
data generating process. On the left of Fig. 3, the chosen noise features are binary, which significantly
restricts the search space over decision trees. For instance, even when consider a total of 20 binary
features, there are only 8,000 possible distinct decision trees of depth 2 that can be constructed given
the data (a decision tree of depth 2 is enough to reconstruct the label generating process). We observe
perfect test accuracy on all models for a small number of noise features. While a GFlowNets maintain
perfect test accuracy as the number of noise features gets larger, we see a slight drop in test accuracy
for greedy RFs for 20 features and even more significant drop for SMC as the number of features
increases. Note that for 10 features, the number of possible distinct decision trees of depth 2 is only
1000 (as shown in §3.1). On the right of Fig. 3, the noise features are now randomly generated
real numbers, which significantly enlarges the search space over decision tree models. We observe
that test accuracy drops significantly for both greedy RFs and SMC when increasing the number of
noise features, while GFlowNets maintain perfect test accuracy. We argue here, through presenting
a simple task where the label generating process does not change but only the number of noise
features increases, that structure inference is crucial to learning and mitigating many undesirable
characteristics of greedy methods.
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Figure 3: Varying the number of features in a hidden XOR task where the label is an XOR operation
between two features. Noise features are chosen to be either binary (left) or real (right). All datasets contain
1000 samples.
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B RELATED WORK

Learning decision trees with explicit splitting criteria. Decision trees have historically been
constructed top-down via splitting the feature space sequentially according to some heuristic criterion
(Breiman et al., 1984; Quinlan, 1986; 2014), usually based on some form of entropy reduction
coupled with principled pruning (Quinlan, 1987; Mingers, 1987). Recent work (Balcan & Sharma,
2024) splits based on a generalization to Tsallis entopy with a regularizer term on the number of tree
leaves, arguing that less complex models tend to be more interpretable and generalize better. Our
work learns a trained policy that makes splitting decisions entirely informed by data, up to priors.

Tabular deep learning. Diverse architectures and learning representations have been proposed to
model tabular data (e.g., Klambauer et al. (2017); Popov et al. (2020); Ke et al. (2019); Yoon et al.
(2020); Gorishniy et al. (2021); Arik & Pfister (2021); Shwartz-Ziv & Armon (2022)). Our work
uses deep learning to parametrize a decision-making policy over decision rules, yielding a generative
model over decision trees, instead of modeling data directly.

Learning decision trees as Bayesian inference. Fundamental approaches formulate decision tree
learning as posterior inference (Chipman et al., 1998; 2010; Lakshminarayanan et al., 2013; 2016),
where the latter is determined by the likelihood of data under the tree (given some tree structure)
with some prior on possible tree structures. The main challenge in such task is the intractability
of the search space over decision trees, even in relatively toy settings as shown in §3.1. Our work
amortizes this search and leverages exploration strategies from off-policy deep RL, more specifically
GFlowNets, to efficiently sample from different modes of the posterior, yielding a diverse set of
high-quality tree structures that capture distinct decision-making patterns in data.

Learning decision trees as dynamic programming and/or explicit optimization. Recent work
framed decision tree learning as a structured optimization problem, with Hu et al. (2019) formulating
it as a Markov decision process (MDP) via mixed-integer programming. Lin et al. (2020) extended
this to both classification and regression with optimality guarantees, and Demirović et al. (2022)
introduced efficient dynamic programming decompositions for multi-task objectives. Garlapati et al.
(2015) formulated the learning of decision trees with ordinal attributes as an MDP, and Topin et al.
(2021) introduced an iterative bounding MDP to enable deep reinforcement learning algorithms to
learn decision-tree policies. Mazumder et al. (2022) further leveraged branch-and-bound to handle
continuous attributes more effectively. Our work considers a different optimization problem, which is
fitting the Bayesian posterior over decision trees.

Amortized inference and GFlowNets. Generative Flow Networks (GFlowNets; Bengio et al. (2021;
2023)) are a family of amortized variational inference algorithms (Malkin et al., 2023; Zimmermann
et al., 2023) that formulate the problem of sampling from a target unnormalized density as a sequential
decision-making process and solve it by methods related to entropy-regularized reinforcement learning
(Tiapkin et al., 2024; Deleu et al., 2024). GFlowNets have been used as amortized posterior samplers
in numerous applications, including those over graphs and similar structures, e.g., causal models
(Deleu et al., 2022; 2023), parse trees (Hu et al., 2023), phylogenetic trees (Zhou et al., 2024), and
subgraph structures (Li et al., 2023; Zhang et al., 2023; Younesian et al., 2024). Our work uses
GFlowNets as the main (deep RL) training algorithm to construct our decision-making policy.
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C MATHEMATICAL GLOSSARY

We aim to make the manuscript rather self-contained, hence we introduce a few mathematical
concepts that would provide a clear insight into some of the methods we consider throughout the
paper, either as our own or ones that we benchmark with.

Γ-function. For a real number 𝑧 > 0, the Γ function is defined as an improper integral as follows

Γ(𝑧) =
∫ ∞

0
𝑡𝑧−1𝑒−𝑡𝑑𝑡

Tsallis Entropy. Let 𝑃 = {𝑝𝑖} be a discrete probability distribution, where 𝑝𝑖 ≥ 0 and
∑

𝑖 𝑝𝑖 = 1.
The Tsallis entropy of 𝑃 with entropic index 𝑞 ∈ R is defined as

𝑆𝑞 (𝑃) =
1

𝑞 − 1

(
1 −

∑︁
𝑖

𝑝
𝑞

𝑖

)
, 𝑞 ≠ 1.

In the limit as 𝑞 → 1, Tsallis entropy reduces to the classical Shannon entropy

𝑆1 (𝑃) = −
∑︁
𝑖

𝑝𝑖 log 𝑝𝑖 .

D PROOFS AND AUXILIARY RESULTS

We outline proofs of our theoretical claims, along with reasoning for some of the design choices that
we use for our construction.

D.1 PROOFS

We reiterate that the results in this section were already proved in (Chipman et al., 1998) in some
form, we reproduce them given our setting and notation for the convenience of the reader.
Proposition D.1 (Likelihood of a Bayesian DT). The likelihood under a Bayesian decision tree
(𝑇,Θ) given features X and labels Y is written as follows

P [Y|X, 𝑇,Θ] =
∏
ℓ∈L

∏
𝑖∈Δ(ℓ )

∏
𝑐∈C

𝜃
I(𝑐) (𝑦𝑖 )
ℓ, (𝑐) =

∏
ℓ∈L

∏
𝑐∈C

𝜃

∑
𝑖∈Δ(ℓ) I

(𝑐) (𝑦𝑖 )
ℓ,𝑐

,

where L is the set of leaves in the tree 𝑇 , C is the set of classes, 𝜃ℓ, (𝑐) is the probability of sampling
class 𝑐 under leaf ℓ, and I(𝑐) (𝑦𝑖) is the indicator function of whether 𝑦𝑖 belongs to class 𝑐.

Proof of Prop. 3.1. By construction, a decision tree 𝑇 partitions data into |L| splits, i.e., Δ(ℓ) for
ℓ ∈ L where L is the set of leaves under the decision tree. Each leaf ℓ under the tree induces an
independent probability distribution Dirichlet(θℓ) over the probability of a given label 𝑦𝑖 occurring
under leaf ℓ. Along this line of reasoning, the probability of picking a given label 𝑦𝑖 is conditionally
independent both of X and of the other classes in Y given the leaf ℓ it lands on (which is only
determined from 𝑇 and x𝑖) and the corresponding classification parameter θℓ (which, again, is
determined from Θ and ℓ only). The latter observation justifies all the steps in our proof, which we
formulate in the following

P[Y|X, 𝑇,Θ] =
∏
𝑖∈ |Y |

P[𝑦𝑖 |x𝑖 , 𝑇,Θ]

=
∏
ℓ∈L

∏
𝑖∈Δ(ℓ )

P[𝑦𝑖 |θℓ]

=
∏
ℓ∈L

∏
𝑐∈C

𝜃

∑
𝑖∈Δ(ℓ) I

(𝑐) (𝑦𝑖 )
ℓ,𝑐

,

which concludes the proof. □

Proposition D.2 (Marginal Likelihood of a Bayesian DT). Assuming θ ∼ Dirichlet(α), the marginal
likelihood of a Bayesian decision tree 𝑇 given features X and labels Y
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P [Y|X, 𝑇] =
(
Γ(∑𝑐∈C 𝛼𝑐)∏

𝑐∈C Γ(𝛼𝑐)

) | L | ∏
ℓ∈L

∏
𝑐∈C Γ(𝑛ℓ,𝑐 + 𝛼𝑐)

Γ(𝑛ℓ +
∑

𝑐∈C 𝛼𝑐)
,

where 𝑛ℓ,𝑐 =
∑

𝑖∈Δ(ℓ ) I
(𝑐) (𝑦𝑖) is the empirical count of data points with label 𝑐 at leaf ℓ and

𝑛ℓ =
∑

𝑐∈C 𝑛ℓ,𝑐 is the total empirical count of data points (of all classes) at leaf ℓ.

Proof of Prop. 3.2. We would like to derive P[Y|X, 𝑇] by marginalizing over Θ. Assuming θ ∼
Dirichlet(α), we prove the result of that, which we present in Prop. 3.2, in the following

P[Y|X, 𝑇] =
∫
Θ

P[Y|X, 𝑇,Θ] · 𝑝 [Θ] 𝑑Θ

=

∫
Θ

∏
ℓ∈L

∏
𝑐∈C

𝜃

∑
𝑖∈Δ(ℓ) I

(𝑐) (𝑦𝑖 )
ℓ,𝑐

· ©«
𝜃
𝛼𝑐

ℓ,𝑐∏
𝑐∈C Γ (𝛼𝑐 )

Γ (∑𝑐∈C 𝛼𝑐 )

ª®¬ 𝑑Θ

=

(
Γ(∑𝑐∈C 𝛼𝑐)∏

𝑐∈C Γ(𝛼𝑐)

) | L | ∫
Θ

∏
ℓ∈L

∏
𝑐∈C

𝜃
𝛼𝑐+

∑
𝑖∈Δ(ℓ) I

(𝑐) (𝑦𝑖 )
ℓ,𝑐

𝑑Θ

=

(
Γ(∑𝑐∈C 𝛼𝑐)∏

𝑐∈C Γ(𝛼𝑐)

) | L | ∏
ℓ∈L

∫
θℓ

∏
𝑐∈C

𝜃
𝛼𝑐+

∑
𝑖∈Δ(ℓ) I

(𝑐) (𝑦𝑖 )
ℓ,𝑐

𝑑θℓ

=

(
Γ(∑𝑐∈C 𝛼𝑐)∏

𝑐∈C Γ(𝛼𝑐)

) | L | ∏
ℓ∈L

∏
𝑐∈C Γ(𝑛ℓ,𝑐 + 𝛼𝑐)

Γ(𝑛ℓ +
∑

𝑐∈C 𝛼𝑐)

where 𝑛ℓ,𝑐 =
∑

𝑖∈Δ(ℓ ) I
(𝑐) (𝑦𝑖) is the empirical count of data points with label 𝑐 at leaf ℓ and 𝑛ℓ =∑

𝑐∈C 𝑛ℓ,𝑐 is the total empirical count of data points (of all classes) at leaf ℓ, which concludes our
proof. □

D.2 PRIOR OVER DECISION TREE STRUCTURE AND CHOICE OF 𝛽

To choose an appropriate prior 𝛽, we need to ensure that 𝛽 properly normalizes the likelihood
P[Y|X, 𝑇], i.e., accurately approximates the number of tree structures 𝑇 that would model X.
Alternatively, from a coding theory perspective, 𝛽 could also be interpreted as the average code length
of a tree structure modeling X. The number of possible binary tree structures with 𝑛 internal nodes is
given by the 𝑛-th Catalan number, 𝐶𝑛, which asymptotically behaves as

𝐶𝑛 ∼
4𝑛

𝑛3/2 .

The corresponding coding length for that is

log(𝐶𝑛) ≈ 𝑛 log(4) − 3
2

log(𝑛).

Now, for each of the 𝑛 nodes, we have to pick a splitting feature out of 𝑑 variables and one of 𝑡
possible thresholds, the complexity of such a choice on average is

𝑛(log(𝑝) + log(𝑡)).

Overall, the total coding length ℓ(𝑛) for a tree with 𝑛 decision nodes is

ℓ(𝑛) ≈ 𝑛

(
log(4) + log(𝑝) + log(𝑡)

)
− 3

2
log(𝑛).

Hence a prior favoring trees with shorter description lengths can be expressed as

P[𝑇 |X] ∝ exp
(
− ℓ(𝑛)

)
∝ exp

(
− 𝑛

[
log(4) + log(𝑝) + log(𝑡)

]
+ 3

2
log(𝑛)

)
Considering the asymptotically dominant term, we should choose 𝛽 such that

𝛽 ∼ log(4) + log(𝑝) + log(𝑡)
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D.3 REWARD COMPUTATION IN MINI-BATCHES

Computing the reward for a given tree, as per §4.2, requires recursing over the tree |X| times in the
worst case. Given how large |X| in our considered setting can get, an important result to scaling
our approach is the ability to compute rewards in mini-batches. As shown already in (Bengio et al.,
2023), computing the rewards in mini-batches ensures that the optimal policy P̂𝐹 minimizing the TB
square-loss for all complete trajectories converges to the true reward/posterior in expectation.

E CONSTRUCTION OF ENSEMBLES OF PREDICTORS

Given access to a trained DT-GFN policy, we perform a prediction using samples from that as follows.

Algorithm 1 Bayesian Ensemble Prediction with DT-GFN Samples

Input. Data point x 𝑗 , set of decision tree samples {𝑇𝑖}, dataset D
Output. Predicted class �̂� 𝑗

for each tree 𝑇𝑖 do
Compute P(𝑦 𝑗 = 𝑐 | x 𝑗 , 𝑇𝑖) for all classes 𝑐 using the GFlowNet policy.

end for
Compute log [P(𝑇𝑖 |D)] for all trees 𝑇𝑖
𝑚 ← max

𝑖
log [P(𝑇𝑖 |D)]

log [P(D)] ← log
(∑
𝑘

exp(log [P(𝑇𝑘 |D)] − 𝑚)
)
+ 𝑚

for each tree 𝑇𝑖 do
P(𝑇𝑖 |D) ← exp(log[P(𝑇𝑖 |D) ] )∑

𝑘

exp(log[P(𝑇𝑘 |D) ] )

end for
for each class 𝑐 do

P(𝑦 𝑗 = 𝑐 |x 𝑗 ,D) ←
∑
𝑖

P(𝑇𝑖 |D) · P(𝑦 𝑗 = 𝑐 |x 𝑗 , 𝑇𝑖)
end for
�̂� 𝑗 ← arg max

𝑐
P(𝑦 𝑗 = 𝑐 |x 𝑗 ,D)

return �̂� 𝑗
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F TRAINING DETAILS

We list a variety of strategies for GFlowNet training we use throughout the paper along with setup-
specific hyperparameters allowing to reproduce our results.

F.1 EXPLORATION STRATEGY

To allow for exploration throughout training, we employ the following strategies, which we find to
consistently perform well across our considered datasets and tasks.

𝜖-greedy annealing. We generate a set of trajectories from the DT-GFN policy throughout training,
such that actions are sampled with probability 1 − 𝜖 according to the policy and with probability
𝜖 uniformly at random. 𝜖 is varied throughout training from some 𝜖0 predefined at initialization to
some small positive constant, i.e., 𝜖 ∈ (0, 𝜖0]. 𝜖0 is set to 0.1 in our experiments.

Replay buffer. We use a replay buffer to store the Top-K “best" trees (with highest rewards) we have
seen so far in training. Then, we sample trajectories from the latter using the backward policy 𝑃𝐵,
simply set to a uniform distribution over parent states at each step starting from a given terminal state.

F.2 HYPERPARAMETERS

We list hyperparameters we consistently use throughout our experiments in Table 5. We highlight
that it is also possible to use smaller stopping depths for faster training, or a smaller discretization
threshold constant for datasets lower precisions, for instance only 1 for binary hidden XOR or 9 for
Iris.

Table 5: Training hyperparameters for reproducing our experiments.
Hyperparameter Value
Tree Construction
Max Tree Depth 5
Thresholds Discretization 99
Number of Samples 1000

Policy
Policy Model MLP
Hidden Layers 3
Hidden Units per Layer 256

Optimization
Learning Rate 0.01
Training Steps 100
Batch Size (Forward) 90
Batch Size (Backward Replay) 10

Exploration
Replay Buffer Capacity 100
Random Action Probability 0.1

Proxy
Parameter Prior (α) α = [0.1]× (number of classes)
Structure Prior (𝛽) log(4) + log(𝑑)
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G EMPIRICAL COST ANALYSIS

G.1 BUDGET-CONSTRAINED TRAINING

We would like to test how DT-GFN would perform under a tight time/compute budget. As inference
costs are negligible compared to training costs (see Table 7), it would be interesting to observe:
(i) how the accuracy of our predictions vary with training time budgets of [0, 10, 20] (seconds) (ii)
how ensemble predictions with Algorithm 1 vary in ensemble size given varying levels of structure
inference training, from no time (random structure from a base DT-GFN policy) to a DT-GFN policy
trained for 20 seconds. Experiment are carried on the Iris dataset, in the same setup as §5.2; results
are averaged over data split seeds [1, 2, 3, 4, 5].
We observe that DT-GFN manages to get high test accuracies, with consistent scaling across both
training time and ensemble size. Notably, even with random structure, ensembles constructed
according to Algorithm 1 still manage to scale consistently. For the maximum training budget of 20
seconds, all DT-GFN ensembles outperform the best gradient-boosted tree baseline (GBT) and match
the best baseline in §5.2. We further highlight that at a budget of 50 seconds, test accuracy plateaus at
the current maximum for all ensemble sizes. Yet, these results are still lower than DT-GFN’s results in
§5.2 with more resources (see Table 5), further hinting at scaling capacity with increase in resources.

10 100 200 500 1000

Ensemble Size
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Figure 4: DT-GFN scaling with ensemble size in [10, 100, 200, 500, 1000] and allocated time/compute
budget in [0 seconds, 10 seconds, 20 seconds]. Experiment performed on the Iris dataset and results are
averaged over data split seeds [1, 2, 3, 4, 5]. We show consistent scaling across both ensemble sizes and training
time/compute resources. Inference costs are negligible as shown in Table 7.

Reproducibility. Hyperparameters to reproduce our results are similar to Table 5, with exceptions
highlighted in Table 6.

Table 6: Training hyperparameters for reproducing our experiments. ${variable} denotes the varying
scaling axes of Fig. 4

Hyperparameter Value
Tree Construction
Max Tree Depth 3
Thresholds Discretization 9
Number of Samples ${variable}

Optimization
Training Steps ${variable}

Exploration
Replay Buffer Capacity 10
Random Action Probability 0.05
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G.2 FINITE-TIME AMORTIZATION COST MEASUREMENTS

We highlight how training and inference costs scale in the most “costly” training parameters we
observe, which are tree max. depths and the number of trees (proportionally trajectories) the DT-GFN
policy is trained on.

Table 7: Training cost per epoch and inference cost (in seconds) for sampling an ensemble of DTs of
varying size at different maximum depths.

Ensemble Size
1 100

Dataset Max. Depth Train Infer. Train Infer.

Iris 2 1.09 0.0074 1.09 0.4239
4 4.21 0.0169 4.29 0.4468

Wine 2 1.36 0.0032 1.85 0.283
4 3.95 0.0047 4.50 0.4953

Breast Cancer(D)
2 1.57 0.0073 2.26 0.195
4 3.31 0.0145 3.73 0.5303

Raisin 2 1.79 0.015 2.47 0.23
4 5.05 0.0037 6.23 0.4804

G.3 HARDWARE

Our training is conducted on an RTX 8000 GPU with 16GB of allocated memory. The training cost
is measured on this hardware setup. Notably, the training process is lightweight and can be easily
fitted on a local machine with minimal computational resources.

H FURTHER DETAILS ON EXPERIMENTAL SETUP

H.1 DATASETS

Each dataset contains both numerical and categorical features, and the task in all datasets is classifi-
cation. For the feature support to be tractable for discretization, we scale all features to [0, 1] with
Min-Max scaling and discretization is performed uniformly. We list the datasets and splits we use in
Table 9.

Table 8: Dataset characteristics and reproducibility. For systematic generalization experiments, test columns
in the form 𝑎/𝑏 denote number of (𝑎) in-distribution and (𝑏) out-of-distribution samples respectively.

Dataset n d Train Test Split Seeds Experiment
Iris (Fisher, 1936) 150 4 120 30 [1, 2, 3, 4, 5] DT & Ensemble
Wine (Aeberhard et al., 1992) 178 13 142 36 [1, 2, 3, 4, 5] DT & Ensemble
Breast Cancer(D) (Wolberg et al., 1995) 569 30 455 114 [1, 2, 3, 4, 5] DT & Ensemble
Raisin (Güvenir & Erel, 2017) 900 7 720 180 [1, 2, 3, 4, 5] DT & Ensemble

Pima (Smith et al., 1988) (BMI) 768 8 243 60/465 [42] Domain shift
Pima (Smith et al., 1988) (Age) 768 8 316 80/372 [42] Domain shift

Thyroid (Quinlan et al., 1987) 3772 6 1840 1839/93 Shenkar & Wolf (2022) OOD detection
Ecoli (Horton & Nakai, 1996) 336 7 164 163/9 Shenkar & Wolf (2022) OOD detection
Vertebral (Barreto & Neto, 2005) 240 6 106 104/30 Shenkar & Wolf (2022) OOD detection
Glass (Evett & Spiehler, 1987) 214 9 103 102/9 Shenkar & Wolf (2022) OOD detection

H.2 PREPROCESSING

For the first two sets of datasets, we use MINMAX scaling for scaling features back to [0, 1]. All
categorical features are encoded using ONEHOTENCODING. For the third set of datasets, which
we use for OOD detection, we rely on the preprocessing protocol of (Shenkar & Wolf, 2022). All
datasets are obtained from the UCI repository (Dua & Graff, 2019) except the data for ODD detection
we take it directly from (Shenkar & Wolf, 2022)

Distribution shift procedure : We consider two distribution shifts in the Pima Indians Diabetes
dataset (Smith et al., 1988): (1) BMI Shift, where the training set includes patients with BMI < 30,
and evaluation is performed on held-out sets with BMI < 30 and BMI > 30; and (2) Age Shift, where
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the training set consists of patients younger than 29 (median), with evaluation on held-out sets of age
≤ 29 and age > 29.

Out-of-distribution Detection Procedure : Datasets are partitioned into training and test sets, where
the training set consists exclusively of normal samples, while the test set includes both normal and
anomalous samples. To account for variance and improve generalization, we leverage the bagging
effect by averaging scores obtained from multiple feature permutations. While this approach proves
particularly beneficial for small 𝑑 and very small 𝑛, it comes at the cost of increased computational
overhead. (Shenkar & Wolf, 2022) generate multiple feature permutations, with the number of
permutations, denoted 𝑃, given by:

𝑃 = min
(⌊

100
log(𝑛) + 𝑑

⌋
+ 1, 2

)
where 𝑛 represents the number of training samples and 𝑑 denotes the number of features.

I AUXILIARY EXPERIMENTS

I.1 ADDITIONAL BAYESIAN DECISION TREE BASELINES

As it was hard to reproduce some of the algorithms below, namely ones in Cochrane et al. (2024),
we test ours against them in the setting of Cochrane et al. (2024). We elaborate on that below. The
experimental setup and DT-GFN details are identical to those in §5.1, unless otherwise stated in
Table 9

Table 9: Dataset characteristics.
Dataset n d Train Test Split Seeds Experiment
Iris (Fisher, 1936) 150 4 105 45 [123456789] DT
Wine (Aeberhard et al., 1992) 178 13 124 54 [123456789] DT
Breast Cancer(O) (Wolberg et al., 1995) 699 9 489 210 [123456789] DT
Raisin (Güvenir & Erel, 2017) 900 7 630 270 [123456789] DT

In Table 10, using the same experimental setup as Cochrane et al. (2024), we observe that samples
from a single tree generated by DT-GFN perform comparably—or often significantly better—than
state-of-the-art generalization baselines.

Table 10: Benchmarking DT-GFN with Bayesian decision tree baselines in Cochrane et al. (2024), in the
same setting as the latter.

Algorithm ↓ Dataset→ Iris Wine Breast Cancer(O) Raisin

BCART (Chipman et al., 1998) 0.908±0.022 0.916±0.046 0.939±0.014 0.843±0.010

SMC (Lakshminarayanan et al., 2013) 0.909±0.022 0.978±0.022 0.924±0.010 0.842±0.010

WU (Wu et al., 2007) N/A N/A 0.922±0.017 0.843±0.012

HMC-DF (Cochrane et al., 2023) 0.906±0.026 0.950±0.039 0.940±0.010 0.847±0.004

HMC-DFI (Cochrane et al., 2023) 0.917±0.023 0.948±0.022 0.952±0.007 0.838±0.007

DCC-TREE (Cochrane et al., 2024) 0.911±1.2e-16 0.958±0.02 0.952±0.004 0.844±0.002

DT-GFN (ours) 0.977 0.981 0.98 0.856

I.2 IN-DISTRIBUTION/OUT-OF-DISTRIBUTION PLOTS WITH ENSEMBLE SIZE ABLATIONS

We more clearly visualize ablations in ensemble size for tree-based methods from Fig. 2 in Fig. 5.
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Figure 5: Systematic increase in generalization accuracy both in-distribution and out-of-distribution in the
ensemble size for tree-based methods.

J BASELINE DETAILS

We list important intuitions and/or reproducibility guidelines for some of the baselines we compare
with, and further provide code for baselines in our code base at anonymous.4open.science.

Sequential Monte Carlo (SMC) Trees (Lakshminarayanan et al., 2013). SMC Trees is a Bayesian
decision tree method that employs a Sequential Monte Carlo (SMC) approach to optimize tree
construction. The method maintains a population of particles, each representing a candidate split
defined by a feature and threshold, and iteratively updates them based on a Dirichlet likelihood and
a prior on tree complexity. The model’s hyperparameters—𝛼, which controls the Dirichlet prior,
and 𝑛particles, which regulates exploration—determine the trade-off between search diversity and
convergence speed. The maximum depth is set to 5.

MAPTree (Sullivan et al., 2024). MAPTree is a Bayesian decision tree method that constructs
decision trees by performing maximum a posteriori (MAP) inference over a posterior distribution of
tree structures and parameters. This approach balances model complexity and predictive performance
by optimizing the posterior distribution of both tree structures and parameters. As mentioned in
the original paper, we impose a 300-second time limit and systematically vary the number of tree
expansions (e.g., 10, 100, 1000, 10000) to explore the trade-off between search depth and runtime.
Additionally, we select (𝛼, 𝛽, 𝜌) values to influence the prior distribution and regularization strength
in the Bayesian framework.

(𝛼∗, 𝛽∗)-Tsallis Entropy (Balcan & Sharma, 2024). Tsallis entropy, as introduced in Appendix C,
is a generalization of Shannon entropy used in information theory, parametrized by 𝛼∗ and 𝛽∗, which
control the degree of non-extensivity. In this context, the Tsallis entropy-based decision tree method
introduces these entropy measures into the tree construction process, influencing the selection of splits.
The method optimizes for both diversity and accuracy in the node partitions, making it particularly
suited for data with complex or hierarchical structures. The model’s hyperparameters (𝛼∗, 𝛽∗) are
selected to balance between exploration of the feature space and exploitation of high-accuracy splits.

23

https://anonymous.4open.science/r/DT-GFN-1FBA/README.md


1242
1243
1244
1245
1246
1247
1248
1249
1250
1251
1252
1253
1254
1255
1256
1257
1258
1259
1260
1261
1262
1263
1264
1265
1266
1267
1268
1269
1270
1271
1272
1273
1274
1275
1276
1277
1278
1279
1280
1281
1282
1283
1284
1285
1286
1287
1288
1289
1290
1291
1292
1293
1294
1295

Best (𝛼∗, 𝛽∗) Search (Balcan & Sharma, 2024). We follow the grid search guidelines in Balcan &
Sharma (2024) to find the best (𝛼∗, 𝛽∗) combination given training data. In particular, we use the
following (𝛼∗, 𝛽∗) tuples for each of our datasets.

Dataset ↓ Seed→ 1 2 3 4 5
Iris (0.5, 1) (0.5, 1) (0.5, 2) (0.5, 4) (2, 1)
Wine (1.1, 7) (0.5, 1) (0.5, 1) (0.5, 1) (0.5, 1)
Breast Cancer Diagnostic (2, 1) (2, 2) (7, 1) (2, 2) (6, 1)
Raisin (2, 2) (2, 1) (2, 1) (2, 1) (4, 1)

Table 11: Best (𝛼∗, 𝛽∗) (Balcan & Sharma, 2024) for each considered dataset and split seed in §5.1.

DPDT-4 (Kohler et al., 2024). DPDT-4 is a parameterized decision tree algorithm that introduces a
flexible partitioning strategy to create deeper and more expressive trees. The "4" in DPDT-4 refers
to the maximum depth of the trees, which is designed to balance between model complexity and
interpretability. This method focuses on minimizing the depth of the tree while maintaining high
predictive accuracy, making it computationally efficient for large datasets.
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