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Abstract

We present a novel framework for evaluating
sentiment preservation in machine translation
of classical Chinese literature, introducing two
complementary metrics: the Sentiment Devi-
ation Index (SDI) and Sentiment Preservation
Score (SPS). Through a comprehensive paral-
lel corpus of 19,999 classical Chinese-English
sentence pairs annotated with fine-grained sen-
timent labels, we demonstrate that modern MT
systems show promising yet varied capabilities
across genres (mean SPS=0.841 for GPT-40),
with legal texts achieving exceptional preser-
vation (mean SPS=0.954) compared to liter-
ary works (mean SPS=0.831). Our framework,
supported by empirically validated weights for
balancing polarity and intensity preservation,
reveals fundamental challenges in preserving
cultural and emotional nuances in classical lit-
erature translation, establishing a foundation
for advancing cross-cultural sentiment analysis
and emotionally intelligent translation systems.

1 Introduction

The evaluation of machine translation (MT) sys-
tems has historically emphasized semantic accu-
racy and grammatical fidelity, while the critical di-
mension of emotional content preservation remains
inadequately addressed. This limitation is partic-
ularly pronounced in the translation of classical
Chinese literature, where emotional resonance and
cultural nuances constitute fundamental elements
of textual meaning. Despite significant advances in
neural machine translation architectures (Vaswani,
2017; Wu et al., 2016), the systematic evaluation
and preservation of sentiment—an essential aspect
of literary translation—presents persistent method-
ological challenges that demand innovative solu-
tions.

Classical Chinese literature presents distinct
computational and linguistic challenges that ex-
tend beyond conventional machine translation

paradigms. These texts exhibit multifaceted com-
plexity through their integration of concise linguis-
tic structures with sophisticated emotional expres-
sions, culture-specific sentiment patterns that resist
direct translation, and implicit emotional content
conveyed through intricate literary devices. For in-
stance, the phrase "MK IHSEE K" (The crabap-
ple still smiles in spring breeze) employs personi-
fication to convey subtle emotional resonance that
often gets diminished in translation as "The crabap-
ple blossoms in spring breeze." Similarly, "%53k
A, kLB Z " loses its profound emo-
tional depth when literally translated as "Raising
my head, I look at the bright moon; Lowering my
head, I think of my hometown," failing to capture
the intense longing and nostalgia embedded in the
original text.

Current MT evaluation metrics like BLEU (Pa-
pineni et al., 2002) and existing emotion-aware
approaches (Kajava et al., 2020) inadequately ad-
dress sentiment preservation in literary translation,
particularly for classical Chinese texts. To bridge
this gap, we propose a reference-free framework
for evaluating sentiment preservation in MT. Our
primary contributions include:

1. A novel evaluation framework utilizing cross-
lingual sentiment analysis for nuanced preser-
vation assessment

2. Development of a comprehensive annotated
corpus of 19,999 classical Chinese-English
sentence pairs with fine-grained sentiment la-
bels across multiple genres and periods

3. Systematic analysis of sentiment preservation
patterns across three leading MT systems

4. Identification of genre-specific preservation
characteristics and architectural recommenda-
tions for enhanced emotional content preser-
vation



The remainder of this paper is structured as fol-
lows: Section 2 examines current literature on ma-
chine translation evaluation and sentiment analysis.
Section 3 presents our methodological framework,
including dataset construction and evaluation met-
rics. Section 4 details the technical implementation
of our framework, while Section 5 discusses exper-
imental findings and limitations. Finally, Section 6
offers concluding insights and directions for future
research.

2 Related Work

Our research bridges three primary domains: ma-
chine translation evaluation frameworks, cross-
lingual sentiment analysis, and literary translation
assessment. We examine recent developments in
each area to contextualize our contribution.

Machine Translation Evaluation Recent ad-
vances in MT evaluation have moved beyond tra-
ditional lexical matching metrics towards more
nuanced assessment frameworks. While BLEU
and METEOR (Papineni et al., 2002) primarily
focus on lexical and syntactic correspondence, sig-
nificant progress has been made with COMET
(Rei et al., 2020), which demonstrated superior
correlation with human judgments. Kocmi et al.
(2021) developed a reference-free MT evaluation
approach for low-resource scenarios, while (Rei
et al., 2020)enhanced reference-free evaluation
through contrastive learning. Recent work by Zhao
et al. (2024) and Hu (2023) has further advanced
these frameworks through specialized feature ex-
traction models.

The examples we presented in the introduction
(EFEARIEEFEN" and "FELEH A, Kk
JAH % ") illustrate how traditional metrics fail to
capture emotional nuances in translation. These
expressions rely on cultural context and implicit
sentiment that is often lost when evaluated purely
through lexical matching or even modern neural
evaluation approaches, highlighting the need for
specialized sentiment-focused evaluation methods.

Cross-lingual Sentiment Analysis The preserva-
tion of sentiment across languages presents unique
challenges in literary translation. Foundational
work by Wan (2011) established crucial princi-
ples for bilingual sentiment analysis, advanced
by Almansor et al. (2020) ’s clustering-based ap-
proaches. Wang et al. (2024) illuminated chal-
lenges in Mandarin-English emotional nuance
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Figure 1: Overview of sentiment preservation evaluation framework.

Figure 1: Overview of methodology framework.

preservation, while complementary approaches
have emerged through Zhao et al. (2024)’s cross-
lingual frameworks, Li (2023)’s cultural context
integration, and Hu (2023)’s feature extraction tech-
niques.

Literary Translation and Cultural Elements
Literary translation of classical texts presents
unique challenges stemming from cultural and tem-
poral distance. Tian (2023) has researched Chinese-
English translation constraints, building upon neu-
ral translation advances (Vaswani, 2017). Li (2023)
optimized translation techniques for literary works,
while Wang et al. (2024) enhanced emotional and
cultural integrity preservation.

Despite these advances, the integration of senti-
ment preservation metrics into MT evaluation re-
mains limited for classical literature translation.
Current frameworks inadequately address genre-
specific challenges, and comprehensive method-
ologies for evaluating emotional content preserva-
tion are notably absent. Our work addresses these
limitations by introducing a quantitative frame-
work specifically designed for evaluating sentiment
preservation in classical Chinese literature transla-
tion.

3 Methodology

Our methodology presents a systematic approach to
evaluating sentiment preservation in machine trans-
lation of classical Chinese literature. The frame-
work encompasses three main components: dataset
design, sentiment preservation scoring framework,
and evaluation metrics design, as illustrated in Fig-
ure 1.

3.1 Dataset Design

Corpus Construction Our research framework
employs a systematic parallel corpus derived from



twelve seminal classical Chinese works, compris-
ing 19,999 Chinese-English sentence pairs (Corpus
USX, 2024). The corpus construction methodology
prioritized three fundamental criteria: (1) compre-
hensive coverage across major literary categories,
(2) strategic selection of texts from distinct histori-
cal periods, and (3) integration of works with vary-
ing syntactic and semantic complexity levels. The
corpus encompasses four primary genres: philo-
sophical texts (33.3%), classical novels (33.3%),
literary works (25%), and legal documents (8.4%).
For detailed corpus composition, distribution, and
source texts, see Appendix A.

The corpus includes professionally translated En-
glish versions that have undergone rigorous proof-
reading and validation. These translations serve
as the gold standard for our evaluation framework.
For representative examples of parallel texts and
their translations, see Appendix B.!

Annotation Schema Design Our annotation
framework was developed through a systematic
evaluation of sentiment analysis tools and method-
ologies, particularly focusing on the challenges of
cross-lingual sentiment preservation in classical
Chinese literature. The framework encompasses
two primary dimensions:

* Sentiment Polarity Classification: Categor-
ical labeling of sentiment valence (positive,
negative, neutral)

¢ Intensity Scoring: Quantitative assessment
of sentiment strength on a standardized scale

(-L1):
— Negative: [-1.0, -0.3)
— Neutral: [-0.3, 0.3]
— Positive: (0.3, 1.0]

After careful tool evaluation with 19,999 paral-
lel sentence pairs, we identified significant limi-
tations in existing sentiment analysis approaches.
Initial experiments with language-specific tools
(SnowNLP for Chinese, TextBlob for English)
showed high variance (average difference: 0.51)

'The complete annotated corpus (CCL-SEL) will be made
publicly available through an open-source platform upon pub-
lication. In accordance with double-blind review requirements,
an anonymized version of the corpus is accessible to reviewers
via the supplementary materials. Following acceptance, the
full sentiment-annotated corpus, comprehensive documenta-
tion of our annotation methodology, version-controlled dataset
updates, and detailed usage guidelines will be released through
a permanent repository.

in cross-lingual sentiment assessment. The Distil-
BERT Multilingual Sentiment Model, despite its
theoretical advantages in cross-lingual capabilities
and computational efficiency, yielded an improved
but still insufficient reliability (average difference:
0.31).

To address these limitations, we implemented a
hybrid annotation approach combining:

* Automated Analysis: GPT-40-based senti-
ment quantification using carefully crafted
prompts, achieving a significantly lower aver-
age difference (0.03)

* Expert Validation: Domain experts review
and validate automated annotations, particu-
larly for cases involving cultural nuances and
contextual complexities

We systematically identify instances requiring
expert validation through a combination of quan-
titative thresholds and qualitative markers. This
includes cases where automated analysis yields
ambiguous results (particularly in the neutral-
emotional boundaries), sentences containing classi-
cal literary devices with implicit emotional content,
and passages with culturally-specific sentiment ex-
pressions that resist direct translation. The vali-
dation process was conducted by domain experts
with backgrounds in both classical Chinese litera-
ture and cross-lingual sentiment analysis, ensuring
reliable assessment of challenging cases.

This semi-supervised methodology leverages
both computational scalability and expert judgment,
crucial for capturing the subtle emotional content
in classical Chinese literature (Wan, 2011). The
annotation process employs standardized prompts
(detailed in Appendix E) to ensure consistency and
reproducibility across the corpus.

Our dataset includes examples across all senti-
ment polarities with the following distribution:

* Positive: 32% of corpus (6,400 sentence pairs)
* Neutral: 41% of corpus (8,200 sentence pairs)

* Negative: 27% of corpus (5,399 sentence
pairs)

3.2 Error Severity Classification

We define a three-tier classification system based
on the SDI, which combines both polarity shifts
and intensity variations:



SDI = pOl(SST07 Stgt) cwp + 5int(55r07 Stgt) * W2
(1)
Here, 0, represents the normalized polarity di-
vergence function and d;,,; denotes the normalized
intensity deviation function, defined as:
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In these equations:

* serc and sy represent the sentiment intensity
values of the source and target texts respec-
tively, normalized to the interval [—1, 1]

* 0po measures the discrete polarity shift, yield-
ing 1 for any polarity mismatch and O for
matching polarities

* J;nt quantifies the continuous intensity devia-
tion, normalized by factor 2 to ensure output
in [0, 1]

* wj and wy are empirically determined weights
that balance the importance of polarity preser-
vation versus intensity maintenance

The weights w; = 0.65 and we = 0.35 were
determined through a comprehensive three-phase
validation process including initial calibration with
professional translators, systematic weight opti-
mization, and cross-validation across text genres.
The optimization process revealed strong inter-
annotator agreement (Krippendorft’s o = 0.83) and
high correlation with human judgments. For de-
tailed validation results, see Appendix E.

Based on the SDI calculated using these opti-
mized weights, errors are classified into:

¢ Critical errors (SDI > 0.8):

— Complete polarity reversal between
source and target texts

— Severe distortion of emotional content

* Major errors (0.5 < SDI < 0.8):

— Neutral-to-emotional shifts or vice versa

— Significant intensity alterations affecting
text interpretation

* Minor errors (SDI < 0.5):

— Subtle variations in emotional intensity
— Preserved basic sentiment with minimal
deviation

This classification system, supported by empir-
ically validated weights, provides a robust frame-
work for evaluating sentiment preservation in ma-
chine translation of classical Chinese literature.
The higher weight assigned to polarity preserva-
tion (w; = 0.65) reflects the critical importance
of maintaining basic sentiment direction, while the
intensity weight (w2 = 0.35) ensures consideration
of finer-grained emotional nuances.

3.3 Sentiment Preservation Score

Building upon the error classification framework
established previously, we propose the Sentiment
Preservation Score (SPS) as a complementary met-
ric to SDI, systematically quantifying emotional
fidelity through integrated intensity and polarity
measures. The framework reconfigures the SDI de-
viation components into two fundamental preserva-
tion measures: the Polarity Alignment Score (PAS)
and the Intensity Preservation Score (IPS).

The PAS transforms the polarity deviation func-
tion d,,,; into a positive measure of alignment:

1,
PAS =
0,

This reformulation maintains theoretical consis-
tency with SDI while reframing evaluation in terms
of preservation rather than deviation. Similarly, the
IPS measures continuous preservation of emotional
intensity, derived from d;,,;:

if pol(sgre) = pol(sigt)
otherwise

“)
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where s, and s;4; represent normalized sentiment
intensity values in [—1, 1], with division by 2 nor-
malizing output to [0, 1] for compatibility with
PAS.
The Sentiment Preservation Score synthesizes
these components through weighted integration:

SPS = PAS - w; +IPS - wy ©6)

where w; = 0.65 and wy = 0.35 reflect the opti-
mal balance between polarity and intensity preser-
vation, as established through comprehensive vali-
dation. This formulation embodies key theoretical
principles:



* The PAS term prioritizes fundamental polarity
preservation

* The IPS term rewards minimal intensity devi-
ation

* Empirically validated weights maintain bal-
anced evaluation

The SPS complements the error-focused SDI
metric by quantifying successful sentiment preser-
vation, enabling comprehensive evaluation of trans-
lation systems’ emotional fidelity. This dual-metric
approach offers several advantages:

* Normalized scoring in [0, 1] enables direct sys-
tem comparison

* Mathematical complementarity with SDI en-
sures theoretical consistency

* Component weights reflect validated impor-
tance hierarchies

* Integration of categorical and continuous mea-
sures captures full preservation spectrum

Through extensive empirical validation, we have
confirmed that this framework effectively captures
sentiment preservation quality in machine transla-
tion, particularly crucial for contexts where emo-
tional nuance preservation is essential for transla-
tion fidelity. The combination of SDI’s error detec-
tion capabilities with SPS’s preservation measures
provides a robust framework for improving and
evaluating machine translation systems’ emotional
intelligence.

4 Implementation

This section details the practical implementation of
our sentiment preservation evaluation framework,
encompassing data acquisition, translation pipeline
development, and sentiment analysis deployment.

4.1 Dataset Acquisition and Processing

We implemented a structured extraction pipeline
transforming HTML data from the Bilingual Paral-
lel Corpora into a research-ready dataset through
systematic parsing with integrated error handling
for pagination challenges. Our methodology in-
corporated continuous validation protocols ensur-
ing corpus integrity throughout acquisition. The
pipeline architecture leveraged a specialized JSON
schema optimized for parallel text management

with alignment validation between source and
target segments. This methodological approach
yielded a diverse corpus spanning classical Chi-
nese literature across four primary genres: philo-
sophical texts (33.3%), classical novels (33.3%),
literary works (25%), and legal documents (8.4%),
with comprehensive distribution detailed in Ap-
pendix A.

4.2 Machine Translation Implementation

Our framework integrates three MT systems (GPT-
40, Google Translate, DeepL) through a dual-
component architecture comprising API integra-
tion infrastructure and GPT-4o-specific implemen-
tations. For third-party services, we developed
custom wrappers with rate management protocols
(100 requests/minute), error recovery utilizing ex-
ponential backoff, and comprehensive validation
mechanisms. The validation pipeline employs a
three-tier verification process: syntactic (ensur-
ing JSON conformity), semantic (detecting hal-
lucinations through reference-based comparison
with 85% BLEU threshold), and contextual (main-
taining cross-sentence coherence through cohesion
metrics). This approach generated structured error
logs with severity classifications, enabling quanti-
tative assessment across all 19,999 sentence pairs.
The GPT-40 implementation leverages struc-
tured prompt engineering (detailed in Appendix E)
with context window optimization for the 4,096-
token capacity and bidirectional consistency vali-
dation through specialized Chinese-English trans-
lation prompts incorporating role context and task
specifications. Translation quality comparisons
across systems are presented in Appendix B.

4.3 Sentiment Annotation Implementation

We developed a systematic sentiment annotation
process utilizing GPT-40 for cross-lingual sen-
timent analysis, implementing language-specific
prompts (Appendix E) with three sentiment cat-
egories and automated cross-validation between
source and target texts. Our implementation em-
ploys a custom API wrapper with JSON valida-
tion, batch processing (n=64), two-level caching,
and parallel task processing to optimize throughput
while maintaining quality.

The quality assurance framework achieved high
inter-annotator agreement (Cohen’s kappa = 0.87)
through stratified sampling where three bilingual
experts with backgrounds in classical Chinese lit-
erature and sentiment analysis (averaging 8+ years



of translation experience) evaluated 15% of the
corpus (/23,000 sentence pairs) across all genres
and periods. This validation employed a double-
blind methodology with independent assessment
followed by consensus resolution, with persistent
disagreements (3% of samples) undergoing third-
party adjudication. Cross-lingual consistency was
maintained through dual-direction verification com-
paring source-to-target and target-to-source anal-
ysis, flagging annotations with >0.25 points de-
viation for manual review. This meticulous ap-
proach ensured reliable assessment across the cor-
pus, with robust performance in capturing nuanced
sentiments demonstrated in Appendix C.

Detailed sentiment preservation metrics across
different literary works and translation systems are
provided in Appendix D.

5 Results and Discussion

5.1 Sentiment Preservation Analysis

Our comprehensive analysis reveals systematic pat-
terns in sentiment preservation capabilities across
translation systems and literary genres, illuminat-
ing fundamental challenges in cross-cultural emo-
tional content preservation. Figure 4 presents a
detailed comparative analysis through two comple-
mentary visualizations: system-wise performance
comparison and genre-specific characteristics.

For our analysis, we employ the following met-
rics:

Error Rate: The proportion of translated sen-
tences that exhibit sentiment deviations exceeding
a predefined threshold (SDI > 0.5), calculated as
the number of sentences with major or critical er-
rors divided by the total number of sentences in the
corpus.

Consistency Score: A measure of how con-
sistently a translation system maintains sentiment
preservation across multiple texts within the same
genre, calculated as 1 minus the coefficient of vari-
ation of SPS scores within that genre.

The system-wise comparison (Figure 2) demon-
strates GPT-40’s generally superior performance in
sentiment preservation, though with notable genre-
specific variations. Of particular theoretical inter-
est is the legal domain, where DeepL achieves
marginally better results (SPS=0.958) compared
to GPT-40 (SPS=0.954) and Google Translate
(SPS=0.946), suggesting that standardized lan-
guage patterns may sometimes benefit from special-
ized translation architectures. For detailed results

across all literary works, refer to Appendix D and
Appendix F.

Genre-specific analysis (Figure 3) reveals a nu-
anced relationship between linguistic complexity,
cultural depth, and translation performance:

* Legal Documents: Exhibit exceptional per-
formance (mean SPS=0.954) with the highest
consistency score (0.988) and lowest error rate
(0.012), reflecting the advantages of standard-
ized language patterns and limited emotional
range in technical translation.

* Philosophical Texts: Show robust perfor-
mance (mean SPS=0.864) with strong con-
sistency (0.938), though with a notably higher
error rate (0.062) compared to legal texts, in-
dicating the challenges in preserving abstract
conceptual nuances and culturally-embedded
philosophical expressions.

* Classical Novels: Maintain strong metrics
(mean SPS=0.857) and consistency (0.929),
despite increased complexity in narrative and
emotional expression, suggesting effective
handling of contextual sentiment patterns.

* Literary Works: Present moderate perfor-
mance (mean SPS=0.831) with identical con-
sistency to novels (0.929), revealing persistent
challenges in preserving nuanced emotional
content and metaphorical expressions.

5.2 System Performance Analysis

Detailed examination of system capabilities reveals
distinct patterns across genres and temporal peri-
ods, illuminating the relationship between architec-
tural design and translation effectiveness:

5.2.1 System-level Performance

Analysis of translation system capabilities reveals
fundamental differences in their approach to senti-
ment preservation:

* Overall Effectiveness: While GPT-40
demonstrates superior aggregate performance
(mean SPS=0.841, ¢=0.062), this advan-
tage stems primarily from its advanced con-
textual modeling architecture and compre-
hensive training on diverse historical texts.
The performance differential across systems
(DeepL: u=0.817, 0=0.058; Google Translate:
1=0.798, 0=0.071) reflects varying capabili-
ties in handling complex literary expressions
and cultural nuances.
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Figure 2: System-wise SPS comparison across genres
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Figure 3: Genre-specific translation performance (left
y-axis: SPS score; right y-axis: Consistency Score)

Figure 4: Comparative analysis of sentiment preservation performance. Left: Performance comparison of different
translation systems across genres shows GPT-40’s consistent superior performance. Right: Genre-specific analysis
reveals varying degrees of translation complexity and success rates.
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Figure 5: Component-wise performance analysis show-
ing IPS (y-axis) vs. PAS (x-axis) relationship

* Component Balance: The scatter plot
analysis (Figure 5) reveals GPT-40’s op-
timal balance between intensity preserva-
tion (IPS=0.835) and polarity alignment
(PAS=0.846), with the lowest correlation co-
efficient (0.68) suggesting more sophisticated
handling of these interrelated aspects com-
pared to other systems.

* Temporal Adaptation: The temporal analy-
sis shows a consistent improvement in SPS
scores from Early Classical (0.812) to Ming-
Qing periods (0.859), despite increasing error
rates (SDI from 0.142 to 0.194), suggesting
better handling of evolving literary conven-
tions at the cost of increased complexity.

5.2.2 Error Pattern Analysis

The multi-dimensional error analysis (Figures 6—
8) reveals systematic patterns in translation chal-
lenges:

* Genre Impact: Error severity distribution
shows significant variation across genres, with
legal texts maintaining the lowest SDI (0.036)
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Figure 6: Error severity distribution showing predom-
inance of minor errors (62%) but concerning rate of
critical sentiment distortions (14%) across all systems.
(x-axis: Error type, y-axis: Percentage)

0.2

0.05+

e

Legal Novels Literary

Philosophical

Figure 7: Genre-specific error patterns revealing philo-
sophical texts experience 1.8x more polarity reversal
errors than narrative literature. (x-axis: Genre, y-axis:
Error percentage by type)

while novels exhibit the highest (0.186), re-
flecting the fundamental relationship between

text complexity, cultural depth, and translation
difficulty.

* Temporal Trends: A clear progression in er-
ror patterns emerges across historical periods,
with Ming-Qing era texts showing higher error
rates but improved overall sentiment preserva-
tion, indicating an evolving balance between
linguistic complexity and translation capabil-
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Figure 8: Temporal error distribution showing evolution
from contextual misinterpretations in Early Classical
texts (38%) to emotional intensity distortion in Ming-
Qing works (42%). (x-axis: Historical period, y-axis:
Error percentage by type)

ity.

¢ System Robustness: The component-wise
performance analysis demonstrates strong
baseline capabilities across all systems
(PAS>0.82), with system-specific strengths
emerging in different genres and historical pe-
riods.

Our sentence-level analysis reveals a more nu-
anced error distribution than is apparent from work-
level aggregation. The sentence-level error distri-
bution across genres shows:

e Literary Works: 48% Minor, 39% Major, 13%
Critical

* Classical Novels: 52% Minor, 36% Major,
12% Critical

* Philosophical Texts: 64% Minor, 29% Major,
7% Critical

* Legal Documents: 89% Minor, 10% Major,
1% Ceritical

This detailed breakdown demonstrates that while
work-level metrics show predominantly Minor er-
ror classifications, the sentence-level analysis re-
veals that approximately 34% of sentences across
literary works exhibit Major or Critical errors, par-
ticularly when dealing with metaphorical expres-
sions and culturally-embedded emotional content.

6 Conclusion

This paper introduces a novel framework for eval-
uating sentiment preservation in machine trans-
lation of classical Chinese literature, presenting
both a quantitative methodology combining SDI
and SPS metrics, and a comprehensive parallel

corpus of 19,999 annotated sentence pairs. Our
systematic analysis demonstrates that while mod-
ern MT systems show promising capabilities in
sentiment preservation (mean SPS=0.841 for GPT-
40), performance varies significantly across genres,
with legal texts exhibiting exceptional preserva-
tion (mean SPS=0.954) compared to literary works
(mean SPS=0.831). These findings illuminate the
complex relationship between textual standardiza-
tion and translation effectiveness, establishing a
foundation for future research in cross-cultural sen-
timent analysis.

Future work should address the temporal period
bias in our dataset and explore dynamic weight op-
timization through machine learning approaches,
ultimately contributing to more culturally aware
and emotionally intelligent translation systems.
The methodology and resources presented in this
work provide valuable tools for advancing our un-
derstanding of sentiment preservation in machine
translation, particularly for culturally rich literary
texts.

7 Limitations

Our experimental findings reveal significant in-
sights into sentiment preservation in machine trans-
lation systems, particularly for classical Chinese
literature. While GPT-40’s performance (mean
SPS=0.841) demonstrates advances in contextual
understanding and cultural expression handling,
several methodological, dataset, and theoretical
limitations warrant consideration.

The framework’s dependence on accurate senti-
ment annotation represents a significant challenge,
particularly for culturally distant or temporally re-
mote texts. Annotation quality directly impacts
evaluation reliability, and cross-cultural sentiment
interpretation remains problematic due to differing
emotional expression norms across languages. This
necessitates the development of culture-specific cal-
ibration protocols that would enhance the frame-
work’s applicability across diverse language pairs
with different sentiment expression patterns.

The current implementation’s treatment
of polarity alignment as a binary feature
(matched/mismatched) potentially overlooks
nuanced cases of partial polarity shift. This binary
approach fails to capture subtle gradations in
sentiment transformation that may occur during
translation. The substantial variation in perfor-
mance across genres (SDI range: 0.036-0.186)



highlights these challenges, particularly in literary
works where 45% of errors relate to sentiment
preservation.

The Chinese-English Classical Literature Senti-
ment and Emotion Labeled Corpus (CCL-SEL) ex-
hibits temporal period bias with uneven distribution
across historical periods (Gini coefficient=0.31),
potentially limiting generalizability across the full
temporal range of classical Chinese literature. The
improved performance in later period texts might
reflect better training data availability rather than
enhanced classical Chinese processing capabilities.
Additionally, the sentiment annotations reflect con-
temporary reference bias in emotional expression
understanding, which may not fully align with his-
torical emotional concepts in classical texts.

The superior performance in legal texts
(mean SPS=0.954) versus literary works (mean
SPS=0.831) indicates that current neural archi-
tectures excel at processing structured, domain-
specific language but struggle with context-
dependent emotional expressions. These perfor-
mance variations across genres reflect fundamental
challenges in computational linguistics: the trade-
off between standardization and expressiveness, the
complexity of cultural-specific sentiment mapping,
and the temporal evolution of language patterns.

These analytical findings underscore implicit cul-
tural equivalence assumptions within the frame-
work, which presuppose the possibility of emo-
tional equivalence across cultures and historical
periods—a notion that remains theoretically con-
tested in translation studies. Certain emotional
concepts may be culture-specific and resist direct
translation, challenging the universality of senti-
ment preservation metrics across diverse literary
traditions.

Despite these limitations, our framework pro-
vides a valuable first step toward more comprehen-
sive sentiment-aware evaluation of machine transla-
tion. Future work should address these limitations
through expanded corpus coverage with balanced
representation across historical periods, refined an-
notation methodologies incorporating diachronic
emotional concepts, and implementation of multi-
dimensional emotional mapping beyond simplis-
tic polarity and intensity measures. Additional re-
search directions include evaluating specific emo-
tional categories (joy, sadness, fear, anger) for texts
where emotional specificity carries cultural signif-
icance, large-scale evaluation through automated
SDI metric implementation, cross-domain adapt-

ability testing, integration with established metrics
like BLEU or COMET, and dynamic weight opti-
mization through machine learning approaches to
enhance adaptation to specific genres and cultural
contexts.
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A Corpus Composition Analysis

The parallel corpus comprises carefully selected
texts representing diverse genres and periods of
classical Chinese literature. The composition anal-
ysis reveals systematic distribution across multiple
dimensions, as detailed in Table 1.

B Translation Quality Analysis

To demonstrate the rigorous quality control in our
translation process, we present representative ex-
amples of parallel texts that illustrate the nuanced
translation approaches employed in our corpus.

C Sentiment Analysis Examples

Our sentiment annotation methodology demon-
strates robust performance in capturing nuanced
sentiments across both modern and classical texts,
as evidenced in the representative examples below.

D Preservation Metrics by Literary Work

This section presents comprehensive sentiment
preservation metrics across different literary works
and translation systems evaluated in our study.

10

E Implementation Details

Our sentiment annotation methodology incorpo-
rates both automated and expert-validated ap-
proaches, with carefully optimized weighting pa-
rameters for the evaluation framework.

Table 8 presents the prompts used for sentiment
annotation in our implementation.

F Detailed Experimental Results

This appendix presents comprehensive sentiment
preservation metrics for all literary works and trans-
lation systems evaluated in our study.
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Table 1: Detailed Composition of Source Texts

Genre Category English Title Chinese Title
The Book of Changes® (B2
. . The Analects (77
Philosophical Works :
riosophucal WOrks The Great Learning (R=)
Tao Te Ching GEMESZ)
Romance of the Three Kingdoms (NN
. Water Margin CKrfE)
Cl 1 Novel .
assical Wovels Dream of the Red Chamber (CAR )
Journey to the West (@ictiizatay)
The Romance of the Western Chamber @il )
Literary Compositions Complete Works of Wang Yangming (ERHRA2£)
Vegetable Roots Discourse CRARIE)
Legal Documents Laws of Macau® i)

* English translations follow the Harvard-Yenching Institute Sinological Index Series (Lau and Chen, 1995) and
contemporary sinological practice (Owen, 2010).
® Terminology follows the official Macau SAR legal system (Cardinal, 2009).

Table 2: Corpus Composition and Distribution

Dimension  Scale Distribution

Genre 4 Philosophical Texts (33.3%)
Classical Novels (33.3%)
Literary Works (25%)
Legal Documents (8.4%)

Sources 12 Classical Canon (4)
Historical Novels (4)
Cultural Essays (3)

Legal Corpus (1)

Content 3
Type

Narrative (40%)
Philosophical ~ Discussion
(35%)

Technical Description (25%)
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Table 3: Additional Examples of Parallel Text with Sentiment Annotation

Language Source Target Polarity  Score
ZN/EN  —BfEIMRNBEE TS, #EWAWE .  For a time no one spoke, but all looked to-  Positive 0.5
MAERMER, AL, ffi—2,  wards Yucun, who took the hint. Without
FULiE: "EABRRMBIER, WILE  false modesty he smiled slightly and replied,
L "If you gentlemen want me to be the host,
nothing could be better."
ZN/EN  BRXEEIRAEE R ABREI—4 1 ARZ=, .0 Aunt Zhao had been at odds with Lady Wang ~ Negative ~ -0.7
—EFR, AL R M all her life and had accumulated a bellyful of
resentment which she didn’t know on whom
to vent.
Table 4: Representative Example of Parallel Text with Sentiment Annotation
Language Source Text Target Text
ZN/EN TGP KRR, FAYEHNTX  T've never come across anything like it in all the

T
ik, HAELHE DB A RAFJRARE] famous temples I've visited. There may be a story

N, AR -

of life, some repentant sinner. I’ll go in and ask.

behind it of someone who has tasted the bitterness

Table 5: Example of Sentiment Analysis

Version Content Sentiment Po- Sentiment
larity Score

Source MAET, EEE: XHAE, SRR, HEN  Neutral 0.2

Human version "Trite as the language is, this couplet has deep signifi- Neutral 0.2
cance," thought Yucun.

DeepL Yucun read it, because he thought: "These two sentences, Neutral 0.1
although the text is shallow, its meaning is deep."

Google Translate Yucun read it and thought: "Though these two sentences ~ Neutral 0.5
are simple and short in text, their meaning is profound."

GPT-40 Upon seeing it, Yucun thought to himself, *Though these =~ Neutral 0.1

sentences are simple in language, their meaning is pro-
found.’

Table 6: Complete Sentiment Preservation Metrics by Literary Work and Translation System (Sample)

Literature MT System IPS PAS SPS SDI Error Class

Hongloumeng GPT-40 0.850 0.885 0.872 0.124 Minor
DeepL 0.848 0.870 0.862 0.132 Minor
Google 0.835 0.891 0.869 0.117 Minor

Xiyouji GPT-40 0.841 0.832 0.835 0.173 Minor
DeepL 0.839 0.846 0.843 0.163 Minor
Google 0.798 0.810 0.806 0.189 Minor
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Table 7: Weight Optimization Results

wq wy ITAA Correlation F-score
055 045 0.76 0.82 0.88
0.60 040 0.79 0.84 0.90
0.65 035 0.83 0.87 0.92
0.70 030 0.81 0.85 0.89
0.75 025 0.77 0.83 0.87
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Table 8: Chinese and English Prompts for Sentiment Annotation

Category Chinese Prompt English Prompt
Role RE—DUAREES TR - You are an expert in text sentiment analysis.
Task VR ER 45 TE B AT AT RS R v " f . Ivsi
Description /857 (sentimental analysis) - our task is to perform accurate sentiment analysis on
the given sentences.
Sentiment iF/':{fi‘ﬁ(positive) - Positive
Categories EF‘ fﬁ(neutrgl) - Neutral
- {H ¥ (negative) - Negative
Score TER: (—1,-0.33) Negative: (—1, —0.33)
Range P (—0.33,0.33) Neutral: (—0.33,0.33)
Ftk: (0.33,1) Positive: (0.33,1)
JSON #3X, AN/ NEFHE, JSON format, with all names in lowercase
Output K%EWEWETD@ 18 BASCA: letters, without any other useless information
Format {"sentimental": 5 and text: {”ser}t}mental”:
{"class": "<[FRLIPHS", {"class": "positive",
"point": <IHFEE>)} "point": 0.4}}
{)I;zll);letholder FTFERE AT {{#0}) Here are the sentences to be evaluated: {{#out-

put.en} } { {#output.EN}}
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Table 9: Complete Sentiment Preservation Metrics by Literary Work and Translation System

Literature MT System  IPS PAS SPS SDI  Error Class
Yijing GPT-40 0.751 0.706 0.724 0.291 Minor
DeepL 0.762 0.723 0.738 0.278 Minor
Google 0.728 0.618 0.663 0.310 Minor
Lunyu GPT-40 0.860 0.884 0.874 0.126 Minor
DeepL 0.841 0.821 0.829 0.170 Minor
Google 0.819 0.792 0.803 0.194 Minor
Daxue GPT-40 0.805 0.780 0.790 0.223 Minor
DeepL 0.815 0.802 0.807 0.203 Minor
Google 0.801 0.794 0.797 0.210 Minor
Laozi GPT-40 0.817 0.809 0.812 0.198 Minor
DeepL 0.810 0.809 0.809 0.195 Minor
Google 0.801 0.772 0.782 0.219 Minor
Sanguo GPT-40 0.825 0.870 0.852 0.140 Minor
DeepL 0.822 0.852 0.840 0.149 Minor
Google 0.793 0.816 0.807 0.177 Minor
Shuihu GPT-40 0.852 0.882 0.870 0.128 Minor
DeepL 0.836 0.873 0.859 0.141 Minor
Google 0.840 0.866 0.856 0.133 Minor
Hongloumeng GPT-40 0.850 0.885 0.872 0.124 Minor
DeepL 0.848 0.870 0.862 0.132 Minor
Google 0.835 0.891 0.869 0.117 Minor
Xiyouji GPT-40 0.841 0.832 0.835 0.173 Minor
DeepL 0.839 0.846 0.843 0.163 Minor
Google 0.798 0.810 0.806 0.189 Minor
Xixiangji GPT-40 0.787 0.810 0.802 0.207 Minor
DeepL 0.806 0.835 0.825 0.180 Minor
Google 0.798 0.810 0.806 0.189 Minor
Wangyangming GPT-4o 0.820 0.804 0.810 0.202 Minor
DeepL 0.840 0.838 0.839 0.164 Minor
Google 0.822 0.786 0.799 0.212 Minor
Caigentan GPT-40 0.819 0.822 0.821 0.181 Minor
DeepL 0.825 0.827 0.826 0.175 Minor
Google 0.824 0.832 0.829 0.168 Minor
Lawcorpusl GPT-40 0.928 0977 0.957 0.034 Minor
DeepL 0.934 0975 0.958 0.033 Minor
Google 0921 0964 0946 0.042 Minor
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