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ABSTRACT

Academic research generates diverse data sources. As researchers increasingly
use machine learning to assist research tasks, a crucial question arises: Can we
build a unified data interface to support the development of machine learning
models for various academic tasks? Models trained on such a unified interface
can better support human researchers throughout the research process and eventu-
ally accelerate knowledge discovery. In this work, we introduce RESEARCHAR-
CADE, a graph-based interface that connects multiple academic data sources, uni-
fies task definitions, and supports a wide range of base models to address key
academic challenges. RESEARCHARCADE utilizes a coherent multi-table format
with graph structures to organize data from different sources, including academic
corpora from ArXiv and peer reviews from OpenReview, while capturing infor-
mation with multiple modalities, such as text, figures, and tables. RESEARCHAR-
CADE also preserves temporal evolution at both the manuscript and community
levels, supporting the study of paper revisions as well as broader research trends
over time. Additionally, RESEARCHARCADE unifies diverse academic task def-
initions and supports various models with distinct input requirements. Our ex-
periments across six academic tasks demonstrate that combining cross-source and
multi-modal information enables a broader range of tasks, while incorporating
graph structures consistently improves performance over baseline methods. This
highlights the effectiveness of RESEARCHARCADE and its potential to advance
research progress.

1 INTRODUCTION

Academic research represents a pinnacle of human knowledge discovery. Diverse research tasks
such as forecasting research trends and debugging scientific papers (Sundar et al., 2024} Tian et al.,
2025; [Feng et al., [2025a) demand access to comprehensive data from multiple sources. To accom-
plish these tasks, various models are employed. These complexities raise an important research
question: Can we build a unified data interface to support the development of machine learning
models for various academic tasks?

Building such an interface for research tasks is challenging. In terms of data, firstly, academic data
is sourced from diverse platforms such as ArXiv and OpenReview, encompassing complex relation-
ships among entities like authors, papers, citations, and reviews. This requires a flexible framework
capable of managing highly relational data. Secondly, the data representations themselves span
multiple modalities—from textual content to visual and tabular data. Holistically integrating these
varied representations is a significant challenge. Additionally, the dynamic and ever-evolving nature
of academic data further complicates the task, as continuous growth and maintenance of the frame-
work are required to keep pace with ongoing research developments. In terms of tasks, defining
different academic tasks demands significant effort in data preprocessing and task formulation. In
terms of models, different types of models require distinct interfaces. For example, Large Language
Models (LLMs) require text-based data as input, while Graph Neural Networks (GNNs) utilize
graph-structured data.

Despite existing efforts to benchmark scientific research, developing a unified and dynamic repre-
sentation of research activities remains an open challenge. While existing academic datasets have
systematically collected and organized academic data (Kang et al.| 2018} Lo et al., 2019), they
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mainly focus on single-source data, such as academic corpora or peer reviewing conversations. Al-
though multi-modal data (e.g., figures and tables within scientific papers) have been incorporated to
construct valuable datasets (Xia et al.,2024; Tian et al., 2025), these approaches do not fully exploit
the multi-modal relations among different data types. Recent works have used graphs to model aca-
demic data and define academic tasks (Li & Tajbakhshl 2023 Zhang et al., [2024). However, each
academic task is still formulated individually, requiring repetitive developmental efforts.

In this paper, we propose RESEARCHARCADE, a graph-based interface that links diverse academic
data sources, with unified task definitions, and supports a large variety of base models to solve
valuable academic tasks. Overall, RESEARCHARCADE exhibits four core features that make it
ideal for solving academic tasks: Multi-Source, Multi-Modal, Highly Structural and Heterogeneous,
and Dynamically Evolving. RESEARCHARCADE integrates academic data from multiple sources,
including research papers from ArXiv and peer reviews with revisions from OpenReview, while
collecting multi-modal information, including text, figures, and tables. These distinct entities are
organized in a coherent multi-table format, with selected tables designated as nodes and edges, en-
abling RESEARCHARCADE to efficiently handle the highly relational and heterogeneous data as
graphs within academic communities. Moreover, RESEARCHARCADE models academic evolution
at two scales: microscopically, it preserves paper revisions with temporal information to track indi-
vidual manuscript development, and macroscopically, its extensible framework enables continuous
data incorporation, supporting analysis of research trends over time. Furthermore, we unify diverse
academic tasks within the academic graphs in RESEARCHARCADE, enabling straightforward for-
mulation of new tasks across both predictive and generative paradigms. Additionally, the structured
knowledge in RESEARCHARCADE can be easily exported to standardized formats, such as CSV and
JSON, facilitating integration with various models, including LLMs and GNNs.

To demonstrate the key advantages of RESEARCHARCADE, we define six academic tasks: fig-
ure/table insertion, paragraph generation, revision retrieval, revision generation, acceptance predic-
tion, and rebuttal generation. Extensive experiments show that models benefit from the multi-source,
multi-modal, heterogeneous, and dynamic information in RESEARCHARCADE.

Overall, our key contributions include: First, RESEARCHARCADE enables diverse task definitions
by integrating multiple data sources, multi-modal information, and supporting the inclusion of tem-
poral and up-to-date data. Second, RESEARCHARCADE facilitates the academic task solving by uni-
fying the task formulations and supporting the training of various models. Finally, RESEARCHAR-
CADE shows that incorporating graph structures consistently enhances model’s performance com-
pared to baseline approaches.

2 RELATED WORK

Academic data as graphs. Existing research on academic graphs employs various decomposi-
tions on academic data. UNARXIVE (Saier et al., [2023)) and DOCGENOME (Xia et al.,[2024) model
academic corpora by representing papers, paragraphs, and citations as nodes, while also extracting
tables and figures. OAG-BENCH (Zhang et al., [2024) models academic communities as heteroge-
neous graphs, defining nodes such as authors, papers, and affiliations. In RESEARCHARCADE, we
integrate these entities and extend with heterogeneous graphs.

Dynamic modeling of academic data. Academic evolution is broadly classified into two parts:
research trends and individual manuscript evolution. Several existing works focus on analyzing the
evolution of research trends. |Gollapalli & Li (2015) analyzes twenty years of ACL and EMNLP
proceedings using topic distributions to trace venue convergence and divergence, while Tian et al.
(2023) models scientific subcommunity evolution as event prediction, detecting growth, splits, and
merges in collaboration graphs. These works focus on inter-paper evolution, while intra-paper evo-
lution remains unexplored.

Solving academic tasks with deep learning. Various deep learning models are utilized to solve the
academic tasks. [Zhang et al.| (2024) leveraged CNNs, GNNs, and LLMs to solve diverse academic
tasks. However, their efforts are scattered and require highly specialized models. RESEARCHAR-
CADE offers a general graph interface to unify input data and task definitions for academic tasks,
providing a platform for addressing various academic challenges.
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Figure 1: RESEARCHARCADE uses a multi-table format with graph structures to collect data
from different sources with multiple modalities. Tables are classified into node tables (colored)
or edge tables (black and white). The blue (denoting the OpenReview part) or red (denoting the
ArXiv part) columns represent the unique identification of each node or edge, and the remaining
columns represent the features of the nodes or edges. The conversion from the multiple tables to
heterogeneous graphs is straightforward.

3 RESEARCHARCADE DATA DESCRIPTION

RESEARCHARCADE is an inclusive mapping of real-world research knowledge, featuring four key
attributes: (1) multi-source, (2) multi-modal, (3) highly relational and heterogeneous, (4) dynami-
cally evolving. An overview is illustrated in Figure[I] with further details in Appendix Figure 3]

3.1 MULTI-SOURCE & MULTI-MODAL

RESEARCHARCADE is primarily sourced from computer science papers in ArXiv and submissions
from The International Conference on Learning Representation (ICLR) in OpenReview. Beyond
text-based data, RESEARCHARCADE also integrates multi-modal data (e.g., figures and tables), sup-
porting more complex multi-modal tasks.

ArXiv: RESEARCHARCADE includes 40,210 papers from ArXiv across 40 computer science cate-
gories, comprising 4,984,166 paragraphs, 503,775 figures, 198,957 tables, and 1,554,055 citations.
Relevant connections between these entities are also captured by RESEARCHARCADE. Detailed
statistics are provided in Table[5] and the procedure of data collection is in Appendix [A.2.1]

OpenReview: RESEARCHARCADE also includes data from OpenReview, which comprises 28,648
submissions from all ICLR conferences throughout history, contributed by 88,351 authors. In ad-
dition, the resulting 472,448 reviews and 54,467 submission revisions during the rebuttal process
are included. These entities are enriched with valuable connections. Detailed statistics are given in
Table[6] and the step-by-step data collection procedure is described in Appendix [A.2.2]

Connect ArXiv and OpenReview: Connecting the data from the ArXiv and OpenReview con-
tributes to more comprehensive academic graphs, allowing the definition of more diverse academic
tasks. To achieve this goal, each submission in OpenReview is associated with its corresponding
paper in ArXiv based on the title. The statistics are shown in Table

3.2 HIGHLY RELATIONAL AND HETEROGENEOUS

Research activities in academic communities are modeled by interactions among typed entities.
RESEARCHARCADE stores data in a multi-table node—edge schema, consisting of node tables and
edge tables, which directly map to heterogeneous graphs. An illustration is shown in Figure

Using data from ArXiv, RESEARCHARCADE constructs a two-scale graph representation of the
literature. At the intra-paper level, each paper is decomposed into a paragraph-scale content graph
including paper, paragraphs, figures, and tables nodes, linked by typed edges (e.g., paper-paragraph,
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Figure 2: RESEARCHARCADE unifies the academic task definitions in a two-step scheme: (i)
Label: Identify the task’s target entity and assign its attribute as label; (ii) Input: Retrieve the target
entity’s neighborhood to construct an academic graph that supports task solving.

paragraph-figure/table). At the macro inter-paper level, we include authors, subject categories, and
citation links, adding edges for authorship, category assignment, and paper-to-paper citations.

The academic graphs built on data from OpenReview mainly model the academic activities that hap-
pen during the peer review process. It encompasses diverse types of nodes, such as papers, authors,
paragraphs, reviews, and revisions. Some key relationships are also included: the authorship, which
connects papers and authors; the comment-under-paper relation, which connects papers and reviews;
the revision-of-paper relation, which connects papers and revisions; the revision-caused-by-review
relation, which connects reviews and revisions, etc.

3.3 DYNAMICALLY EVOLVING

As the academic community continuously evolves, RESEARCHARCADE records temporal infor-
mation (e.g., paper upload dates and paper revision timestamps), enabling a realistic simulation of
scholarly dynamics. This includes tracing the evolution of research trends and modeling paper up-
dates driven by the rebuttal process. Moreover, RESEARCHARCADE can be continuously updated
to reflect the ongoing development in the academic community.

4  ACADEMIC TASKS ON RESEARCHARCADE

Defining different academic tasks often requires repetitive work, such as data collection, cleaning,
and task specification. With RESEARCHARCADE, these tasks can be unified and conveniently de-
fined on our academic graphs.

4.1 ACADEMIC GRAPH AS A HETEROGENEOUS GRAPH

A heterogeneous graph can be defined as G = (V, ), where eachnode v € V and eachedge e € £ is
assigned a type through mapping functions. Specifically, the node type is defined by 7(v) : V — C,
and the edge type is defined by ¢(e) : € — D, where ¢ € C and d € D represent the set of node
types and the set of edge types. An edge e connecting a pair of nodes is denoted as e = (v, u).

Data from RESEARCHARCADE can be represented as an academic graph G = (V, &), which is
heterogeneous. In this context, each node v € V corresponds to a row in the node table, while each
edge e corresponds to a row in the edge table. Furthermore, each node table V, is associated with a
unique node type ¢, and each edge table F, is linked to a unique edge type d.

4.2 UNIFIED ACADEMIC TASK DEFINITION

As is shown in Figure 2] RESEARCHARCADE unifies the academic task definitions in the following
two steps: (1) identifying the target entity and (2) retrieving the neighborhood of the target entity.
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Table 1: Summary of six academic tasks studied with RESEARCHARCADE. Abbreviations in-
clude “or”: openreview, “ar”: ArXiv, CE: Cross-entropy Loss, BCE: Binary Cross-entropy Loss.

Task Target Entity (Step 1) Neighborhood (Step 2) Loss Type
Figure/Table ar_paragraph_figure/table node: ar_section nodes, ar_paragraph nodes, CE Predictive
Insertion Index list of parent paragraphs ar_table nodes, ar_figure nodes, ar_citation edges
Paragera ar_paragrs . ar_paraers . ar_te .
drd‘grdph ar_paragraph node ar_paragraph nodes, 4}' tdlble nodes, SFT Generative
Generation Textual paragraph of the paragraph ar_figure nodes, ar_citation edges
Rev1-510n A ou‘ewsu?n node: or_paragraph nodes from the original paper, InfoNCE  Predictive
Retrieval Index list of modified paragraphs or_review nodes
Revisi ] . ] -
evlsu?n or_paragraph nf)de or_paragraph nodg of the original paper, SFT Generative
Generation  Textual content of the revised paragraph or_review nodes
Accel')ta'nce or_paper goge: or_paper nodes, ar_paper nodes, BCE Predictive
Prediction Paper decision ar_paragraph nodes, ar_figure nodes, ar_table nodes

or_review node of the official review being replied to,
ar_paper node, ar_paragraph nodes, SFT Generative
ar_figure nodes, ar_table nodes

Rebuttal or_review node:
Generation  Textual content of the author’s response

Step 1: Identifying the target entity of an academic task. The target entity is either a node v or an
edge e, with attributes that define the labels for the task. Let ¢ denote the target entity with attributes
ay. Its certain attributes, denoted as y; C ay, are the labels implied in the task.

Step 2: Retrieving the neighborhood of the target entity. To support the academic task solving,
the multi-hop neighborhood of the target entity ¢ is retrieved, constructing an academic graph G;

centered at £. The one-hop neighborhood J\/t(l) of ¢ consists of entities directly connected to ¢. If
teV then N\ = {k|keV, (t k) €&l Ite & then N\ = {k, ulk,ueV, t=(k ul
For ¢ > 1, the i-hop neighborhood is defined as ./\/'t(z) ={klkeV Kk € j\/t(z_l), (k, k') € &},
which extends the (¢ — 1)-hop neighborhood by one additional hop. Hence, the academic graph is

constructed as G; = (Vy, &), where V; contains nodes in the multi-hop neighborhood of ¢, and &;
represents the edges between these nodes. Thus, an academic task is defined as follows:

fo(Gt) = ¥t (D

where fy represents a model with parameters ¢. Furthermore, the academic tasks are broadly clas-
sified into predictive and generative tasks. If the label y; is from a limited set of possible outcomes,
this task is categorized as a predictive task; If the label y; is in an open-ended output space, this
task is categorized as a generative task. For predictive tasks, models (specified in Section [5.1)
are considered as MLP-based, Embedding-based, GNN-based, or GWM-based, where the GWM
framework efficiently integrates graph-structured data with LLM (Feng et al.l 2025b). The training
loss varies across different predictive tasks. For generative tasks, models are primarily based on
LLMs. Supervised fine-tuning (SFT) is used for training, with the loss defined as follows:

T L

1
Lspr(0) = ——7——>_ > _logpo(yei | vr.<i, Ge), 2)
Zt:l Ly t=1 i=1

where L, is the length of y; = [y1,1, ..., Y, L,], and logp is the log-likelihood. In this paper, six
academic tasks are defined to demonstrate the four key features of RESEARCHARCADE. Table [I]
summarizes the tasks under the two-step scheme with detailed task definitions in Appendix

4.2.1 ACADEMIC TASK 1: FIGURE/TABLE INSERTION

Proper placement of figures and tables evaluates models’ ability to capture structural relationships
and multi-modal content in academic papers. We formulate this as a multi-class classification task:
given an academic graph G; with all paragraphs, citations, figures, and tables, predict the paragraph
¥+ associated with a target figure or table, where the ground truth y; is the paragraph that contains or
references it. Training uses contrastive cross-entropy loss (Chen et al.,[2020) to minimize embedding
distance between figures/tables and their corresponding paragraphs. For a given figure or table with
embedding ¢; and the embeddings of all paragraphs {p; }¥ |, the loss is defined as:

exp(sim(gt, py,)/T)

L f)=—1lo ’
ce(0) 8 vazl exp(sim(q¢, pi)/T)

3)
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where 0 denotes the model parameters; sim(-, -) computes the cosine similarity between normalized
embeddings; N is the total number of paragraphs; and 7 is the temperature parameter that controls
the sharpness of the probability distribution.

4.2.2 ACADEMIC TASK 2: PARAGRAPH GENERATION

Understanding how to generate specific paragraphs within their proper context is essential for both
comprehending and writing academic papers. This generative task is defined as follows: given the
input, an academic graph G; including surrounding paragraphs, referenced figures and tables, and
cited literature, generate the missing paragraph content y;. The original paragraph content serves as
the ground truth label y;. To train the LLM, SFT loss (Eq. [2) is utilized. The prompt designed to
help the LLM better understand the document completion task is shown in Appendix[A.4.1]

4.2.3 ACADEMIC TASK 3: REVISION RETRIEVAL

Identifying the precise location of revisions from reviewers’ comments is essential for paper re-
finement. This captures intra-paper dynamics during peer review and demonstrates RESEARCHAR-
CADE’s ability to model evolving content. We formulate this as a top-k ranking task: given an
academic graph G, containing paper paragraphs and reviews, predict the top-k modified paragraphs
¥+, with ground truth y; denoting the actual revised paragraphs. Training employs the InfoNCE loss
(He et al.l 2020), which minimizes embedding distance between reviews and revised paragraphs
while maximizing distance from unchanged ones:

¥
1 & Zi\il exp (sim(gr, k") /7)
Lintonce(f) = & Zlog e ) n M- : - '
= Ximy exp (sim(gr, K)/7) + 3050 exp (sim(gr, k5 )/7)
where 6 denotes the model parameters; ¢, is the model-generated embedding of the r-th review
r=1,..,R); kj and k‘j_ are the embeddings of the i-th modified and j-th unchanged paragraph,

respectively; M T and M~ are their counts; sim(-, -) is the similarity function; and 7 is the temper-
ature in the InfoNCE loss.

“4)

4.2.4 ACADEMIC TASK 4: REVISION GENERATION

Building on Section .2.3] this task focuses on generating quality-enhancing revisions of local-
ized paragraphs conditioned on reviewer feedback, further demonstrating RESEARCHARCADE’s
dynamic evolution capability. Formally, given an academic graph G; containing the original para-
graph and its reviews, the goal is to generate a revised paragraph y;, with the actual revision y; as
the label. Training uses SFT loss (Eq.[2), supported by a task-specific prompt (Appendix to
guide the LLM in leveraging graph structures. Since LLMs have limited context length, reviews are
first summarized using Qwen3-8B with the prompt in Appendix[A.4.3]

4.2.5 ACADEMIC TASK 5: ACCEPTANCE PREDICTION

Predicting the acceptance of academic papers is a meaningful but challenging task. We fuse
ArXiv’s comprehensive multi-modal paper graph with OpenReview’s ground-truth acceptance la-
bels and temporal information to enable the task, reflecting RESEARCHARCADE’s multi-source,
multi-modal, and dynamically evolving nature. We design the task as a binary classification prob-
lem: given the input, an academic graph G, containing papers from conferences in previous years
and their corresponding paragraphs with figures and tables, predict the paper acceptance y; (Accept
or Reject) for the future year. The real paper acceptance is the label y;. Binary cross-entropy loss is
utilized as the training loss:

| T
Lpcr(0) = —7 Z [Yt logy: + (1 —y¢) log(1 — 34) |- &)
=1

where 6 represents the model’s parameters and T the total number of papers.

4.2.6 ACADEMIC TASK 6: REBUTTAL GENERATION

Generating rebuttal responses to official reviews is critical, as response quality strongly influences
paper acceptance. This task leverages textual and multi-modal information from ArXiv along with
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Table 2: Promising new tasks enabled by RESEARCHARCADE for future works.

Task Target Entity (Step 1) Neighborhood (Step 2) Loss Type
Id ] de: o .
Gene:tion ar TE;Z;S ¢ ar_citation edges, ar_paper nodes SFT  Generative
Expem.nent alt,table n.ode: . ar_paper node, ar_section nodes, SFT  Generative
Planning Table text in experiment section ar_paragraph nodes, ar_figure nodes, ar_table nodes
Al ] : ] _secti , .
bs'tr'act ar_paper node ar_paper node, ar_section nodes SFT  Generative
Writing Abstract ar_paragraph nodes, ar_figure nodes, ar_table nodes
Revi i de:
cview or-review noce or_paper node, or_paragraph nodes SFT  Generative

Generation  Textual content of the official review

official reviews from OpenReview. Formally, given an academic graph G; containing the review
and its related paragraphs with figures and tables from ArXiv, the goal is to generate the author’s
response ¥, with the true response y; as the label. Training uses SFT loss (Eq.[2), guided by a task-
specific prompt (Appendix[A.4.5) to help the LLM capture graph structure and task requirements. To
address token length limits, only the top-3 related paragraphs, selected via cosine similarity between
review and paragraph embeddings using Qwen3-Embedding-0.6B, are included.

4.3 PROMISING NEW TASKS ENABLED BY RESEARCHARCADE

The versatility of RESEARCHARCADE extends beyond the tasks defined above, supporting addi-
tional stages of the research pipeline such as idea brainstorming, experiment planning, scientific
writing, and peer reviewing—core activities in the academic process. These promising new tasks
are illustrated in Figure [2] with detailed specifications provided in Appendix[A.6]

5 EXPERIMENT

5.1 EXPERIMENT SETUP

Dataset: We conduct experiments based on a subset of data in RESEARCHARCADE. For data from
ArXiv, we mainly focus on papers in the Computer Science field and published within the last two
years. For data collected from OpenReview, we primarily focus on the ICLR conferences within the
past five years. Further detailed information is provided in Appendix [A.3]

Base Models: To demonstrate the compatibility of RESEARCHARCADE with diverse models, ex-
periments are conducted across various base models.

(1) Embedding model (EMB): Considering the relatively long token input for our academic tasks,
we utilize Longformer (Beltagy et al.l 2020)), a model designed for processing long documents.

(2) Graph neural network (GNN): Since the academic graphs constructed from our database are
highly relational and heterogeneous, we consider HANConv (Wang et al., |2019), a heterogeneous
graph attention neural network, as our GNN-based model.

(3) Large language model (LLM): We mainly leverage Qwen3-0.6B and Qwen3-8B (Team) 2025
as our LLM-based models, as they outperform models with an approximate number of parameters
and are comparable to larger models in various evaluation tasks.

(4) Graph world model (GWM): To efficiently integrate graph-structured data with LLMs, we
employ the embedding-based GWM (Feng et al.| [2025b). It adopts a multi-hop aggregation to
perform an embedding-level message passing, yielding an enhanced graph representation, which
facilitates better LLM comprehension of the graph-structured data. Qwen3-0.6B (Team, [2025) is
utilized as the LLM module for the GWM-based models.

Encoders: For the text modality, we represent text data as vector embeddings for integration with
GNN-based and GWM-based models. Specifically, Longformer (Beltagy et al.| |2020) is used for
downstream GNNs, while Qwen3-Embedding-0.6B (Zhang et al.,[2025) is adopted in GWM-based
models to align with the Qwen3 LLM module. For the visual modality, LLaVA-1.5-7B (Liu et al.,
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Table 3: Evaluation results across six academic tasks. Each base model follows (Backbone,
Training, Hop), where Backbone is the specific model, Training is Fixed or Trained, and #-hop
is the number of hops of neighbors that a model can observe. (0-hop indicates no neighbors are
observed)

Figure/Table Insertion ‘ Paragraph Generation
Model\Metric Accuracy AUC-ROC MCC ‘ Model\Metric SBERT Rouge-L BLEU
EMB (Longformer, Fixed, 1-hop) 0.817 0.969 0.204 | GWM (Qwen3-0.6B, Trained, 0-hop) 0.266 0.083 0.027
GNN (HANConv, Trained, 1-hop) 0.880 0.977 0.296 | GWM (Qwen3-0.6B, Trained, 1-hop) 0.272 0.086 0.028
GNN (HANConv, Trained, 3-hop) 0.827 0.975 0.262 | GWM (Qwen3-0.6B, Trained, 3-hop) 0.274 0.084 0.027
GNN (HANConv, Trained, 5-hop) 0.705 0.968 0.193 | GWM (Qwen3-0.6B, Trained, 5-hop) 0.276 0.086 0.027
Revision Retrieval ‘ Acceptance Prediction
Model\Metric Precision@5  Recall@5  F-1@5 ‘ Model\Metric Accuracy AUC-ROC MCC
EMB (Longformer, Fixed, 1-hop) 0.183 0.154 0.145 MLP (Linear, Trained, 1-hop) 0.513 0.479 0.025
GNN (HANConv, Trained, 1-hop) 0.307 0.325 0.265 GNN (HANConv, Trained, 1-hop) 0.507 0.465 0.000
GNN (HANConv, Trained, 3-hop) 0.307 0.324 0.265 GNN (HANConv, Trained, 3-hop) 0.55 0.526 0.115
GWM (Qwen3-0.6B, Trained, 1-hop) 0.304 0.325 0.264 | GWM (Qwen3-0.6B, Trained, 1-hop) 0.47 0.478 -0.063
GWM (Qwen3-0.6B, Trained, 3-hop) 0.306 0.326 0.265 | GWM (Qwen3-0.6B, Trained, 3-hop) 0.527 0.524 0.052
Revision Generation ‘ Rebuttal Generation
Model\Metric SBERT Rouge-L BLEU ‘ Model\Metric SBERT Rouge-L BLEU
LLM (Qwen3-0.6B, Fixed, 1-hop) 0.321 0.210 0.147 LLM (Qwen3-0.6B, Fixed, 1-hop) 0.617 0.127 0.010
LLM (Qwen3-0.6B, Trained, 1-hop) 0.733 0.554 0.468 LLM (Qwen3-0.6B, Trained, 1-hop) 0.637 0.107 0.026
LLM (Qwen3-8B, Fixed, 1-hop) 0.704 0.446 0.276 LLM (Qwen3-8B, Fixed, 1-hop) 0.717 0.164 0.022

2024) converts figures into textual descriptions, which are then encoded using the same text en-
coders. Although we experimented with CLIP, our current approach is more effective and simpler
to implement. The framework remains flexible and can accommodate alternative multi-modal en-
coders.

Evaluation Metrics: To systematically evaluate the performance of different models on our aca-
demic tasks, different evaluation metrics are considered for each task.

(1) Predictive Tasks: For the top-k ranking task, we report the top-5 precision, top-5 recall, and
top-5 F-1 score to assess the model’s performance. For the classification task, accuracy, AUC-ROC
score, and Matthews correlation coefficient (MCC) are computed for evaluation.

(2) Generative Tasks: The semantic similarity between generated and reference answers is mea-
sured using the SBERT similarity score (Reimers & Gurevych| 2019). Lexical and n-gram overlap
is assessed with Rouge-L (Linl 2004)) and BLEU (Papineni et al.|[2002).

5.2 EXPERIMENT RESULTS

The conclusive analysis of the experiment results is as follows, with a detailed analysis of each task
provided in Appendix

5.2.1 RESEARCHARCADE IS GENERAL

Table [3|shows that RESEARCHARCADE enables diverse tasks by integrating academic corpora with
multi-modal information from ArXiv and peer reviews with revisions from OpenReview, while sup-
porting various models by converting the data into CSV or JSON formats. EMB-based, GNN-
based, and GWM-based models are capable of performing predictive tasks, while LLM-based mod-
els handle the generative tasks. Furthermore, the data quality in RESEARCHARCADE is validated,
with trained smaller LLMs approaching the performance of larger ones. In Revision Generation,
Qwen3-0.6B’s SBERT similarity score improves from 0.321 to 0.733, surpassing 0.704, the score
of Qwen3-8B. And in Rebuttal Generation, Qwen3-0.6B’s SBERT similarity score improves from
0.617 to 0.637, approaching 0.717, the score of Qwen3-8B.

5.2.2 RESEARCHARCADE MODELS DYNAMIC EVOLUTION

As shown in Table[3] RESEARCHARCADE effectively captures dynamic evolution at both the intra-
paper and inter-paper levels by incorporating temporal data from ArXiv and OpenReview. The tasks
of Revision Retrieval and Revision Generation highlight RESEARCHARCADE’s ability to model
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Table 4: Ablation Study on multi-model information. Each base model follows (Backbone,
Training, Modality), where Backbone is the specific model, Training is Fixed or Trained,
Modality is with Figure & Table, with Figure, with Table, or without Figure & Table.

Rebuttal Generation ‘ Paragraph Generation

Model\Metric SBERT Rouge-L BLEU‘ Model\Metric SBERT Rouge-L BLEU

LLM (Qwen3-8B, Fixed, w/o F&T) 0.693 0.149 0.012 | GWM (Qwen3-0.6B, Trained, w/o F&T)  0.259 0.078 0.025
LLM (Qwen3-0.6B, Fixed, w/o F&T)  0.558 0.105 0.005 GWM (Qwen3-0.6B, Trained, w F) 0.258 0.081 0.026
LLM (Qwen3-8B, Fixed, w F&T) 0.717 0.164 0.022 GWM (Qwen3-8B, Trained, w T) 0.255 0.080 0.023
LLM (Qwen3-0.6B, Fixed, w F&T) 0.617 0.127 0.010 GWM (Qwen3-0.6B, Trained, w F&T) 0.272 0.083 0.027

intra-paper evolution, predicting and generating revisions that reflect the continuous development of
manuscripts. In particular, the top-5 F1 scores achieved by GNN-based and GWM-based models
(0.265 each) outperform the EMB-based model (0.145), underscoring the framework’s effective-
ness. Importantly, incorporating OpenReview rebuttal data proved essential: before training, the
model performed poorly, but after training, it was able to retrieve non-trivial revision paragraphs
and produce meaningful manuscript revisions. In contrast, the Acceptance Prediction task reflects
inter-paper evolution, aiming to identify promising papers for acceptance by learning from historical
data. Here, performance was much poorer, with the best accuracy reaching only 0.55, barely above
random chance. This emphasizes the inherent difficulty of predicting research trends.

5.2.3 RELATIONAL GRAPH STRUCTURE DELIVERS CONSISTENT GAINS

To assess the effectiveness of RESEARCHARCADE’s graph-centric design, we compare graph-based
models (GNN-based and GWM-based) with non-graph models (EMB-based and MLP-based) across
three tasks, observing performance gains of 7.7%, 67%, and 7.2% in Figure/Table Insertion, Revi-
sion Retrieval, and Acceptance Prediction, respectively, in Table 3] Multi-hop aggregation further
improves performance, particularly in Acceptance Prediction: while 1-hop aggregation yields weak
results (accuracies of 0.507 and 0.47), expanding to 3 hops raises both GNN-based and GWM-
based models to 0.55, surpassing the MLP baseline (0.513). This indicates that acceptance deci-
sions depend on higher-order context, such as venue affiliation and temporal trends, captured by
multi-hop neighborhoods. However, for other tasks (e.g., Revision Retrieval, Paragraph Genera-
tion, Figure/Table Insertion), additional hops provide little benefit or even degrade performance. For
instance, in Figure/Iable Insertion, accuracy declines monotonically from 0.880 (1-hop) to 0.827
(3-hop) and sharply to 0.705 (5-hop), attributing to the sparsity of review and paper graphs centered
on individual papers.

5.2.4 MULTI-MODAL INFORMATION IS CRITICAL

Table 4] shows that incorporating figures and tables consistently enhances model performance com-
pared to text-only baselines in both zero-shot and training settings for the Rebuttal Generation and
Generate Missing Paragraph tasks. The inclusion of visual and tabular data augments the model’s
understanding of textual content, leading to clear performance gains. For the revision generation
task, scores increase from 0.693 to 0.717 for the larger model and from 0.558 to 0.617 for the
smaller model. Similarly, in the paragraph generation task, models benefit from the full modalities,
improving from 0.259 to 0.272. These results validate RESEARCHARCADE’s multi-modal design
and highlight the effectiveness of its approach to encoding multi-modal information.

6 CONCLUSION

We introduced RESEARCHARCADE, a graph-based interface that unifies multi-source (ArXiv,
OpenReview), multi-modal (text, figures, tables), and temporally evolving academic data into a co-
herent multi-table format. Building on a simple two-step scheme, (i) identify the target entity (label)
and (ii) retrieve a task-specific academic graph (neighborhood), RESEARCHARCADE standardizes
the definition of both predictive and generative academic tasks. RESEARCHARCADE is compatible
with various models, serving as a valuable platform for studying research progress and developing
models that facilitate automated scientific research.
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Ethics Statement

We developed this work in accordance with the ICLR Code of Ethics and have carefully considered
its broader impacts on the academic research community. Our system aims to contribute positively
to research automation by providing tools for paper discovery, review assistance, and research trend
analysis that could democratize access to academic insights and support researchers across different
resource levels.

Potential Risks and Mitigation: We acknowledge several areas of concern regarding our academic
task automation capabilities. Automated features such as paper completion and response drafting
could potentially be misused for academic misconduct. We emphasize that our system is intended
as a research assistance tool to augment human judgment, not replace academic thinking or writing.
Additionally, our reliance on existing academic data sources (ArXiv, OpenReview) may perpetuate
existing biases in publication patterns and review processes. The acceptance prediction capabilities
could inadvertently influence submission strategies in ways that prioritize predicted acceptance over
scientific merit rather than encouraging methodological rigor and novelty.

Data and Privacy: Our system uses exclusively publicly available academic data from ArXiv and
OpenReview platforms. We respect the existing terms of use for these platforms and do not attempt
to de-anonymize review processes or access private information. No human subjects are directly
involved in our research process, and no additional ethical approvals were required.

Transparency and Responsible Use: We acknowledge that our graph construction and task formu-
lation choices embed assumptions about academic workflows that may not generalize across all
research domains. We encourage users to employ our system as an exploratory and assistance tool
rather than for automated decision making, particularly for high-stakes academic decisions. Any
research assistance provided should be subject to appropriate human oversight and verification to
maintain research integrity.

Reproducibility Statement

To ensure reproducibility of our results, we have made extensive efforts to document our methodol-
ogy and provide necessary resources. Complete implementation details for our graph construction
process, including multi-source data integration from ArXiv and OpenReview, are provided in[A.2.T]
and [A.2.2] The two-step task formulation scheme is fully specified in Section 4 with concrete ex-
amples. All experimental configurations, hyperparameters, and model architectures used across the
six representative tasks are detailed in [5.1) and [A.35] We provide comprehensive ablation studies
and statistical significance testing procedures in[5.2] Code for data processing, graph construction,
model implementation, and evaluation will be made available upon publication. The constructed
heterogeneous graph dataset, along with task-specific splits and evaluation protocols, will also be
released to facilitate future research.
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A APPENDIX

A.1 DATA DESCRIPTION IN RESEARCHARCADE

The detailed dataset description is shown in Figure 3]
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Figure 3: A comprehensive overview of RESEARCHARCADE. RESEARCHARCADE uses a multi-
table format with graph structures to collect data from different sources with multiple modalities.
Tables are classified into node tables (colored) or edge tables (black and white). The blue (denoting
the OpenReview part) or red (denoting the ArXiv part) columns represent the unique identification
of each node or edge, and the remaining columns represent the features of the nodes or edges. The

conversion from the multiple tables to heterogeneous graphs is straightforward.

The statistical overview of data collected from ArXiv is illustrated in Table

The statistical overview of data collected from OpenReview is illustrated in Table [6]

The statistical overview of or_ArXiv table is shown in Table[7]
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Category | #papers #sections #paragraphs #figures #tables #authors
cs.Al 12018 110015 1425235 158906 69330 4814
cs.LG 16758 158907 2080025 270816 92389 4870
cs.CV 10236 81292 863198 145521 61551 4084
cs.RO 2632 19490 232443 35774 9996 1098
cs.CR 2056 18317 289377 24485 10900 689
cs.DB 353 2732 82988 4494 1445 184
cs.DC 934 7372 129567 12317 3097 427
cs.PF 158 1202 19460 2538 637 63
cs.MA 596 5139 81831 8113 2249 258
cs.0S 53 428 6085 1070 155 18

cs.other 19082 185809 2895718 226501 103044 6999

Non-CS 336 3604 49268 4681 887 0
Total 45794 405094 5210207 664034 261749 20505

Table 5: Statistic overview of the data collected from ArXiv. Note that overlaps exist among
papers within computer science categories, since individual papers may be assigned multiple cate-
gorical classifications. The cs.other designation includes papers within computer science domains
containing additional cs.xx subcategories beyond those enumerated above. Non-CS papers represent
publications exclusively associated with non-computer science disciplinary categories.

Year | #papers #authors #reviews #paragraphs #revisions #papers_authors #papers_reviews #papers_revisions #reviews_revisions
2025 8701 27742 190934 1526799 13989 42541 190934 13989 97051
2024 5750 18077 99525 389973 1251 25297 99520 1251 11971
2023 3793 11819 55301 893211 9445 15742 55301 9445 39871
2022 2617 8155 39750 614294 6508 10505 39750 6508 28321
2021 2594 7661 32113 566963 6593 9782 32113 6593 22786
2020 2213 6963 21132 556021 6878 9117 21132 6878 14773
2019 1419 4387 16620 306915 3671 5618 16620 3671 11503
2018 935 2820 9164 352761 4929 3512 9164 4929 8374
2017 490 606 6988 104648 1203 869 6988 1203 4206
2014 69 65 548 2803 / 84 548 / /
2013 67 56 373 2691 / 74 373 / /
Total | 28648 88351 472448 5317079 54467 123141 472443 54467 238856

Table 6: Statistic overview of the data collected from ICLR conferences, sourced from the
OpenReview. Note that no ICLR conference was held in 2015 and 2016. Additionally, revisions of
submissions from the ICLR 2013 and 2014 conferences are not accessible on the OpenReview.

A.2 DATA COLLECTION PROCEDURE

A.2.1 ARX1v

We developed a systematic pipeline to collect papers from ArXiv. The process begins by identifying
target papers through either specific ArXiv IDs or publication date ranges. Using the ArXiv API,
we download the LaTeX source code along with essential metadata including paper titles, authors,
publication dates, and version information.

From the LaTeX source code, we extract key document elements and organize them into a graph
structure. The initial graph contains nodes representing sections, figures, and tables, connected by
edges that capture relationships such as paper — figure, paper — table, and citation links. We also
integrate paper — category relationships established during the collection phase.

To enable fine-grained analysis, we further decompose each paper by extracting individual para-
graphs and adding them as paragraph nodes to our graph. This expansion creates additional rela-
tionship edges including paragraph — citations, paragraph — figures, and paragraph — tables,
allowing for detailed content analysis and cross-referencing.

Using the author metadata collected initially, we enhance our database by creating dedicated au-
thor profiles through the Semantic Scholar API. By querying papers using their ArXiv IDs, we
retrieve corresponding Semantic Scholar identifiers and homepage URLs when available. This pro-
cess enables us to construct comprehensive author tables and establish paper — author relationship
mappings.
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Year 2025 2024 2023 2022 2021 2020 2019 2018 2017 2014 2013
#openreview_arxiv | 3077 2033 1469 1050 1068 866 583 424 248 53 50

Table 7: Statistic overview of openreview_arxiv table. Note that no ICLR conference was held in
2015 and 2016. Additionally, revisions of submissions from the ICLR 2013 and 2014 conferences
are not accessible on the OpenReview.

While our initial graph construction captures citation information, many cited papers may not exist
in our database, and some citations lack ArXiv IDs. To address these gaps, we use the ArXiv API
to search for missing ArXiv identifiers of cited papers. Once identified, we download the LaTeX
source code for these additional papers and integrate them into our graph using the same systematic
approach, ensuring a more complete citation network.

A.2.2 OPENREVIEW

The detailed procedures used to collect and compile data from the OpenReview. An overview of the
resulting dataset’s content is provided in Figure|T]

Firstly, by providing a conference ID, we utilize the OpenReview API to retrieve the authors’ IDs,
titles, abstracts, decisions, PDF links, and unique submission IDs for each paper presented at the
conference. Note that we do not collect the withdrawn papers. This step mainly contributes to the
construction of the or_papers table and the or_papers_authors table.

Given the author IDs, the OpenReview API returns detailed author metadata, including full name,
email domain, institutional affiliation, homepage URL, and DBLP entry. Note that, for some authors,
the homepage and DBLP fields are missing from the metadata. These records constitute the authors
table.

The OpenReview API also provides access to official reviews and comments associated with each
paper submission. For each review, we retrieve its ID, the ID of the review it responds to, and its
timestamp. It is important to note that the official review, meta-review, and paper decision directly
reply to the submission ID. The collected data is then used to form the or_reviews table and the
or_papers_reviews table.

To construct the or_paragraphs table, we first download the PDF files and utilize pdfminer to
extract the text from papers. The extracted text is then organized into paragraphs based on the
distance between consecutive words. This table includes both the paragraphs of the papers and the
paragraphs of their corresponding revisions.

For the or_revisions table and the or_papers_revisions table, we begin by retrieving the revision
timestamps and PDF links for each submission via the OpenReview API. Since our focus is on the
content of the revisions, we also download the PDFs of both the original and revised papers (the
revised version is inferred based on the revision timestamp). The text is organized into paragraphs,
as in the construction of the paragraphs table, and difflib is then employed to identify the differences
between the original and revised texts. Finally, these differences are referred back to paragraphs.

Finally, to construct the or_revisions_reviews table, we assume that the current revision is created by
discussions between the reviewers and authors, occurring between the time of the previous revision
and that of the current revision. Thus, this table is constructed by leveraging the time information
from the or_revisions table and or_reviews table.

A.3 EVALUATION TASK DEFINITIONS

A.3.1 FIGURE/TABLE INSERTION

Step 1: The target entity ¢ is an arxiv_paragraph_figure or arxiv_paragraph_table edge, labeled
with the indices of its parent paragraphs y;.

Step 2: The academic graph G; is the full paper, containing arxiv_paper, arxiv_section,
arxiv_paragraph, arxiv_figure, and arxiv_table nodes. Sections and paragraphs are sequentially
linked and hierarchically connected with papers and figures/tables. arxiv_citation are included as
external nodes linked to citing paragraphs.
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A.3.2 PARAGRAPH GENERATION

Step 1: The target entity ¢ is an arxiv_paragraph node, with its textual content serving as the ground
truth label y;.

Step 2: The academic graph G; for this task includes the adjacent arxiv_paragraph nodes retrieved
from the k-hop neighborhood (with k as a parameter), sequentially connected according to their
order in the paper. Multi-modal nodes arxiv_figure and arxiv_table are also given, each linked to
their corresponding paragraphs. arxiv_citation is added as external nodes connected to the citing
paragraphs.

A.3.3 REVISION RETRIEVAL

Step 1: The target entity ¢ in this task is an openreview revision node, where the index list of the
modified paragraphs in its attributes is the label y; for this task.

Step 2: The academic graph G; constructed in this task consists of two parts: First, the para-
graphs from the original paper, with node type openreview_paragraph, are retrieved from the 2-
hop neighborhood, according to the openreview_paper_revision and the openreview_paragraph
table. These paragraphs are sequentially connected based on their order; Second, the reviews, with
node type openreview_review, are also retrieved from the 2-hop neighborhood, according to the
openreview_paper_revision and the openreview_papers_review table. They are connected based
on their review_openreview_id and replyto_openreview_id attributes.

A.3.4 REVISION GENERATION

Step 1: The target entity ¢ in this task is a paragraph that has been revised. A revised paragraph
is obtained based on the revision_openreview_id and the index list of the modified paragraphs for
each openreview_revision node. The textual content of the revised paragraph is the label y;.

Step 2: To construct the academic graph G, for this task, two types of nodes from ¢’s neigh-
borhood need to be retrieved: First, the corresponding paragraph from the original paper, with
node type openreview_paragraph, is retrieved from the 2-hop neighborhood based on the corre-
sponding openreview_revision node and the openreview_paragraph table; Second, the reviews,
with node type openreview_review, are also retrieved from the 2-hop neighborhood based on
the corresponding openreview _revision node, along with the openreview_paper_revision and the
openreview_papers_review tables. These reviews are connected via their review_openreview_id
and replyto_openreview_id attributes.

A.3.5 ACCEPTANCE PREDICTION

Step 1: Node or_paper is the target entity ¢ in this task, and the paper’s decision (Accept or Reject)
is the label y;.

Step 2: The academic graph G; is constructed using the data from ArXiv: First, relevant para-
graphs, with node type arxiv_paragraph, are retrieved from the 2-hop neighborhood, according
to the openreview_arxiv and the arxiv_paragraph tables, with sequential connections reflecting
their order. Second, the related figures, with node type arxiv_figure, are retrieved through the
arxiv_paragraph_figure table, with each figure connected to a specific paragraph. Finally, relevant
tables, with node type arxiv_table, are retrieved via the arxiv_paragraph_table table.

A.3.6 REBUTTAL GENERATION

Step 1: The author’s rebuttal response (can be inferred from the openreview_review node’s title),
with node type openreview _review, is the target entity ¢ in this task. The label y; is the textual
content of the response.

Step 2: The academic graph G; is constructed as follows: Initially, the related official review, with
node type openreview_review, is retrieved based on the replyto_openreview_id attribute of ¢. Then,
the corresponding paper graph is retrieved from ArXiv data using the same procedure as in Sec-
tion[4.2.5] which contains the relevant paragraphs with figures and tables.
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A.4 PROMPT USAGE
A.4.1 GENERATE MISSING PARAGRAPHS

The following prompt is used for the GWM-based models.

{ paper.graph } You are reconstructing one missing LaTeX paragraph in
a research paper.

Title: {title}

Abstract: {abstract}

Section: {section name}

Figure (optional): {figure labels and captions}
Table (optional): {table labels and captions}
Citation (optional): {citation bib}

Generate the missing paragraph between the next paragraphs and
previous paragraphs in the embedding space; feel free to use the
given figure, table and citation information.

Here, {title}, {abstract}, {title}, {section name}, {figure labels and captions},
{citation bib}, {title} are text-based tokens, where {paper_graph} is the embedding-based
tokens that are processed by multi-hop aggregation.

A.4.2 REVISION RETRIEVAL

The following prompt is used for the GWM-based models.

{review.-graph}. Analyze the rebuttal process between reviewer and
authors to identify information suggesting necessary modifications to
the paper.

Here, {review_graph} is an embedding-based token that is processed by multi-hop aggregation.

A.4.3 REVISION GENERATION

The following prompt is used to let LLM summarize the review.

REVIEW: {review}

INSTRUCTIONS:

- Summarize the following review into less than 150 words.

— Output only the summarization, enclosed between [START] and [END],
without any extra explanation or analysis.

OUTPUT: [START]your summarization here[END]

Here, {review} is the text-based content of a single review.

The following prompt is used to let LLM generate the revised paragraph based on the feedback from
reviewers.

REVIEWS: {review_graph}
ORIGINAL PARAGRAPH: original_paragraph

INSTRUCTIONS:

— Please revise the paragraph according to the provided reviews.
- Output only the revised paragraph, enclosed between [START] and
[END], without any extra explanation or analysis.

REVISED PARAGRAPH: [START]your revised paragraph here[END]
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Here, {review_graph} is the text-based token that sequentially connects the reviews. (e.g., Official
Review by Reviewer, ...; Response by Authors: ...)

A.4.4 ACCEPTANCE PREDICTION

The following prompt is used for the GWM-based models.

{paperpgraph}. Analyze whether this academic paper is suitable for
acceptance at the ICLR conference.

Here, {paper_graph} is an embedding-based token that is processed by multi-hop aggregation.

A.4.5 REBUTTAL GENERATION

The following prompt is used to enable the LLM to generate the author’s response based on the
provided official review.

REFERENCES: {paper_graph}
QUESTIONS: {official-review}

INSTRUCTIONS:

— You are the author responding to the reviewer’s comments.

— Generate the author’s response based on the provided references
from the paper (include paragraphs, figures and tables).

— Provide ONLY the final response enclosed between [START] and [END],
without any additional explanation or analysis.

REVISED PARAGRAPH: [START]author’s response here[END]

Here, {paper_graph} are text-based tokens that sequentially link paragraphs, while figures and
tables explicitly denote their connections to the paragraphs (e.g., Paragraph 1: {paragraph content},
Figure: {figure description}, Table: {table text}; Paragraph 2: ...).

A.5 DATA USAGE IN EXPERIMENTS
A.5.1 FIGURE/TABLE INSERTION

In this task, we use 2,000 ar_paper nodes containing 15,535 ar_figure and ar_table nodes. Each
paper also includes ar_section nodes and ar_citation edges. The ar_figure and ar_table nodes are
split into 12,428 for training and 3,107 for testing.

A.5.2 PARAGRAPH GENERATION

In this task, we use 1,600 ar_paragraph nodes together with their connected ar_figure, ar_table,
and ar_citation nodes and edges, with 1,280 allocated for training and 360 for testing.

A.5.3 REVISION RETRIEVAL

The set of target entities for this task comprises 5,000 or_revision nodes from ICLR 2025, split into
4,000 for training and 1,000 for testing.

A.5.4 REVISION GENERATION

Using 5,000 or_revision nodes from ICLR 2025—split 4,000/1,000 into train/test—yields 27,892
and 8,821 revised paragraphs, with node type or_paragraph for training and testing, respectively.

A.5.5 ACCEPTANCE PREDICTION

In this task, the test set comprises 300 or_paper nodes from ICLR 2025 that are linked to
an ar_paper via the or_ArXiv table. The training set contains 1,200 nodes—300 each from
ICLR 2021-2024—selected under the same linkage criterion.
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A.5.6 REBUTTAL GENERATION

Using 3,077 or_paper nodes that has connected with a ar_paper node based on or_ArXiv table from
ICLR 2025—split 2779/298 into train/test—yields 1,239 and 11,620 authors’ responses, with node
type or_review, for training and testing, respectively.

A.6 PROMISING NEW TASKS

In this part, we list out and describe what tasks can be performed on RESEARCHARCADE in each
research stage.

A.6.1 IDEA GENERATION

Brainstorming research ideas based on existing works is an essential skill for any researcher. En-
hancing model’s ability to support this task facilitates the idea brainstorming stage in the research
pipeline.

This generative task is defined as follows: given the input, an academic graph G; containing the
abstract of the papers that are being cited, generate the abstract of the citing paper y;. The label y;
is the real abstract of the paper.

A.6.2 EXPERIMENT PLANNING

Planning an experiment to verify the effectiveness of the work is a necessary part of doing research.

This generative task is defined as follows: given the input, an academic graph G; consisting of
paragraphs with figures and tables before the experiment section, generate the main experiment
table text y;. The real experiment table text is the label y;.

A.6.3 ABSTRACT WRITING

Writing a high-quality abstract is a challenging but meaningful task.

This generative task is defined as follows: given the input, an academic graph G; including all
paragraphs with figures and tables from the paper, generate its abstract ;. The label y; is the real
abstract.

A.6.4 REVIEW GENERATION

Automatic generation of reviews can serve as a paper copilot, aiding the improvement of the
manuscript. The task reflects the peer reviewing stage in the research pipeline.

This generative task is defined as follows: given the input, an academic graph G; containing para-
graphs of the paper, generate its official review y;. The real official review is the label y;.

A.7 EXPERIMENT RESULTS ANALYSIS

A.7.1 FIGURE/TABLE INSERTION

In this subsection, we present the evaluation results for figure and table insertion.

Baselines. We compare embedding-based models with GNN-based models using 1-, 3-, and 5-hop
neighborhood aggregation.

Experimental Results. Table 3| highlights two key findings: (1) adjacent neighborhoods provide
sufficient information, significantly improving prediction accuracy; and (2) incorporating larger
neighborhoods leads to performance fluctuations and even degradation. This may be attributed
to the relative sparsity of the paper graph and the incomplete collection of citation, figure, or table
information during the paper processing stage.

A.7.2 PARAGRAPH GENERATION

In this subsection, we present the evaluation results for generating missing paragraphs.
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Ablation Study We conducted two types of ablation studies for this task. The first evaluates multi-
hop paragraph generation by varying the amount of neighborhood information provided across dif-
ferent hops. The second tested multi-modal inputs using four conditions: both figures and tables,
figures only, tables only, and neither component.

Experiment Results Table [3| shows two key findings for neighborhood information: (1) models
achieve optimal performance when provided with the most comprehensive neighborhood data, and
(2) excluding neighborhood information significantly degrades performance.

For multi-modal information, the results demonstrate that (1) complete multi-modal data (both fig-
ures and tables) yields the best performance, and (2) partial multi-modal information performs no
better than providing no multi-modal data at all.

A.7.3 REVISION RETRIEVAL

Baselines. Embedding-based, GNN-based, and GWM-based models are selected as our baselines.
Specifically, we consider 1-hop and 3-hop aggregation for GNN-based and GWM-based models.

Experimental Results. From Table [3| we can observe that: (1) Models optimized with InfoNCE
(GNN-/GWM-based) outperform the untrained embedding baseline, confirming the effectiveness of
our training and the quality of RESEARCHARCADE. (2) Graph-aware models consistently exceed
non-graph baselines (EMB-based), indicating that relational structure provides a valuable signal for
the task. (3) Increasing the message-passing radius yields little to no additional gain; we attribute
this to the sparsity and near-sequential topology of review-centered graphs for most samples, which
limits the benefits of multi-hop aggregation and may introduce noise or over-smoothing.

A.7.4 REVISION GENERATION

Baselines. For the generative task, we use LLM-based models as baselines. Qwen3-8B is evaluated
in a zero-shot setting, while Qwen3-0.6B is evaluated under both zero-shot and supervised fine-
tuning (SFT) settings.

Experimental Results. The results are displayed in Table [3] with the following observations: (1)
A substantial performance gap exists between zero-shot Qwen3-0.6B and Qwen3-8B, which is rea-
sonable in view of their different sizes of parameters. (2) After supervised fine-tuning Qwen3-0.6B,
its performance was significantly enhanced, approaching the zero-shot performance of Qwen3-8B.
These highlight the effectiveness of RESEARCHARCADE in facilitating LLMs’ understanding of the
dynamic evolution within a paper.

A.7.5 ACCEPTANCE PREDICTION

Baselines. MLP-based, GNN-based, and GWM-based models are adopted as the baselines for this
binary classification task. Here, 1-hop and 3-hop aggregation are considered for GNN-based and
GWM-based models.

Experimental Results. As shown in Table [3] the results yield the following findings: (1) The
best baseline achieves only 0.550 accuracy, highlighting the challenge of predicting paper accep-
tance. (2) Graph-based models (GNN-based, GWM-based) outperform the non-graph-based model
(MLP-based), which suggests that containing graph-structured data improves models’ performance.
This also confirms the validity of the highly relational and heterogeneous feature of RESEARCHAR-
CADE. (3) The GNN-based model and GWM-based model with multi-hop aggregation achieve
performance gain, indicating that multi-hop message passing further enhances the utilization of the
graph-structured data.

A.7.6 REBUTTAL GENERATION

Baselines. In the generative setting, LLM-based models are adopted as our baselines. Specifically,
Qwen3-8B is assessed under a zero-shot manner, whereas Qwen3-0.6B is evaluated in both zero-
shot and supervised fine-tuning (SFT) manners.

Experimental Results. The results in Table [3| reveal the following insights: (1) There exists a
performance gap between Qwen3-0.6B and Qwen3-8B models in the zero-shot setting, which meets
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our expectations given their different parameter sizes. (2) After supervised fine-tuning, the Qwen3-
0.6B shows enhanced performance, underscoring the efficacy of RESEARCHARCADE.

A.8 LLM USAGE DISCLOSURE

We used large language models (LLMs) to assist with literature search and identification of related
work relevant to our research on graph-based academic data interfaces. Specifically, we employed
LLMs to help discover papers across different research areas that intersect with our work, including
graph neural networks, large language models, academic data mining, and research automation. All
identified papers were subsequently verified by the authors, and we take full responsibility for the
accuracy and appropriateness of all citations and related work discussions presented in this paper.

We also utilized LLMs to assist with paper writing, including improving grammar, enhancing clarity
of explanations, and refining the presentation of our methodology and results. The LLMs were used
as writing assistants to help articulate our ideas more clearly, but all technical content, experimental
design, analysis, and conclusions remain the original intellectual contribution of the authors. We
maintain full responsibility for all claims, representations, and technical content presented in this
work, and have thoroughly verified all LLM-assisted content for accuracy and appropriateness.
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