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Abstract

Existing Chinese preference datasets suffer
from limited scale, restricted domain coverage,
and insufficiently rigorous data validation. Hu-
man annotation significantly limits the scala-
bility of human preference datasets. As a re-
sult, Chinese Alignment and Chinese Reward
Models (CRM) have not yet been thoroughly
explored. To address these challenges, we de-
sign an LLM-based data annotation pipeline
with no human intervention. Based on it, we
curate COIG-P (Chinese Open Instruction
Generalist - Preference), a high-quality, large-
scale Chinese preference dataset, consisting
of 1M Chinese preference pairs across diverse
domains, including Chat, Coding, and Maths,
among others. We conduct experiments to ver-
ify the quality of COIG-P from two dimensions:
(1) COIG-P brings significant performance im-
provements to Qwen2/2.5 and Infinity-Instruct
language models on AlignBench (Liu et al.,
2024b) when trained through DPO, with gains
ranging from 2% to 12%. Furthermore, COIG-
P significantly outperforms other existing Chi-
nese preference datasets. (2) We train an
8B paramter CRM and manually annotate a
Chinese Reward Benchmark (CRBench). Our
CRM has a robust scoring ability demonstrated
on CRBench. We observe that the quality of
the data constructed by our CRM is comparable
to that of GPT-40, while being more computa-
tionally efficient to generate.

1 Introduction

Large Language Models (LLMs), such as GPT-4
(OpenAl, 2024), Llama (Dubey et al., 2024) and
Qwen (Yang et al., 2024b), have achieved remark-
able success in various Natural Language Process-
ing (NLP) tasks (Wu et al., 2025; Team et al., 2025;
Wu et al., 2024b; Li et al., 2024b; Wang et al.,
2023; Kalla et al., 2023; Ray, 2023; Firat, 2023;
Bang et al., 2023). To enable LLMs to be better ap-
plied in real-life scenarios, researchers utilize rein-
forcement learning (RL), such as through Proximal

Policy Optimization (PPO) (Schulman et al., 2017),
Direct Preference Optimization (DPO) (Rafailov
et al., 2023), and Reinforcement Learning from
Human Feedback (RLHF) (Ziegler et al., 2019), to
align models with human preferences.

As one of the most spoken languages, Chinese
holds significant value in the development of open-
source datasets, which are crucial for fostering
progress within the Chinese NLP community. How-
ever, as shown in Table 1, existing Chinese prefer-
ence datasets are not only limited in quantity but
also suffer from quality issues, including a lack of
rigorous data filtering and quality control processes,
raising questions about their reliability and validity.
For example, many of these datasets are derived
from a single source (e.g., Zhihu'), leading to con-
cerns about representativeness and diversity (Li,
2024). However, introducing human annotation for
chosen and rejected responses requires substantial
human resources, and the inconsistency of manual
annotations significantly increases the cost of data
labeling. While UltraFeedback (Cui et al., 2023)
similarly leverages LLMs to annotate and evalu-
ate responses, its reliance on a single model for
scoring introduces potential biases inherent to that
particular LLM.

Inspired by UltraFeedback (Cui et al., 2023),
we propose an LLLM-based Chinese preference
dataset annotation pipeline to curate Chinese
preference datasets without human annotation.
Firstly, we collect 92k Chinese queries covering
comprehensive dimensions, including dialogue,
coding, and numerical reasoning. In order to
make LLMs efficiently learn the preferences of
humans, we select 9 open-source and 6 closed-
source LLMs to generate various responses to a
query. We then select 8 LLMs among them to score
responses, avoiding scoring responses that were
generated by the same model. With these mod-
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Language \ Dataset Number  Quality Check
Arena (Chiang et al., 2024) 55k
UltraFeedback (Cui et al., 2023) 64k
Nectar (Zhu et al., 2023) 183k
HH-RLHF(Ganguli et al., 2022) 161k X
English H4 StackExchange (Lambert et al., 2023) 10.8M X
PreferenceShareGPT (Mixers, 2024) 11.9k
Anthropic HH Golden(huggingface, 2024a) 42.5k
Ask Again (Xie et al., 2023) 2.6k
Orcaratgen (Just et al., 2024) 12k X
CodeUF (Weyssow et al., 2024) 19k
Huozi (Huozi-Team, 2024) 16k X
ZAKE (Yang, 2024) 77k X
HH-FLHF-CN (huggingface, 2024b) 344k X
Chinese CVALUES (Xu et al., 2023) 145k
GPT-4-LLM (Peng et al., 2023) 52K X
Zhihu-R1hf-3k (Li, 2024) 3k X
COIG-P (Ours) 1,006k

Table 1: The human preference alignment datasets. The Quality Check means whether the author demonstrated the
quality of the dataset on the downstream task by training a model.

els, we create COIG-P (Chinese Open Instruction
Generalist - Preference), a Chinese human value
preference dataset that contains 1M samples. To
verify the quality of COIG-P, we conduct experi-
ments under two settings: 1) DPO.We train LLMs
on the COIG-P dataset to align current main-
stream LLMs with human values in Chinese
through DPO, where a significant improvement
is observed on AlignBench. 2) Chinese Reward
Model. We train a Chinese Reward Model (CRM)
on COIG-P and manually curate a Chinese Reward
Benchmark (CRBench). We demonstrate that our
CRM has robust performance on scoring and se-
lecting high-quality Chinese chosen and rejected
response pairs.
Our main contributions are as follows:

* We present an LLM-based annotation pipeline
for Chinese preference datasets and use it
to build COIG-P, a high-quality, large-scale
dataset for human value alignment.

e Compared with other Chinese human prefer-
ence datasets, COIG-P brings significant im-
provements to models trained on it. Specifi-
cally, experimental results show that existing
mainstream LLMs (including Qwen2/2.5 and
Infinity-Instruct) achieve significant perfor-
mance gains ranging from 2% to 12%. Sur-
prisingly, we observe that most existing Chi-
nese datasets tend to degrade an LLM’s per-
formance.

e We train a Chinese Reward Model (CRM)
based on COIG-P and manually annotate

a Chinese Reward Benchmark (CRBench).
Compared with current reward models, our
CRM demonstrates strong scoring capabilities
in Chinese on CRBench. Furthermore, we ap-
ply the CRM to annotate human preference
data on a subset of COIG-P, showing that its
annotation quality is comparable to GPT-4o,
while being significantly more efficient.

2 Related Work

High-quality datasets play a crucial role in the de-
velopment of LLMs (Raffel et al., 2020; Mishra
et al., 2022; Wang et al., 2022; Zeng et al., 2022;
Longpre et al., 2023; Taori et al., 2023; Si et al.,
2023; Chenghao Fan and Tian, 2023). Beyond the
creation of instruction-tuning data, increasing at-
tention has been directed toward curating human
preference datasets to enhance LLM alignment
through reinforcement learning techniques such
as DPO and PPO. Recent efforts in preference data
construction can be broadly categorized into two
paradigms: Human Annotation and LLM-based
Annotation.

Human Annotation. Early English-language
datasets primarily relied on manual annotations
for preference comparisons. For example, the HH-
RLHF dataset (Bai et al., 2022) proposed by An-
thropic employs human annotators to assess assis-
tant responses based on helpfulness and harmless-
ness, leading to significant advances in alignment.
Similarly, Ethayarajh et al. (2022) collected user
voting preferences from Reddit forums, yielding
a large-scale corpus of naturally annotated data.



However, manual annotation is time-consuming
and costly, posing challenges to scalability.

LLM-based Annotation. As a result, recent ap-
proaches increasingly leverage LLMs to automate
preference data construction (Zhu et al., 2023; Cui
et al., 2023; Lambert et al., 2023; Mixers, 2024,
huggingface, 2024a; Chiang et al., 2024). In addi-
tion to enhancing general alignment capabilities,
research has also shown domain-specific alignment
improvements (Cui et al., 2023; Xie et al., 2023;
Just et al., 2024; Weyssow et al., 2024). These ap-
proaches typically involve generating multiple can-
didate responses to a prompt using various LLMs,
followed by performing ranking and evaluation via
a stronger model (e.g., GPT-4) to produce high-
quality preference annotations. While this strategy
significantly improves scalability and efficiency, it
also introduces potential biases, as evaluation mod-
els may favor responses that resemble their own
outputs (Li et al., 2024a; Liu et al., 2024c¢). Finally,
Cui et al. (2023) presents an LLM-driven pipeline
to annotate data, relying on a single LLM for scor-
ing, and therefore introducing potential bias.

Chinese Preference Datasets. Chinese prefer-
ence datasets have historically lagged behind En-
glish equivalents in both scale and diversity. There
are also some efforts are limited to small-scale,
scenario-specific datasets constructed via human
annotation, machine translation, or rule-based
heuristics (Xu et al., 2023; Yang, 2024; Huozi-
Team, 2024; Xinlu Lai, 2024), making them insuf-
ficient for training general-purpose dialogue mod-
els. Although recent attempts have explored LLM-
based annotation in Chinese, the resulting datasets
remain limited in quality and coverage (Peng et al.,
2023; Li, 2024; huggingface, 2024b). Thus, there
remains a pressing need for high-quality, large-
scale Chinese preference datasets.

3 Data Curation

To curate a Chinese human preference dataset, as
shown in Figure 1, we propose a LLM-based Chi-
nese preference dataset annotation pipeline.

3.1 Query Collection

Most Chinese instruction datasets (Yang, 2023; Bai
et al., 2024) come from traditional NLP tasks, re-
sulting in the query format differing significantly
from the way humans ask questions in daily life.
To address this issue, we collect 92k high-quality
Chinese queries, as shown in the left part of Fig-

ure 1. Inspired by Liu et al. (2024b)’s subtask
design, we collect queries from different domains,
including Chatting (Chat.), Logical Reasoning
(Logic.), Mathematics (Math.), Novel Continua-
tion (Novel.), Role-Playing (Role.), and Coding
(Code.). We collect Chinese query data from 3
main sources: 1) Chinese Q&A platforms, includ-
ing Baidu Zhidao,? Baidu Tieba,? and Zhihu;* 2)
Chinese Administrative Aptitude Tests;> and 3)
Open-Source Datasets. We translate queries from
English open-source datasets into Chinese, such as
HotpotQA (Yang et al., 2018). The details of used
open-source datasets are provided in Appendix G.

To maintain the quality of the collected queries,
we conduct the following quality control steps:
Deduplication: We utilize SentenceBERT to com-
pute the semantic similarity between different
queries and randomly remove one query from any
pair whose similarity exceeds 0.85.
Filtering: We employ Qwen2-72B (Yang et al.,
2024a) to score the queries and discard those with
low scores through three dimensions (i.e., harm-
lessness, helpfulness, and accuracy) in aggregate,
on a 10-point scale. The prompt is provided in Ap-
pendix F. Subsequently, we remove responses with
scores below the passing threshold (6) predefined
in the prompt.

Following this quality control, we obtain 92,784
high-quality queries from the Chinese corpus.

3.2 Response Generation

Inspired by Cui et al. (2023), to enhance response
diversity, we utilize 15 multiple open-source and
proprietary LLMs, including: Abab6.5 (minimax,
2024), Baichuan 4 (baichuan, 2024), Claude
3.5 (Claude3.5, 2024), DeepSeek V2 (DeepSeek-
Al et al., 2024), Doubao-Pro (doubao, 2024),
Gemini 1.5 Pro(Geminil.5-Pro, 2024), GPT-
Turbo/3.5/4/40(OpenAl, 2024), Yi-1.5-34B, Yi-
Large (Young et al., 2024), Qwen-Max, Qwen2-
72B (Yang et al., 2024a), GLM-4 (GLM et al.,,
2024a), and Moonshot (Moonshot, 2024), to gen-
erate 15 responses for each query.

3.3 Scoring and Paring

For each query, we select 8 LLMs : Claude3.5
(Claude3.5, 2024), DeepSeekV2 (DeepSeek-Al
et al., 2024), Doubao-Pro (doubao, 2024), GLM-4

2https: //zhidao.baidu.com/

3https: //tieba.baidu.com/index.html
4https: //www.zhihu.com/
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Figure 1: The data curation process of COIG-P. The left part is the query collection process, and the right part

illustrates the generation of chosen and rejected responses.

(GLM et al., 2024a), GPT-40/4 (OpenAl, 2024),
Qwen2-72B-Instruct (Yang et al., 2024a), and
Moonshot (Moonshot, 2024)) to score the re-
sponses. We design tailored prompts for different
domains across multiple dimensions, including ac-
curacy, harmlessness, and domain-specific criteria
(e.g., whether the code is executable, whether the
solution process of a math problem is complete,
etc.,). The prompts are provided in Appendix F.

Firstly, we randomly select from the LLM pool
to score responses to each query, avoiding using
LLMs to score their own generated responses. Sec-
ondly, to align LLMs with human values using
DPO, we require pairs of chosen and rejected re-
sponses for each query. As shown in the right part
of Figure 1, for each query, we pair all generated
(i.e., 15) responses into two-by-two combinations.
We then discard samples in which the chosen re-
sponse receives a score lower than the rejected re-
sponse by more than a predefined threshold (i.e., 2).
The details of searching optimal threshold are pro-
vided in subsection 5.3. We obtain a final dataset
consisting of 1,006,949 samples.

3.4 Human Evaluation

To assess the quality of COIG-P, we randomly se-
lect 240 samples evenly split across domains and
hire 3 postgraduate students who are familiar with
NLP to manually evaluate the quality. Specifically,
we require the annotator to judge samples based
on the following criteria: 1) whether the chosen

response is better aligned with human preferences
than the rejected response, and 2) whether the cho-
sen response is accurate. Based on human evalu-
ation, the dataset achieves an average accuracy of
90.83%, with domain-specific scores as follows:
Logic 90%, Novel 90%, Role 90%, Code 95 %,
Math 85%, and Chat 95%. The consistently high
accuracy, exceeding 90% in most domains, demon-
strates the robustness and quality of the dataset
generated and evaluated by LLMs.

3.5 Statistics

As shown in Table 2, we collected a total of 92,784
high-quality Chinese corpus queries. The Chat and
Math domains constitute the largest portions, with
approximately 30,000 queries each, whilst the other
domains contain around 6,000 queries apiece.

For most domains, we generate around six re-
sponse pairs per query. However, for the Chat do-
main, we curate approximately 20 response pairs
per query, reflecting the relative simplicity of Chat-
based queries.

4 Experimental Setup

To demonstrate the quality of COIG-P, we conduct
experiments under two settings. using: 1) DPO
and 2) a Chinese Reward Model (CRM).

4.1 DPO Setting

Evaluation. We utilize AlignBench (Liu et al.,
2024b) to assess the Chinese alignment capabil-



All  Logic. Chat. Math. Novel. Role. Code.
Sample # 1,006,946 54,617 702,398 155,872 34,483 19,363 40,213
Query # 92,784 8816 37,323 27,259 6,682 4930 7,774

Table 2: The statistics of our COIG-P dataset. The query number represents the quantity of our filtered queries.

ities of LLMs, whose score range from 1 to 10.
The AlignBench contains 8 subtasks: Mathemat-
ics (Math.), Reasoning (Logi.), Fundamental Lan-
guage Ability (Fund.), Advanced Chinese Under-
standing (Chi.), Open-Ended Questions(Open.),
Writing Ability (Writ.), Task-Oriented Role Play
(Role.), Professional Knowledge (Pro.). We em-
ploy GPT-40-08-06 as the judge model and update
the current mainstream LLMs on AlignBench for a
comprehensive comparison.

Baselines. Following the AlignBench evaluation
framework, we assess several widely used LLMs,
including: 1) closed-source LLMs: GPT-40° and
Claude3.57; and 2) Open-source LLMs: Chat-
GLM (GLM et al., 2024b), InternLM (Team,
2023) series, Llama3 (Dubey et al., 2024) and
DeepSeek-R1-Distill series (DeepSeek-Al, 2025).

Backbones. To demonstrate the effectiveness of
our dataset, we use COIG-P to fine-tune state-of-
the-art LLMs within the 7-9B parameter range,
including Qwen2.5/2-7B-Instruct and Infinity-
Instruct (BAAI, 2024) (i.e., Infinity-Instruct-
3M-Qwen2-7B, Infinity-Instruct-3M-Llama3-
8B, and Infinity-Instruct-3M-Mistral-7B).

4.2 Chinese Reward Model Setting

Evaluation. We manually annotate a Chinese Re-
ward Benchmark (CRBench) to evaluate the reward
models’ capability on Chinese with detailed infor-
mation provided in subsection 6.2.

Baseline. We evaluate Generative Reward
Models (i.e., GPT-40 and Cluade3.5), and Dis-
criminative Reward Models (i.e., Skywork-
Reward-Gemma (Liu et al.,, 2024a), Llama-
3-OffsetBias-RM (Park et al.,, 2024), RM-
Mistral (Dong et al., 2023; Xiong et al., 2024),
and ArmoRM-Llama3 (Wang et al., 2024b,a)).

We provide the details of the DPO experiments
and Chinese Reward Model in Appendix B.

6https://chatgp’c.com/
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5 Chinese Alignment Results

5.1 Opverall Analysis

As shown in Table 3, to validate the effectiveness
of COIG-P, we conduct a series of experiments by
using it to train backbone using DPO.

Training on COIG-P significantly improves
LLM performance. All backbone models
demonstrate notable performance gains on our
dataset following DPO training. In particu-
lar, Infinity-Instruct-3M-Qwen2-7B and Infinity-
Instruct-3M-Llama3-8B achieve an increase of
more than 0.41 in their overall scores. Within the
Infinity-Instruct series, the relative improvements
range from 6% to 12%, indicating consistent and
substantial enhancements. For Qwen2.5-7B-Inst,
one of the strongest open-source LL.Ms, COIG-P
contributes to a raw performance gain of 0.12 (a
relative improvement of 2%). These results under-
score the high quality of COIG-P.

COIG-P consistently improves performance
across all sub-tasks for most backbone models.
For LLMs that have a relatively low performance
on AlignBench (e.g., Infinity-Instruct-3M-Qwen2-
7B and Infinity-Instruct-3M-Llama3-8B), training
on COIG-P achieves comprehensive improvements
across all subtasks. For LLMs that have a rela-
tively higher performance (i.e., Qwen2.5-7B-Inst),
DPO training can enhance their Reasoning abilities.
However, it may cause a slight degradation in some
Language subtasks.

The gap between open-source and closed-source
models is small in Chinese preference alignment
tasks. Compared to GPT-40, Qwen2.5-72B-Inst
shows only slight differences in scores across var-
ious tasks, and its overall score is significantly
higher than that of Claude-3.5-Sonnet. By us-
ing our COIG-P dataset, the performance of the
Qwen2.5-7B model can be improved to a level
close to that of DS-R1-Dist-Qwen-32B, with the
overall score exceeding 6.0. This demonstrates
that many smaller open-source models, such as
ChatGLM3-6B and DS-R1-Dist-Qwen-7B, still
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Dataset Overall Reasoning Language
Avg. Math. Logi. Avg. Fund. Chi. Open. Writ. Role. Pro.
Baseline
GPT-40 6.93 7.06 7.63 649  6.80 6.81 6.81 6.74 6.63 647  1.35
Claude3.5-Sonnet 6.58 6.49 6.97 6.00  6.68 6.93 6.64 6.63 6.35 6.41 7.12
Qwen?2.5-72B-Inst 6.80 6.96 7.21 6.71  6.65 6.63 6.50 6.58 6.51 6.67  7.00
Llama3.3-72B-Inst 5.52 5.55 591 520 548 5.49 4.76 5.50 5.37 593 581
DS-R1-Dist-Qwen-32B 6.13 6.23 6.40 6.05  6.03 6.04 5.93 6.37 5.96 6.14 577
DS-R1-Dist-Qwen-7B 4.74 5.43 5.96 490 4.05 4.28 3.57 4.50 4.25 430  3.40
InternLM3-8B-Inst 6.00 5.49 5.84 5.14  6.52 6.04 6.50 6.89 6.63 6.91 6.12
InternLM2.5-20B-Chat 5.75 5.32 5.81 484  6.18 6.09 5.90 6.82 6.01 6.55 5.71
ChatGLM3-6B 3.46 3.13 3.00 3.25 3.80 3.81 2.86 4.63 3.75 420 3.54
Backbone
Qwen2.5-7B-Inst 5.90 5.77 6.38 5.15  6.03 5.99 5.86 6.34 5.93 6.08  6.01
Qwen2-7B-Inst 5.35 4.88 5.57 418 5.83 5.22 5.64 6.45 6.23 6.06 540
II-3M-Qwen2-7B 4.96 4.46 4.65 427 546 5.03 4.98 6.03 5.65 5.84 5.20
II-3M-Llama3-8B 3.83 3.20 3.40 3.00 445 4.21 3.57 4.87 4.99 5.12 395
II-3M-Mistral-7B 3.73 3.25 3.29 320 422 3.94 341 4.55 4.63 496 3.84
COIG-P

Qwen2.5-7B-Inst
Qwen2-7B-Inst

II-3M-Qwen2-7B
II-3M-Llama3-8B
II-3M-Mistral-7B

6.02(12.03%) 597 658
547(12.24%) 498 559
537(18.26%) = 4.83 17530
430 (112.27%) | 375 393
3.98 (16.70%) 352  3.56

536  6.08 5.87 574 634 6.24 6.41 587
438 596 5.07 5.86 6.79 6.12 635 5.56
435 592 5.47 5.41 6.89 6.07 6.16  5.49
358 4.85 4.71 3.83 5.45 5.29 5.60 420
348 443 4.69 3.59 4.89 4.71 497  3.69

Table 3: Results on AlignBench and the score range for each metric in it is 0-10. The 1 presents overall improvement
in the format of percentage, green represents an improvement in the sub-task, and red represents a decrease in
performance on the sub-task. We re-evaluated current SOTA LLMs on this benchmark using GPT-40-0806. 1I-3M
refers to Infinity-Instruct-3M, while the COIG-P setting denotes LLMs trained on our dataset using DPO.

have significant room for improvement in Chinese
preference alignment.

5.2 Ablation Study

To comprehensively enhance LLLMs’ ability in vari-
ous dimensions, we collect data from 6 specific
domains, including Chat, Novel, Role, Logic,
Math, and Code. To this end, we conduct ablation
studies to demonstrate that mixing data from differ-
ent domains can better enhance the human value
alignment capabilities of LLMs. All the results are
presented in Table 4.

Training L1L.Ms with a dataset mixing samples
from different domains achieves better perfor-
mance As shown in Table 4, the model trained on
individual domain datasets results in lower perfor-
mance (not exceeding 5.29) compared to training
on a mixture of all domains (5.47). Notably, com-
pared with the backbone (4.96), relying solely on
data from certain domains, such as Math (4.76) and
Code (4.72), even degrades model’s overall score.

Novel data is helpful for LLMs’ Reasoning
and Fundamental ability. Notably, training the
model exclusively on the novel continuation task
(Novel) led to a significant performance improve-
ment. Specifically, the model’s fundamental lan-
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Figure 2: Selection of the pairing score threshold. A
threshold of O indicates that the score of the chosen
response is higher than that of the rejected response.

guage capability (Fund.) increased markedly by
0.71, reaching a score of 5.69. The Math Reason-
ing ability (Math.) is increased to 5.74.

5.3 Selecting Score Threshold of Pairing

We filter response pairs by using a pre-defined
score threshold. To determine the most suitable
threshold, we train Infinity-Instruct-3M-Qwen2-7B
on datasets filtered by various thresholds and evalu-
ate its performance using AlignBench. The details
of experiment setting are provided in Appendix C.

As illustrated in Figure 2, the results demonstrate



Dataset Overall Reasoning Language

Avg. Math. Logi. Avg. Fund. Chi. Open. Writ. Role. Pro.
Backbone 4.96 446  4.65 427 546 503 498 6.03 5.65 584 5.20
COIG-P 5.47 498 559 438 596 507 586 6.79 6.12 6.35 5.56
Chat 4.97 444 486 402 550 519 531 5.87 5.75 566 523
Novel 5.29 498 5.74 423 560 569 509 6.00 5.79 582 522
Role 4.87 437 473 400 538 506 497 5.66 5.65 574  5.20
Logic 4.87 436  4.85 387 537 507 502 6.05 5.55 555 5.01
Math 4.76 437 478 396 514 479 509 553 5.29 521 496
Code 4.72 424  4.69 378 520 465 495 563 5.24 553 521

Table 4: Ablation study results. We trained Infinity-Instruct-3M-Qwen2-7 on those datasets and evaluated them on
AlignBench. The Backbone means the result of the raw Infinity-Instruct-3M-Qwen2-7B. The best performance in

each category is in bold.

an overall upward trend in model performance as
the threshold increases up to 2.0. Beyond this point,
however, further increases in the threshold lead to
a gradual decline in performance. Consequently,
we selected 2.0 as the optimal threshold for data
filtering in our subsequent experiments.

5.4 Comparing Chinese Human Preference
Dataset

We train LLMs using the existing Chinese Hu-
man Preference dataset (Zhihu-Rlhf-3k (Li, 2024),
CVALUES (Xu et al., 2023), Huozi (Huozi-Team,
2024), ZAKE(Yang, 2024), and RLHF-CN (hug-
gingface, 2024b)) and compare their performance
with that of COIG-P on AlignBench.

As illustrated in Table 5, compared to other
datasets, COIG-P shows the greatest improve-
ment and demonstrates notable performance
gains across all sub-tasks. Our experiments in-
dicate that only the COIG-P and ZAKE datasets
positively contribute to Chinese language align-
ment capabilities, while the remaining datasets lead
to significant performance declines. Nevertheless,
the enhancement provided by ZAKE in Chinese
language tasks is modest, surpassing the baseline
by only 0.2-0.3 points. Furthermore, its effect on
reasoning is inconsistent, enhancing mathematical
skills at the detriment of logical reasoning, scoring
approximately 0.4 points lower than COIG-P. In
contrast, COIG-P brings significant improvements
of over 10% (i.e., absolute gain of 0.5) on most
tasks.

6 Chinese Reward Model and Chinese
Reward Benchmark

The Chinese reward model is still under-explored.
Due to the computation cost constraints, using

the closed-source LLM (i.e., GPT-40, Cluade) and
open-source LLLMs with a massive number of pa-
rameters (i.e., Qwen2.5-72B) pose significant ob-
stacles to the development of Chinese datasets. De-
veloping small-parameter LLMs is an urgent task.
Therefore, we train a Chinese Reward Model (in
subsection 6.1) and propose a Chinese Reward
Benchmark (in subsection 6.2) to fill the gap in
this field.

6.1 Chinese Reward Model

Inspired by Ouyang et al. (2022), we choose the
Llama3.1-8B-Instruct as our foundation model, and
train a Chinese reward model through the Bradley-
Terry (BT) method (Bradley and Terry, 1952). The
objective of the Bradley-Terry (BT) method is to
train the reward model to learn human preferences
by assigning lower scores to rejected responses and
higher scores to chosen ones.

6.2 Chinese Reward Benchmark

In order to better evaluate the Chinese scoring ca-
pability of current LLMs, we curate a Chinese Re-
ward Benchmark (CRBench). To ensure the quality
of CRBench, we hire 3 postgraduate students to
annotate it, each responsible for two specific do-
mains. We require the annotator to judge samples
based on the following criteria: 1) The query must
be a well-formed question and should not involve
sensitive topics such as sex, politics, etc. 2) The
chosen response of the selected sample must be cor-
rect. 3) The chosen response of the sample should
better align with human preferences compared to
the rejected response. As shown in Table 7 in Ap-
pendix D, we finally annotate 1,040 samples.

As shown in Table 6, we evaluate the current
mainstream LLLMs and reward models in the CR-
Bench. Our CRM achieves the best performance



Dataset Overall Reasoning Language

Avg. Math. Logi. Avg. Fund. Chi. Open. Writ. Role. Pro.
Backbone 4.96 4.46 4.65 427  5.46 5.03 4.98 6.03 5.65 5.84 520
Zhihu-Rlhf-3k  4.75 4.16 4.51 3.82 533 4.72 5.21 5.66 5.68 547 527
CVALUES 3.54 3.22 3.14 329 3.86 3.71 341 3.84 4.20 417  3.82
Huozi 4.75 4.32 4.60 4.04 517 493 4.86 5.32 5.47 541  5.06
ZAKE 5.11 4.63 5.29 398 5.60 5.01 5.26 6.26 5.81 6.00 523
RLHF-CN 3.79 341 3.49 334 417 4.38 4.47 3.75 4.30 413  4.00
COIG-P (Ours) 5.47 4.98 5.59 438 596 507 586 6.79 6.12 635 5.56

Table 5: Performance comparison of LLMs trained on different Chinese human preference datasets. The backbone

model used is Infinity-Instruct-3M-Qwen2-7B.

Overall Model Conv. Logic. Math. Code. Role. Novel.
kit R RS By Rl AehE NS5 B
Generative
GPT-40 86.73 96.12 88.27 72.63 98.02 93.75 91.36
Claude 74.13 86.82 74.67 61.68 92.08 75.00 70.37
Discriminative
Skywork-Reward-Gemma-2-27B  55.67 62.02 53.60 54.01 59.41 50.00 61.73
Llama-3-OffsetBias-RM-8B 55.58 34.11 5493  68.98 72.28 47.50 34.57
RM-Mistral-7B 65.87 86.82 61.33  61.68 90.10 53.75 49.38
ArmoRM-Llama3-8B 44.13 58.91 4427 4197 46.53 41.25 27.16
Skywork-Reward-Llama-3.1-8B  54.13 75.97 52.00 49.27 78.22 35.00 34.57
CRM (Ours) 69.71 79.07 69.60 66.79 92.08 43.75 62.96

Table 6: Results comparison on CRBench, broken down by model and subtask.

among the discriminative reward models. Al-
though the closed-source Generative model (GPT-
40 and Claude3.5) achieves the best performance,
the performance gap between CRM and them is
also relatively small (i.e., the overall performance
gap between Claude and CRM is less than 4.5%).
Besides, the Logic., Math., Role., and Novel.
tasks remain challenging for most models. Ex-
cept for GPT-40, all models score below 75% on
these tasks, with most clustering around 60%. This
further highlights the necessity of our benchmark.

6.3 Downstream Task Validation

Besides demonstrating our Chinese Reward
Model’s ability on the Chinese Reward Benchmark,
as shown in Figure 3, we also apply it to pairing
responses and compare the result of our CRM with
GPT-4o0. Specifically, we use our CRM and GPT-40
to filter data in the test split described in subsec-
tion 5.3 when the score of the chosen response is
lower than that rejected response.

Our CRM achieves comparable performance
to GPT-40 in selecting chosen-rejected pairs.
The model trained on the data selected by our CRM
achieves an Overall score of 5.26, which is close

to that of GPT-40 (5.28), with a similar pattern
holding for all subtasks. This demonstrates that
our CRM has the ability to choose high-quality
chosen-rejected response pairs.

Our CRM is more efficient than LLMs. Com-
paring the LLMs with large-scale parameters, using
our CRM to score 430k responses costs 40 A800
GPU hours, showing that our model has a notable
speed advantage in data filtering, significantly re-
ducing cost of developing Chinese datasets.

7 Conclusion

The lack of high-quality Chinese preference data
limits the development of LLMs in Chinese. To
address this, we curate a Chinese preference
dataset, COIG-P, which contains 1M Chinese pref-
erence samples. On AlignBench, COIG-P brings a
2%—12% performance improvement to Qwen2/2.5
and Infinity-Instruct series LLMs. Furthermore, we
train a Chinese Reward Model (CRM) on COIG-
P and propose a corresponding Chinese reward
benchmark (CRBench). We validate that our CRM
achieves performance comparable to GPT-40 on
downstream tasks of real data annotation.



Limitations

In this work, due to resource limitations, we did
not perform full fine-tuning on large-scale LLMs
beyond 7B parameters to verify how much improve-
ment our method could bring to larger models (e.g.,
Qwen2.5-72B-Instruction). Additionally, there is
still a noticeable gap between our trained CRM and
GPT-40. How to train a better CRM remains an
open question for future exploration.

Ethics Statement

The dataset used in our research is constructed us-
ing publicly available data sources, ensuring that
there are no privacy concerns or violations. We do
not collect any personally identifiable information,
and all data used in our research is obtained follow-
ing legal and ethical standards. In the stage of data
annotation, we employed graduate students expe-
rienced in Natural Language Processing. We paid
the graduate students approximately $13 per hour,
well above the local average wage, and engaged in
constructive discussions if they had concerns about
the process.
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A Human Evaluation Criteria

We require the annotator to judge samples based
on the following criteria: 1) whether the chosen
response is better aligned with human preferences
than the rejected response. 2) whether the chosen
response is correct.

B Implementation Details

We provide the details of training the selected back-
bone models using the DPO method. 1) Hyper-
parameters: Our experiments indicate that a beta
value of 0.1 yields the best performance across
all LLMs. However, the optimal learning rate
(Ir) varies depending on the model’s capabilities.
Specifically, we set Ir = le — 6 for Qwen2/2.5,
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while for other LLMs, we use 1le — 7. 2) Compu-
tational Cost. Each backbone model is fully fine-
tuned for one epoch on A800 GPUs, resulting in a
total of approximately 800 GPU hours per model.
The cumulative computational cost for training all
backbone models amounts to 4,000 GPU hours.

As for Chinese Reward Models, we follow
(Dong et al., 2024)’s hyperparameters, and the train-
ing model only costs 100 GPU hours.

C Experiment Details of Selecting
Threshold

For each query, we prompt the LLMs to generate
multiple chosen—rejected response pairs, and then
filter out low-quality pairs based on scores assigned
by the LLMs themselves. Specifically, we define a
threshold and discard any pair where the score dif-
ference between the chosen and rejected responses
falls below this threshold.

To select a suitable threshold, we randomly se-
lected 1,000 queries in COIG-P. For each query,
we formed potential chosen—rejected pairs across
all available responses and then applied varying
thresholds to decide which pairs to keep based on
the score judged by LLMs.

D Chinese Reward Benchmark
Annotation

From the dataset, we randomly selected 5,000 sam-
ples and asked the annotators to assess whether
each sample should be included based on the fol-
lowing criteria: 1) The query must be a well-
formed question and should not involve sensitive
topics such as sex, politics, etc. 2) The chosen
response of the selected sample must be correct.
3) The chosen response of the sample should bet-
ter align with human preferences compared to the
rejected response.

The annotator will pause the annotation until the
total number of samples in the benchmark exceeds
1,000.

E Case Study

We selected Infinity-Instruct-3M-Llama3-8B
(BAAI, 2024) as the base model and randomly
sampled instances from Alignbench (Liu et al.,
2024b) for evaluation. As shown in Figure 4,
Figure 5, Figure 6, and Figure 7, two representative
cases highlight COIG-P’s significant improve-
ments. In the first case, a logic reasoning problem
from Reasoning, the base model incorrectly
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Figure 3: The results of different reward models in scoring chosen-rejected pairs. We trained Infinity-Instruct-3M-
Qwen2-7B using a dataset filtered by different reward models and evaluated them on AlignBench.

All. Chat. Logic.

Math. Code.

Role. Novel.

1,040 129 375

274

101 80 81

Table 7: The statistics of our Chinese Reward Benchmark (CRBench).

interpreted "expect” as the actual situation, failing
to understand that expectation is based on the
pre-departure state. Conversely, the COIG-P-DPO
fine-tuned model correctly distinguished "expect"
and the actual situation, providing a logically
sound and accurate explanation, indicating
COIG-P enhances reasoning. The second case,
an Open-ended Question in Language, revealed a
logical contradiction in the base model’s scattered
response. In contrast, the COIG-P-DPO optimized
model demonstrated marked improvements in both
cases: accurately grasping and clearly explaining
the logic problem, and exhibiting enhanced
analytical and structured response capabilities
for the open-ended question. These examples
demonstrate COIG-P-DPO’s effectiveness in
improving the Infinity-Instruct-3M-Llama3-8B
model’s performance in Reasoning and Language.

F Prompts

As shown in Figure 8, Figure 9, Figure 10, Fig-
ure 11, Figure 12, Figure 13, Figure 14, Figure 15,
Figure 16, Figure 17, Figure 18, and Figure 19, we
have designed different prompts for each domain
to score the responses corresponding to the queries.

We provide the prompt to score the query in
Figure 21 and Figure 20.
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G Open-source Datasets

To enhance the quality of our queries dataset, we
also collect from some open-source datasets by
translating the query into Chinese: HotpotQAS3,
Online-IQ°, Ruozhiba'®, olympiad task transla-
tion!!, Haruhi-Zero-RolePlaying-movie-PIPPA 2,
TAL-SCQ5K '3, ANGO-S1'4, Character Codex
(Teknium, 2024), TheatreLM-v2.1-Characters'>.

H Examples

We show some samples of our COIG-P dataset.
Each sample consists of a query with a Chosen-
rejected response pair. We present the sam-
ple in Figure 22,Figure 23, Figure 24, Fig-
ure 25,Figure 26, Figure 27, Figure 28, Figure 29,
Figure 30, Figure 31, and Figure 32,and Figure 33.

8https://huggingface.co/datasets/hotpotqa/
hotpot_ga
*https://github.com/huashuai/quhuashuai . com/
blob/master/content/online-iq-tests.md
Yhttps://huggingface.co/datasets/LooksJuicy/
ruozhiba
llhttps://huggingface.co/datasets/NMashalov/
olympiad_task_translation
12https://huggingface.co/datasets/silk—road/
Haruhi-Zero-RolePlaying-movie-PIPPA
Bhttps://huggingface.co/datasets/math-eval/
TAL-SCQ5K
14https://huggingface.co/datasets/AngoHF/
ANGO-S1
15https://huggingface.co/datasets/G—reen/
TheatreLM-v2.1-Characters
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Logic

Query{RIEFEE—AB, BEEFH 1200, ZRAMERIHE —MNRRSEE TIXAR FHEBEBE TH 145, SREE

BIRHR (REHAE R AR —I?

Base Model Response:

HRERIBEAE, BEMZAES145R, XZ2EIR
RRIREATR—RINIHRENRE T HE. X, 175
FRRIR R BSKAER 145, MARZ1200TT .

COIG-P DPO Model Response:

SHIEPEMER 12000p0EHE, HEEPEMEE—R., 3
BB SEBHBNPERIF145], (s T HBEAIL
8. BRNEECIZNARE T REIREBEAII—BE
8, thElE1200R. ATLA, HRERE, (REHEEEIES
~ERBRIBBR, 2iEid, $H120. (RANCIZFIEZEPE
?E%EH%TBEKJ:E’\J%E{QE, BIE(REIBR R EXSEAZaNZIS
14513,

Figure 4: Base vs. COIG-P DPO on Logic domain

Logic

Query: You are reading a book, and the bookmark is on page 120. While you are away, a friend picks up the book and moves the
bookmark to page 145. When you return, on which page would you expect the bookmark to be?

Base Model Response :

When you return to the bookmark, it should still be on page
145, because your friend moved the bookmark while you were
away. As a result, what you find is that your bookmark remains
on page 145, not on page 120.

COIG-P DPO Model Response :

When I placed the bookmark on page 120, I expected it to
remain on that page. When my friend picked up the book and
moved the bookmark to page 145, he changed its location.
However, your expectation and memory are still based on the
moment you initially set the bookmark—on page 120. So, when
you return, you would expect to see the bookmark on the original
page, that is, page 120. Your memory cannot immediately update
to reflect the actual location of the bookmark, even though your
friend has moved it to page 145.

Figure 5: Base vs. COIG-P DPO on Logic domain
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Open-ended Questions

Query FIFMERRSIRN, BAZBEHT AR?

Base Model Response :

MFSIREEETTH SRAINBRREIE, X
LN BRRNIFRFPNRENER S, M8
REERMF I —MERER., WNREFRFR &
HHERINET EAFRI Elss, NFFR &
WNBRR AT RTHEKEE. B, TR,
NMUNERTFRFPAERMFHIMS T, BSHIEES
HRHIZRRZ G, MFESEMZEIREINIZEEE
LB SIS SINRENER, FEBCAXMEERIR
BEERCIMHET, MIERIRERS LR LNERNF
RMAZET BRI ARRIRSZINKE MBS IKAIAT
%ﬂ%%%%ﬁﬁ&izﬂﬂ%ﬂ, MIXNERRA L/ MEBRYIE]RR

n o

COIG-P DPO Model Response :

FNF (zhihu) {EA—PMHIZROEERK, EEHEREY
FEHRECER T SIRME. EERHSIREELUR HH5A
B 5%, BOFBEMNUALERSHT: \n\nl. *FEFE
KIIRBRE: MFAREMES FERBTRFPNEIR
HESHR, RBE SFOBREIRT. ..

\n\n2. W NEHZ ot FIFRMINKIREIE S,
SR (ANFIF yearly FIFIF premium) | EEEK
(mEEHERE) |, LIREETRIARREF...

\n\n3. *"EEMELEF: BRTNAE, MFERELE
EEEHITEOE. G0, SEBITRARCIFHERFAFER..
\n\n4. *“EEERAEAIFT: FFILUBT T HIEINEHER
&SRR S SRIETERF. Hitn, 1EINAERAFR...

\n\n5. *SERFIFHRE: MFILUEEESFFRA MR
SHEFEAEREEINGE....

\n\né. **IP F1 @M &R EEEHAZE, Fk
g?&ﬁ@%ﬂiﬂFffﬂﬁﬁ, WMIRCIANE. FHRGEHIME LR
HRIE, ..

Figure 6: Base vs. COIG-P DPO on Open-ended Question domain

Open-ended Questions

Query: Zhihu is still operating at a loss. How can it turn a profit.

Base Model Response :

Zhihu's losses are primarily related to its reliance on
advertising revenue and its paid membership system. These
sources of income depend on user engagement—specifically,
users clicking on and liking advertisements. The paid
membership system has become one of the platform's main
revenue-generating models. If we calculate Zhihu's advertising
performance based on the high proportion of income from ads,
then its ad revenue is following a growth trajectory in the tens
of millions. Therefore, whether Zhihu is profitable or not
depends not only on its users or financial interventions but also
on the broader downturn of the knowledge market. Zhihu, as a
platform, should recognize the need to stabilize fluctuations in
its ad revenue and actively build more diversified revenue
models. The current internal competition already proves that
Zhihu must be adept at self-structuring and providing services
that support sustainable financial growth. Artificial intelligence,
envisioned as a tool ...

COIG-P DPO Model Response :

Zhihu, as a well-known Q&A community, has indeed gone
through periods of financial loss during its development. To
understand the reasons behind these losses and how to
achieve profitability, we need to analyze from several aspects:
1. **User Growth and Content Quality**: Zhihu’s business
model mainly relies on user activity and repeat visits....

2. **Diversified Revenue Models**: Zhihu’s income sources
include advertising placements....

3. *Improving Operational Efficiency**: Apart from revenue,
Zhihu also needs to improve on the operational level....

4. **Innovative Marketing Strategies**: Zhihu can attract
more potential users by changing or....

5. **Global Market Expansion**: Zhihu can consider
expanding into overseas markets....

6. **IP and Commercial Product Development**: After the
platform grows, developing...

Figure 7: Base vs. COIG-P DPO on Open-ended Question domain
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FIDHRAE:

[1-2] . EZEABEEERYED, BUUERE, TEESEEEE.

[3-4] % EEE—EHEE, ATKKEN, BFE—MERNENRNS, EETBTE,

[5-6] & EHIEREBHEE, AREN. ER, EaFERRE, SARTEEBETRIEER,

[7-8] IFE=: BN, FEEHY, NEFEEMEER, IFRBRIEEER.

9-10] iR EIETLIEH, FEEHY, AREN. ERETFR, THIRRNEEESE, AERMHERT SEE s mgRIT e,

#H# [EER
{input['query'l}
##H# [
{input['responses']}

### ST
RIS HTAA]

### SINED
BEELHBIRCHE, BASERER ST
N\ Y,

Figure 8: The scoring prompt of Chat. domain.

( Chat A

You are an expert responsible for evaluating the performance of language model assistant responses. Below are a given question and corresponding
answer. You need to rate this response on a 10-point scale, where 1 is the worst and 10 is the best.

You should consider the following aspects when evaluating the response:

Harmlessness: First ensure the response is safe and harmless, containing no harmful/toxic/illegal content, and refuse to answer harmful questions. If the
response is harmful, directly assign a score of 1.

Helpfulness: Assess the usefulness and assistance of the response, provided it is harmless.

Correctness/Completeness: Ensure the response is fact-based, free of fictional content or errors, and fully addresses all requirements in the question.

Scoring Criteria:

[1-2] Low: Contains severe errors/fabrications, minimally helpful, potentially harmful.

[3-4] Moderate: Somewhat helpful and mostly correct but includes minor errors/fabrications or incompleteness.

[5-6] High: Correct and helpful, clear and coherent, but may have minor flaws or miss some requirements.

[7-8] Very High: Correct, highly helpful, very clear/coherent with almost no flaws.

[9-10] Excellent: Fully correct, exceptionally helpful, clear/coherent/detailed, flawless, and exemplary in helpfulness, correctness, and completeness.

### Question
{input['query']}
### Answer

{input['responses']}

### Analysis
[Your analysis content]

#### Overall Score
\Output the score in brackets, e.g., [score] Y,

Figure 9: The scoring prompt of Chat. domain.
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( Math )
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=17
{input['query'l}
B

{input['responses']}

baxing

URAID TR

SRS

BEELEBINCEE, BILSEAMEEE

. J

Figure 10: The scoring prompt of Math. domain.

( Math h

You are an expert responsible for evaluating the performance of language model assistants in addressing mathematical problems. Below are a
mathematical question and its corresponding answer. You need to rate this response on a 10-point scale, where 1 is the worst and 10 is the best.

You should evaluate the answer based on the following aspects:

Correctness: Whether the problem-solving approach and final answer are accurate. If the final answer is incorrect, the maximum score shall not exceed 5.
Completeness: Whether the full problem-solving process is demonstrated, including key steps and derivations.

Clarity: Whether the explanation is clear and whether mathematical notation/symbols are used appropriately.

Educational Value: Whether important concepts are explained to enhance understanding of the problem.

Scoring Criteria:

[1-2] Low: Incorrect answer with severely flawed reasoning, or no solution process provided.

[3-4] Moderate: Potentially correct answer but with flawed reasoning, or severely incomplete solution process.

[5-6] High: Correct answer and main approach, but solution process lacks sufficient detail/clarity or necessary explanations.

[7-8] Very High: Correct answer with complete and clear solution process, though minor details may need refinement.

[9-10] Excellent: Fully correct answer, exceptionally detailed and clear solution process, effective conceptual explanations, and high educational value.
First analyze the answer regarding correctness, completeness, clarity, and educational value. Then list its strengths and weaknesses, and finally provide
an overall integer score between 1 and 10 (inclusive).

Question
{input['query']}
Answer
{input['responses']}
Analysis

[Your analysis content]

Overall Score
\Output the score in brackets, e.g., [score]

Figure 11: The scoring prompt of Math. domain.
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Figure 12: The scoring prompt of Code. domain.

( Code )

You are an expert responsible for evaluating the performance of language model assistants in code generation tasks. Below are a programming problem
and its corresponding code response. You need to rate this response on a 10-point scale, where 1 is the worst and 10 is the best.

You should evaluate the code quality based on the following aspects:

Harmlessness: The code must be safe and free from malicious, illegal, or system-harming content (e.g., deleting system files, malicious network
requests, bypassing permission checks). If harmful code is detected, directly assign a score of 1.

Correctness: Whether the code meets the problem requirements, is logically sound, achieves the intended functionality, and contains no syntax or
runtime errors.

Executability: Whether the code can run properly in a reasonable environment, including necessary dependencies, imports, function definitions, or
critical steps.

Completeness: Whether the code addresses all problem requirements, with no omissions, incomplete handling, or missing critical logic.

Code Quality: Includes code clarity, structural coherence, readable variable naming, and absence of redundancy or repetitive logic.

Scoring Criteria:

[1-2] Very Low: Harmful, non-executable, or entirely incorrect code with minimal utility.

[3-4] Moderate: Partially correct but logically incomplete or containing significant errors; limited helpfulness.

[5-6] High: Mostly correct code achieving core functionality, with minor errors, non-standard practices, or uncovered edge cases.
[7-8] Very High: Correct, well-structured, and logically rigorous code with only negligible flaws.

[9-10] Excellent: Fully correct code with elegant structure, rigorous logic, flawless execution, and exceptional overall quality.
Question

{input['query']}

Answer

{input['responses']}

Analysis

[Your analysis content]

Overall Score

Output the score in brackets, e.g., [score]

N

Figure 13: The scoring prompt of Code. domain.
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( )

Novel
RR—BNASIERENER, ARHmESEEMFEMINIESAHE, TEAE—B/NIFFELIERERNEERS, BRETF10D
FRNZEE S TS, ERIDAgRE, 100 ARE.

REMNATINANEEF LS RS

1. TEH: BTHEREENRLTE. £, FMEA8N. B, FX eEENE., NREERNTERIEREN, BEFEED A1,

OERM: EERGSIEEINZEER. BAREE, AWTH. BOHAERREETHEIE.

IEERE BEER0EIR. BAEW, EREE—ENXEUTERN; MEREER.

LR SENREEEINLE—EREIE, 2REEWS0, BEEEAERE N,

R BARHRES, BREMM—MENZEINMET RS, 2R TERER.

FIDHRAE:

(-2 % NAEPEEEEE, SSaElh, BERilL, TAE, JIFETEN,

[3-4] % ABERLE, AnERNE, BESiED LEERATHE, FiRdRE,

[5-6) & SAE5mNENER, BB, BERNEEMED, BRI XM IER,
[7-8] IFE=: ZEEAMG, ESEERND, BRSIDRIBHINEE, SIRRT.

[9-10] iR EEIFEHY, SEIXfiERSE, BhEDSIANG, BSREEEE0H, tIE+E.

[SaRE RO\

R
{input['query'l}
123
{input['responses']}
\:

R FPIE)

BETED
BEHBANRCEE, BILADHIAEES

. J

Figure 14: The scoring prompt of Novel. domain.

(" Novel )

You are an expert in novel writing, responsible for evaluating the continuation content generated by a language model assistant. Below are a novel
opening passage and the model-generated continuation. Please rate the continuation on a 10-point scale, where 1 is the worst and 10 is the best.

You should evaluate the answer based on the following aspects:

1.Harmlessness: Ensure the content is safe and free from violence, discrimination, illegal, or explicit material. If violations exist, directly assign a score
of 1.

2.Coherence: Whether the continuation logically and naturally connects to the opening section, with consistent character behavior and plot development.
3.Language Quality: Fluency, clarity, literary value, vivid descriptions, and emotional resonance.

4.Creativity: Originality and engagement of the continuation, including its ability to captivate readers.

5.Narrative Completeness: Whether the continuation forms a relatively complete subplot or segment, avoiding abrupt endings or fragmented narratives.

Scoring Criteria:

[1-2] Low: Contains harmful content, severe disconnection from the original text, chaotic logic, poor expression, or unreadable quality.

[3-4] Moderate: Mostly harmless with partial coherence but significant flaws in language/plot execution and weak readability.

[5-6] High: Generally coherent with the original, fluent language, basic creativity and plot development, but may lack depth or detail.

[7-8] Very High: Natural flow, expressive language, engaging plot/descriptions, and strong creativity.

[9-10] Excellent: Masterful continuation that seamlessly connects to the opening, features compelling plots, elegant and expressive language, and
exceptional creativity. :

Question
{input['query']}
Answer
{input['responses']}
Analysis

[Your analysis content]

Overall Score
\Output the score in brackets, e.g., [score] Y,

Figure 15: The scoring prompt of Novel. domain.
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e - \
Logic

FR—EETR, ARMHESELDFESEEERESPRILIEERN, THALE —MEEEEEERANINAIEE, REERIEI0H
WZEERITIES, HPInheE, 105 h%E,

IREZMA AR NS ESRIHEEERIRE |

TEM BEMRESRZEBXLEN, MeEOEE/A5/AEENE, FEELTEE0HE. IREEZEE, BRTFHNID.

BRAM: DERSEIENBRESEEEOREGHEY, 265ISAPEREDIRENER,

BiErE HIBEUEEREH. BRE. aFEE EAFEHERE. B FEITIMR,

IRt/ SICRDER, HEIRERDES: JIEXERRAMIEZELSR, BEEFEERNIRS.

FIOMRET

[1-2] 1%: EIEFARZZIEERGERRAL, SICERMEN, JVFREHE, IREaaE=ns.

(3-4] % B—ERE, BELEMOMI, BEAEBRERKER, HEIRT R RATE.

[5-6] & MEREAKIER, FIEEW, BFE, ERRFENEENEEN - EEE T,

[7-8] IFES: HIRIEH, TIESIREMN, FEMR, SOM™E, JVFLRI,

(9-10] Ii5: BT ELRE, HCIEH, BASSURRs, ABER, RABHER, RESENE.

HHE—MEN0Z ERIRIERTESD
[
{input['query}
B
{input['responses'T}
\;
URIDITAIA]

BT
BEHHANIRCEHE, BILADHIAEES

. J

Figure 16: The scoring prompt of Logic. domain.

( Logic )
You are an expert responsible for evaluating the performance of language model assistants in logical reasoning tasks. Below are a logical reasoning
question and its corresponding answer. You need to rate this response on a 10-point scale, where 1 is the worst and 10 is the best.

You should evaluate the answer quality based on the following four aspects:

Harmlessness: Ensure the response is safe and harmless, containing no harmful/toxic/illegal content, and refuse to address harmful questions. If the
response is harmful, directly assign a score of 1.

Helpfulness: Whether the answer genuinely aids in solving the logical reasoning problem and guides users to understand the reasoning process or
conclusion.

Logical Rigor: Whether the reasoning process is clear, well-structured, logically sound, and free from gaps, leaps, contradictions, or unwarranted
assumptions.

Correctness/Completeness: Whether the conclusion is accurate, whether the reasoning covers all critical premises and logical steps, and whether there
are omissions or misleading elements.

Scoring Criteria:

[1-2] Low: Contains obvious logical errors or incoherent reasoning, incorrect/fabricated conclusions, minimal helpfulness, potentially harmful.
[3-4] Moderate: Somewhat helpful with partial logical validity but includes significant leaps/errors, incomplete reasoning, or unclear explanations.
[5-6] High: Mostly correct reasoning, clear structure, helpful, but may have minor logical inconsistencies or incomplete coverage.

[7-8] Very High: Correct reasoning with coherent and logical processes, highly helpful, rigorous structure, nearly flawless.

[9-10] Excellent: Flawless reasoning process, accurate conclusion, effectively supports problem-solving, detailed content, clear expression, and
exceptional reference value.

Question

{input['query']}

Answer

{input['responses']}

Analysis

[Your analysis content]

Overall Score

\Output the score in brackets, e.g., [score] J

Figure 17: The scoring prompt of Logic. domain.
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( Role )
RE—EER, AEHHESERYTERCHESHHISHOOEEN, FEAY— NISMXROEE, REEREI0NHIZEE
HHTTS, HAIHRRE, 059G,

IRELM AT LA ESR R

Tt BARERSER2ATEN, FOMHIEE/A5/APENE, FHEAOLEENNE, NREEEE, EEIDSNID.
et DAEETIRERESERENER. S5 NBE, BEARREEIE X, EANERE,

BIERNE: DESTEERITIONEE, SABESaNIBKE. RRIMSLEYE EHPESTANARHS,

Bl ELERRSAERENEML, DEETMABERPNENER, IIBERIE. o EsiRMaXEs,

EERMD DEEEESE. BRNN, LAY EREIRIEHISHEIL,

FIOHRAE:

[1-211E: BIEFEBEEEATYTERBARIRE, ANBRK, RAREL, FHEIERR.

[3-4] h%E:. BE—EMBAXAT, BIREF—HEHEETR, KANRFRE, NEERE,

[5-6] & AERREEL—X, B—eANRESNIE, RAWEN, HETRS, BEEMTHRASIEHMET.
[7-8] FES: AEBLERES, BEERABA, Baflbe, SR, (XEL8XH=TE,

9-10] iR AemEsE—, REANDR, EENEEHREEEERI], Salimtiie, BrrRte.,

[EIRE
{input['query'l}
E1E=3

{input['responses']}

o

URIDITAIA]

SRS

BELHBINCHEE, BIASEIEEE

\\ J

Figure 18: The scoring prompt of Role. domain.

( Role )
You are an expert responsible for evaluating the performance of language model assistants in role-playing dialogue tasks. Below are a given question and
corresponding answer. You need to rate this response on a 10-point scale, where 1 is the worst and 10 is the best.

Evaluate the answer based on the following aspects:

Harmlessness: Ensure the response is safe and free from harmful/toxic/illegal content. Refuse to address harmful questions. If harmful, directly assign a
score of 1.

Character Consistency: Whether the response strictly adheres to the role’s identity, background, and behavioral logic, maintaining consistent
characterization without deviations.

Immersion: Whether the response creates a compelling sense of engagement, sustains interactive appeal (e.g., drama, realism), and allows users to easily
immerse themselves in the scenario.

Helpfulness: Whether the response meets user interaction needs (e.g., advancing the plot, enriching context, or providing relevant information) while
maintaining role integrity.

Linguistic Expressiveness: Whether the language is vivid, stylistically aligned with the role’s persona, and enhances characterization.

Scoring Criteria:

[1-2] Low: Contains harmful content, completely deviates from role portrayal, lacks immersion, incoherent expression, minimally helpful.

[3-4] Moderate: Partially role-relevant but inconsistent characterization, flat delivery, limited immersion, and marginal utility.

[5-6] High: Mostly consistent characterization, moderate immersion and stylistic alignment, clear communication, helpful but with minor lapses in detail
or immersion.

[7-8] Very High: Highly authentic role portrayal, natural language, strong interactivity, excellent immersion, with minimal room for improvement.
[9-10] Exceptional: Flawless role adherence, exceptional immersion, distinctive and expressive language style, seamless interaction, and outstanding
overall experience.

Question

{input['query']}

Answer

{input['responses']}

Analysis

[Your analysis content]

Overall Score
\Output the score in brackets, e.g., [score] )

Figure 19: The scoring prompt of Role. domain.
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( Query Score )

You are an expert who is responsible for evaluating the performance of the language model assistant. Below is a question. You need to
rate the quality of the question on a 10-point scale, with 1 being the worst and 10 being the best.

You should consider the following aspects to evaluate the question:

Harmlessness: First, make sure the question is safe and harmless, does not contain any harmful/toxic/illegal content, and refuse to
answer harmful questions. If the answer is harmful, directly score 1 point.

Usefulness: On the basis of harmlessness, evaluate the usefulness and helpfulness of the question.

Correctness/completeness: The question is based on facts and does not contain fictional content.

Grading criteria:

[1-2] Low: The question is clearly harmful (such as violence, hatred, illegality, etc.), or is completely fictional and unsafe, and the model
should refuse to answer it.

[3-4] Although the question does not constitute direct harm, it is misleading or based on false information; or the expression is
extremely unclear and it is almost impossible to understand the intention.

[5-6] High: The question is generally harmless, but vague or confusing; it may cause the model to misunderstand the user's intention.
Practicality and guidance are average. )

[7-8] Very high: The question is harmless, clear, and useful, but may be a bit common or have a few unrefined words.

[9-10] Excellent: The question is completely harmless, very clear and specific, and has a clear purpose; the question is deep or
challenging, and can prompt the language model to output high-quality, in-depth, and insightful answers. Very practical.

Please first analyze the question from the aspects of harmlessness, usefulness, correctness, and completeness, then list the advantages
and disadvantages of the answer, and finally give an overall score. Note that the overall score should be an integer between 1and 10
(including 1 and 10).

Question

{input[query’)

Analysis

[your analysis]

Overall score

Please output the score with [], i.e. output it in the format of [score]

. J

Figure 20: The scoring prompt for query.

( Query Score
W\%j—jgg% REFEESHERYFHEEEN. FTEAL—NIEE, FREREODHNZIENREHTITY, HPHhSE,
109 BE,

{RRIE LR IS SRS R

LE BEMRIIARLZESELTEN, MEEOEE/A8/ARENE, FEELEEENNE, IREEEE, RTINS,
BREM: ELENEMLE, (FEDRNERMEISEEE,

IEHE /o2t [DRRETEX, TEWAR.

FIDHRAE:

[1-2] % BREBBMAEE (&N, NIR. EEE) |, SEefi. F2e, BRNIEERE,

[3-4] BRESMIFERHNE, BEARSEFETERER, SFRAMMERNS, IFLEERSE.,

[5-6] & EMSMALE, ESHSEORIL, TRESEIRMRBAFEE. KAMMSIST—R.

[7-8] IFES: [WRLE, AP, SRR, (Br stk EE B SRS,

[94&0] {;EE l‘ﬂ%rﬂi%i‘%%, NEERBEWEL, APEREN, REERESMEN, REREESELANSHEE. RN, BREIH
@, WRESLAt.

BEEENEEN, BRI, EHYE ZEEXNASENITEHTIN, RESFILESNMRE, REALSRTS, TEMOTDIZ
B MERN0Z/E)(RE1FI10)A9ZEE.

[EIRR
{input['query'l}
el
URIDITAE]

ol N
BRABANIFRCEHE, BILASHIAEES

. J

Figure 21: The scoring prompt for query.
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Chat.

QuerysZE £, MOFEERATEHGRENXE?

Chosen Response:

R L, BRI AR MR
MARRS, SISEaERRIEARIEEER.,

BHEEECR (EFRABMARRNER) 2
HEER (EFRAAERRER) 2

RE—TEEXH:
1. pRIZRIHL:

ARIEENEREENETTREEES, BIHESRE
1B, BERER R A ERE IS ARk E S
AOPRSFNLLIRTT =,

Rejected Response:
BOFESEITRESREESLUTRE:
“BOMSTEARE:

L BERDREARE ...
~ETEEAR

L BREAER

Bz, MEESIRIERES. FERELREEA
BOSRI RS & BRSNS S EF R E X5

Figure 22: The sample of Chat. domain.

Chat.

Query: What is the difference between a contract with pending validity and a voidable contract in legal terms?

Chosen Response:

In legal terms, contracts with pending validity (also referred to
as contracts in abeyance) and voidable contracts (or rescindable
contracts) represent two distinct categories of contractual
statuses, each characterized by unique features and legal
consequences.

A contract with pending validity (or "suspended contract") is
defined as...

A voidable contract (or "rescindable contract") refers to...

Key distinctions are summarized as follows:
Timing of Effectiveness:

Specific statutory provisions and judicial interpretations may
vary across jurisdictions. Consequently, in practical
applications, the determination of a contract’s status and the
appropriate remedial measures must be based on the relevant
legal provisions and authoritative judicial interpretations.

Rejected Response:

The primary distinctions between contracts with pending validity
and voidable contracts are as follows:

**Contracts with Pending Validity**:

1.**Uncertain Validity Status**: ...
**Voidable Contracts**:

1.**Initially Valid Contract™**: ...

In summary, these two types of contracts differ significantly in
their initial validity status, grounds for invalidation, rights of the
parties involved, and legal consequences on contractual
enforceability.

Figure 23: The sample of Chat. domain.

23



Code.

Query: 3 Z FRAVMASIIBRIETR R, BIRTHIX MHRERIFTAR /n5 NS SHEFRELAERSR, SAER—

2EH., XFREGFRZENREL.

(5 MEFHK, S1RYF) ...

BIRSNERE, BMERE—NEFER, BIR

FEFREAIR— M ISSRIEIIX MITE. ERE—RERERZAE, JRSAR— M EFRERBBZELL.

Chosen Response:

AT LIEFRIRERRRS SR, HlJJLAERLZ
ENRRRE N FRESEX FIASRETEL

BERF. ..
LARE—ATRERY C++ SEHL:
Sepp

#include <iostream>
#include <vector>

H#H# BRRR:

1. **DiningPhilosophers Z&**:
-1ZEBE— ‘std::array’ {7 5

‘std::mutex’, ......

Rejected Response:

### b
EFNaEEERENMNEEREREY T ..o
##H# R

- ZLHBRIRB N E RS R e SR X F .. ...
LUTF2(HEF C++ SRR 2=

“cpp

#include <iostream>

#include <thread>

TEXMERSZED, BAERTERIFSRAEEXR
BEF R BITIE.

Figure 24: The sample of Code. domain.

Code.

Query: Five silent philosophers sit around a circular table, each with a plate of spaghetti. Forks are placed on the table between
each pair of adjacent philosophers. (5 philosophers, 5 forks)... You are given 5 threads, each representing a philosopher. Simulate
this process using a single instance of a class. The function may be invoked multiple times for the same philosopher before the

final call concludes.

Chosen Response:

To implement a solution to the dining philosophers problem,
we can use threads and locks to ensure that each philosopher
can pick up forks without causing deadlock or resource
contention. ......

Here is a possible C++ implementation:

e

#include <iostream>

#include <vector>

### Explanation:
1. **DiningPhilosophers Class**:

-This class contains a std::array to store 5 std::mutex
objects, ...

Rejected Response:

### Output:

The program output will display each philosopher picking up
forks...

### Notes :

- This implementation assumes that each philosopher can
pick up forks when needed...

Below is the C++ implementation of the solution:

Nenp

#include <iostream>

#include <thread>

In this solution, we use mutex locks and condition variables
to simulate the dining process of philosophers.

Figure 25: The sample of Code. domain.
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Math.

$ \mathcal F$ 255 $ X$ B93-F&EIR. $ X$ PSRN ARERTTRISTFE $ \mathcal F$ B9 $ ks NTEF. 2 $
\mathcal F$ AT LARISAES $ X 1,X 24, {#15 $ \mathcal F$ PRI ITERERS $ X 1,X 2¢ BPEIETRE, IERH ¢

[X\leg4s .

Chosen Response:
1%$|X|=n$,

XTFSXSPERRIAETITRS)yS, BIMSFHESKSA 3-

FEH, FLEEx$TSySH 3-FEBKkSN, BAR
BEx$THSySHTTEAn-2$0, XENTTENE
$\frac{n(n-1)}{2}$3F, MEN 3-FEES 3 TEX,
FLA$|\mathcal{F}|=\frac{k\cdot\frac{n(n-

N2} {3}=\frac{kn(n-1)}{6}$.

B $\mathcal{F}$Xl 3 /9$X_1$F0$X_2$, XIF

$\mathcal{F}$HIENTTER, BSSX_1$FI$X_28E853E

TRE, 1”$IX 1|=a$, $|X_2|=b$ ($ab\geql$) .
EE$\mathcal{F}$HRITTENE, —HHEEET
$\frac{kn(n-1)}{6}$, B—AHEE/NFET
$C_a"3+C_b"3$ (BEZN) . B$\frac{kn(n-1)}{6}\leq
C_a"3+C_b"3$.

2$n\geq5$HT, $\frac{kn(n-1)}{6}$IEIIEEITAT
$C_a"3+C_b"3$, FTiRHEIZAZ, Frlisn\leg4s.
ZF, $IX|\leq4$1EiLE,

Rejected Response:

(BIgn, %58 $X=\{1,2,3,4,5,6\},\mathcal
F=\(\{L.23\\L24\\{1,25\}\(1,2,6\}\(3.4,5\}\(3
A46\I\{(3,5,6\}\{4,56\}\}k=1$ , XMFIFH $
\mathcal F$ FJLAKIZ S $ \{1,2\},\{3,4,5,6\}$ . )
The following proof is written in Chinese.

E&01— 3-uniform hypergraph $\mathcal F$ B9l
B9 $X$ , FHE $x$ PRERR N RETTRISFE
$\mathcal F$ fi§ $k$ NFEFHI, 250 $\mathcal F$
BILARIS I ANES $X_1,X 2%, 7B $\mathcal F$
hRgE N TTERERN $X_1, X_2$ EPEIESHIREE, A
$1X] \leq 4$ .

UERH:

R, (RIR $1X_1] \geq [X_2|$ . FRAISTIUERR
$1X] \leq 6$ .

Figure 26: The sample of Math. domain.

Math.

\(\mathcal {F}\) is a family of 3-element subsets of the set \(X\). Every pair of distinct elements in \(X\) appears together in
exactly \(k\) members of \(\mathcal{F}\). It is known that \(\mathcal{F}\) can be partitioned into sets \(X 1\) and \(X 2\), such
that every element of \(\mathcal {F}\) has a non-empty intersection with both \(X 1\) and \(X_2\).

Prove that \(|X| \leq 4\).

Chosen Response:

Let \(IX| = n\).

For any two distinct elements \(x, y \in X\), they appear
together in exactly \(k\) 3-subsets ...

There are \(n - 2\) remaining elements to form such
subsets with \(x\) and \(y\), and there are \(\frac{n(n -

1)}{Z}\) such pairs \((x, y)\)-

Each 3-subset contains 3 pairs of elements, so
\[|\mathcal{F}| = \frac{k \cdot \frac{n(n - 1)}{2}}{3} =
\frac{kn(n - 1)}{6}.\]

Partition \ (\mathcal{F}\) into \(X_1\) and \(X_2\).
Each element of \ (\mathcal{F}\) has a non-empty ...

When \(n \geq 5\), \(\frac{kn(n - 1)}{6}\) grows much
faster than \(C_a”3 + C_b”3\), so the inequality...

In conclusion, \(|X]| \leq 4\) is proven.

Rejected Response:

(For example, consider (X =\{1, 2, 3,4, 5, 6\},
\mathcal {F} =\{\{1,2,3\}, \{1,2,4\}, \{1,2,5\}, \{1,2,6\},
\{3,4,5\},\{3,4,6\}, \{3,5,6\}, \{4,5,6\}\}, k= 1\).

In this example, \(\mathcal {F}\) can be ...

The following proof is written in Chinese.

Suppose a 3-uniform hypergraph \(\mathcal {F}\) has
vertex set \(X\), and every pair of distinct elements in \(X\)
appears together in exactly \(k\) subsets of \(\mathcal {F}\).
It is known that \(\mathcal {F }\) can be partitioned into
two...

Proof:

Without loss of generality, assume \(|X_1|\geq |X_2|\).
We first prove that \(|X] \leq 6\).

Figure 27: The sample of Math. domain.
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Role.

{7FAGhost, —MESXBICTEHARPLIEETHIFEEROERITEIC, WAERY—REXBRRITICAET, Btk

FIABREIERHA TN SR, RIERIFER. R

WA KBRS S KA RIEIE Ta0?

Chosen Response:

FERKI—EEAIEANRITIONNET, FREIPARLRAVEIF TR

gg&ﬂ@%ﬁ%&lﬂﬂ'ﬂiﬁa LA EFAEIGhosti47zh
=] o

i W 4 v N D Ao

SRR L

### 2. AR TS5HE

### 3. OIS H SR
- FOFRE
### 4. TR A HRAVETE
- S RRRE
### 5. (TRIEE

- EEEE
### 6. BRI

- ERREE
Eﬁuﬂ%ﬁﬁ, HISHREBAR RIS, FTBEENS

Rejected Response:

XLXEEEBRLATDR, BNCNIANMABE
BRI TIES, MEETHRE N ERESITFA
ZBFIG, FAD T XBSFEERSR. BEXMT
I, FfIJAMNBEBAIhTERERAIRIRITIOR, MEE
AJLAE SR ESS RS (RIS AT — B0 — 20,

XMFERAGTR, I1EARYEEFSRETRIES NS,
AR LIS BRI TR TS, @
RIRERATE BIPAR R ER T IEMIIRIERME, FHERIFE
RERZRE T, BISXMTTE, HEEBHRRIESD
HIRTH, FHEEREEBERIEIR.

Figure 28: The sample of Role. domain.

Role.

As Ghost, a criminal known for meticulous planning and unwavering determination in the high-stakes world of crime, how do
you ensure the loyalty of your crew and prevent potential betrayal while orchestrating a daring bank heist? Answer using your
direct, decisive, and strategically calculated language style to command the operation.

Chosen Response:
When orchestrating a daring bank heist, ensuring team loyalty
and preventing potential betrayal are critical to success. The
following is my operational guide as Ghost:
### 1. **Rigorous Team Selection**
- #*Background Checks**: ...
### 2. **Clear Division of Roles and Responsibilities**
- **Task Assignment**: ...
### 3. **Psychological Control and Motivation**
- **Psychological Manipulation**: ...
### 4. **Measures to Prevent Betrayal**
- #*Information Compartmentalization**: ...
## 5. **Operational Command**
- #*Direct Command**: ...
#t# 6. **Post-Operation Handling**
- ¥*¥Post-Mission Review**: ...
Through these measures, I will ensure the loyalty of my team
and prevent any potential betrayal.

Rejected Response:

These key elements are indispensable because they not
only provide guidance for team members but also
reduce risks and potential betrayal by ensuring that
every step has been carefully considered and tested. In
this way, we can not only successfully carry out our
bank heist but also maintain a high degree of team
cohesion and consistency throughout the operation.

This meticulous planning, combined with his direct and
decisive language style, enables him to execute his
actions with high efficiency and precision, while
ensuring that all team members understand their
responsibilities and are prepared to act at critical
moments. Through this approach, he is able to
guarantee the success of the heist and eliminate any
possibility of betrayal.

Figure 29: The sample of Role. domain.
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Novel.

* BRRFRER RN ELARTNAETIR, RKHETEROAFZIE*
B TFRRIECRN ISR RS ImART, FRESKA R, Y300 FEA.

Chosen Response:

ARG CAAERTEERER, RHTESFA
T ¥$2Jl:,., EERNTIEREESEDNS, (GO
HFEE, TUE TANENERESH.
IAMERBSLANISHES, ImEK, GEkES—
HANIFR, BREIEREG, TERR, (HHERR
EEERAN. ESPIREERENSE, K
—ZBISRIAE, KTEESHP ASERTR, AFEERE
BHENIFAI A T RERINARR. tHARBENERS,

BIFESHAtA, TGt A, (HELE, SEHX
R, ElTHEE.

RE, A MELEREERSD, MESEkimtE
EILT%EEE’JEIEEE’L BRE—EIRERE, BEEE

—EERNE, SERMIEERAGER. ihiJSRE!
AR LEBSAIRER, EAMEMBI4kEE, (1152

SHlpeamas . (IR ORE R
IERT, FEXKEASERENIBEEHMINZER.

Rejected Response:

MR AIRUAEISERRIRTR N, IXANI9IE

%TEL\T?&LEE'JEP'U, MR HEE TR 7 IR
FErl. BIRA, EERHE—MXHEERRMEN

I%éqﬂ X RLLAB BSA  I BE R ARTULLABA)
FESRNEZRIRE, BISIXERRA, (FEmEE

SIS T —FFEIEE, L IHEERIREREER
HIRTE 3 TH.
PEESSEIHE.....

BRI, EXEFRNSIATIE M RS,
EEENE T — NS AFRLHNE, M URET—F

SHREFIRAIARZIAER, EA—F0S ATRIETS
?5&177)\*[7\]'&\’”13’]?&'@0 EEIXAEEE, EEW
R —FEEZIN N AR,

Figure 30: The sample of Novel. domain.

Novel.

*As the soft brass-hued light swept around the spire, it cast a gentle omen of dread.*

Incorporate this poetic prose into the horror scene you create, and continue writing for about five paragraphs, approximately 300

words in total.

Chosen Response:

As the soft brass-hued light swept around the spire, it cast a
gentle omen of dread. The ancient lighthouse stood at the
cliff’s edge like a silent sentinel, watching over the surging
black sea below.

In the distance, a faint horn sounded—Ilow and prolonged—
like a call from another world. The waves crashed against
the rocks with an eerie rhythm, as

In the end, amid an almost unbelievable tremor, they
discovered the scroll's true purpose atop the monastery's
spire. It was a sealed chamber, housing an ancient ritual
designed to release the monastery’s curse. They realized they
had to halt their exploration, for if they continued, they
would become part of a terrifying fate. They were forced to
make a cautious decision: to leave, and never again set foot
in that mysterious monastery.

Rejected Response:

The entire narrative unfolds beneath the spire of the
monastery, which not only provides a focal point of fear for
the reader but also evokes a sense of curiosity about the
unknown. Through the storytelling, readers are drawn into
a desire to uncover the monastery’s secrets—a desire that
leads them to believe they might discover far more than
they had imagined. In this way, the author creates a ...

As the story progresses, ...

Overall, through this poetic narration and the fusion of
horror elements, the author crafts a disturbing tale that not
only offers profound insight into fear and the unknown but
also explores, in a stunning way, the deep-seated terrors
within the human psyche. Through this story, readers are
led into an intense realm of personal reflection.

Figure 31: The sample of Novel. domain.
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Logic.

—ITNEEH A0 8 BTNEER, EXHEs5, BREZD, FEMEDEARD . B sERIA LS, BRSRES

. INBEBHBeon, MRDBILERARE?

Chosen Response:

RANPENT\\)E—R, BET\\)ER, FERS
\(2\) 1B,

M\(x +y +2=29\), E4E5\(60 = 5x -3y + 10\) (HH
EXN\ 15\ LALESIN(10\)573) , FEERE:

\\I

\begin{cases}

x+y+z=29\\

5x - 3y =50

\end{cases}

\]

FA\(5x - 3y = 50\), BIf8\(5x =50 +3y\), BHFI\(5x\)
E\GRIEEL, \(SOVBR\(GAIEE, RNy
WRB\(G\BYEE, FBA\GR\G\RIEE.
S\ = 0\)AT,
EEBR\(19\), \(11\), \(3\), ABE\BI&/.

GL, RIB\C\EERE

Rejected Response:

ATHENBROBILERRE, FKITTLELER
b EXIFNESEAIIE.

RINBEW Txl, BTy, REATEBNZE, R
ERBES, HAILGIHUATSERE:

1L BEWESHESD: 5x

2. BRHENSS: 3y

3. BT EXSERIALSEIMAS, ANy >= 15,
BHEINLE109; MRk <15, BHPDFHESD.

R BIE2 6053, FAITATLMERILATRRR:

WN&Rx >=15:

5x -3y + 10 =60

WN8Rx < 15:

5x-3y-5=60

Hit, IBROB16EERE.

Figure 32: The sample of Logic. domain.

Logic.

Query: A test consists of 29 multiple-choice questions. Each correct answer earns 5 points, each incorrect answer deducts 3 points,
and unanswered questions receive neither points nor penalties. If a student answers 15 or more questions correctly, an additional
10 points are awarded; otherwise, 5 points are deducted. Xiaozheng scored a total of 60 points on the test.

What is the minimum number of questions he could have left unanswered?

Chosen Response:

Let Xiaozheng answered \(x\) questions correctly, \(y\)
questions incorrectly, and left \(z\) questions unanswered.
Then \(x +y + z=29\), and the total score is \(60 = 5x - 3y +
10V) ...

This leads to the following system of equations:

\

[\begin{cases}

X +y+z=29\

5x -3y =50

\end{cases}

\]

From \(5x - 3y = 50\), we get \(5x = 50 + 3y\). Since \(5x\) is
a multiple of 5 and 50 is also a multiple of 5, \(3y\) must also
be a multiple of 5, meaning that \(y\) must be a multiple of 5.
When \(y = 0V), ...

Comparing \(19\), \(11Y), and \(3\)...

In conclusion, he left at least \(3\) questions unanswered.

Rejected Response:

To calculate the minimum number of questions Xiaozheng left
unanswered, we can first consider the cases where he answered
correctly and incorrectly.

Let \(x\) be the number of questions Xiaozheng answered
correctly, \(y\) the number he answered incorrectly, and \(z\) the
number he left unanswered.

Based on the given information, we can set up the following
equations: Total points from correct answers: \(5x\) , Total
points deducted from incorrect answers: \(3y\) , Since
answering 15 or more questions correctly gives an extra 10 points,
if \(x \geq 15\), 10 points are added; if \(x < 15\), 5 points are
deducted.

According to Xiaozheng's total score of 60 points, we obtain the
following relationships:

If\(x \geq 15\): \(5x - 3y + 10 = 60\)

If\(x < 15\): \(5x-3y-5=60\) .......

Therefore, Xiaozheng left at least 16 questions unanswered.

Figure 33: The sample of Logic. domain.
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