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Abstract

Causal graph recovery is traditionally done001
using statistical estimation-based methods or002
based on individual’s knowledge about vari-003
ables of interests. They often suffer from data004
collection biases and limitations of individu-005
als’ knowledge. The advance of large language006
models (LLMs) provides opportunities to ad-007
dress these problems. We propose a novel008
method that leverages LLMs to deduce causal009
relationships in general causal graph recovery010
tasks. This method leverages knowledge com-011
pressed in LLMs and knowledge LLMs ex-012
tracted from scientific publication database as013
well as experiment data about factors of inter-014
est to achieve this goal. Our method gives a015
prompting strategy to extract associational rela-016
tionships among those factors and a mechanism017
to perform causality verification for these as-018
sociations. Comparing to other LLM-based019
methods that directly instruct LLMs to do the020
highly complex causal reasoning, our method021
shows clear advantage on causal graph quality022
on benchmark datasets. More importantly, as023
causality among some factors may change as024
new research results emerge, our method show025
sensitivity to new evidence in the literature and026
can provide useful information for updating027
causal graphs accordingly.028

1 Introduction029

Estimating causal effect between variables from ob-030

servational data is a fundamental problem to many031

domains including medical science (Höfler, 2005),032

social science (Angrist et al., 1996), and economics033

(Imbens and Rubin, 2015; Yao et al., 2021). It en-034

ables reliable decision-making from complex data035

with entangled associations.036

While it is usually expensive and infeasi-037

ble to investigate causal effects by the golden038

standard—randomized experiments—researchers039

employ causal inference (Pearl, 2010) to estimate040

causal effects from observational data. There are041

two main frameworks for causal inference: the po- 042

tential outcome framework (Rubin, 1974) and the 043

structural causal model (SCM) (Pearl, 1995). Priori 044

causal structures, usually represented as Directed 045

Graphical Causal Models (DGCMs) (Pearl, 2000; 046

Spirtes et al., 2001), are often used to represent 047

and analyze the causal relationships. These causal 048

graphs help disentangle the complex interdepen- 049

dencies and facilitate the analysis of causal effects. 050

Recovering causal graphs often relies on experts’ 051

knowledge or statistical estimation on experimental 052

data (Spirtes and Glymour, 1991). Causal Discov- 053

ery (CD) algorithms (Spirtes and Glymour, 1991) 054

are the main statistical estimation-based methods 055

that use conditional independence tests to assess 056

associational relationships (called associational rea- 057

soning) for inferring causal connections (Spirtes 058

et al., 2001; Chickering, 2002; Shimizu et al., 2006; 059

Sanchez-Romero et al., 2018). 060

Consequently, the reliability of these algorithms 061

is affected by the quality of data, which can be 062

compromised by issues such as measurement error 063

(Zhang et al., 2017), selection bias (Bareinboim 064

et al., 2014) and unmeasured confounders (Bhat- 065

tacharya et al., 2021) (See Example A.1 in Ap- 066

pendix A.1). Additionally, CD algorithms often 067

assume certain distribution, such as Gaussian about 068

data, which may fail to accurately reflect the com- 069

plexity of real-world scenarios. 070

To mitigate the limitations, Large Language 071

Models (LLMs) (Zhao et al., 2023) have recently 072

been employed for causal graph recovery (Zhou 073

et al., 2023). There are two main streams of these 074

work: 1) directly outputting causal graphs (Choi 075

et al., 2022; Long et al., 2022; Kıcıman et al., 2023); 076

2) assisting in refining causal graphs generated 077

by statistical estimation-based methods Vashishtha 078

et al. (2023); Ban et al. (2023). Most work have 079

a straightforward way of using LLMs. They di- 080

rectly query the causal relationship between each 081

pair of variables (Choi et al., 2022; Long et al., 082
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2022; Kıcıman et al., 2023) by prompting LLMs083

with the definition of causality, task details and084

description of the variables of interest. They re-085

quire LLMs to have extensive domain knowledge086

and capabilities to perform complex causal reason-087

ing. Whether LLMs have sufficient knowledge in088

specific domains or whether they have causal rea-089

soning capabilities are questionable(Kandpal et al.,090

2023; Zečević et al., 2023).091

An alternative approach is to exploit LLMs’ ca-092

pabilities on associational reasoning, e.g., querying093

the conditional independences (CIs) and recover094

causal graphs based on extracted associations using095

CD algorithms(Cohrs et al., 2023). However, it re-096

mains difficult for LLMs to understand the CIs be-097

tween variables, especially the independence con-098

ditioned on a large set of variables. (Jiralerspong099

et al., 2024) tries to inject statistical CI results into100

LLMs to improve direct causal relationship query101

results, but the efficacy varies among datasets.102

We propose the LLM Assisted Causal Recov-103

ery (LACR) method to address these challenges.104

LACR enhances the knowledge base of LLMs with105

Retrieval Augmented Generation (RAG) (Lewis106

et al., 2020; Borgeaud et al., 2022) for reliable as-107

sociational reasoning. We retrieve highly related108

knowledge base from a large scientific corpus that109

contains valuable insight hidden in datasets about110

associational/causal relationships among variables.111

We further enhance the accuracy of LCAR’s causal112

recovery results by aggregating the collective ex-113

tracted information from related literature accord-114

ing the Wisdom of the Crowd principle (Grofman115

et al., 1983). LACR also uses an associaitonal116

reasoning-based causal recovery prompt strategy117

which elaborately instructs the LLMs the mathe-118

matical intuitions behind conditional independence,119

and builds a surjection from conditional indepen-120

dences extracted by LLMs to causal relationships121

between variables. LACR is data-driven and dos122

not rely on task-specific knowledge for document123

retrieval or prompt design. It can serve as a causal124

graph recovery tool for generic tasks.125

Our methodology provides a structured and sys-126

tematic approach to inferring causal relationships,127

as it is grounded in a broader evidentiary base and128

subject to systematic validation. As LACR con-129

ducts associational reasoning on a reliable knowl-130

edge base, most of which provide evidences based131

on experimental data analysis, LACR largely over-132

comes the collection bias problem in statistical133

estimation-based CD algorithms. We discuss this134

in detail in Section 4 by pointing out the causal 135

conflict between the well-known causal discov- 136

ery results and recent research results extracted 137

by LACR. 138

Our Contributions: 139

•We introduce a novel RAG-based causal graph 140

recovery method that achieves better associational 141

reasoning. The method shows its potential in ac- 142

curate causal graph construction and overcoming 143

data collection bias issues in traditional methods. 144

• We design an associational reasoning-based 145

prompting strategy that reduce LLMs’ task com- 146

plexity to simple associational reasoning to im- 147

prove the reliability of LLMs’ results. The reliabil- 148

ity gain further improve the quality of recovered 149

causasl graphs. 150

•We conduct experiments in several well-known 151

real-world causal graphs and demonstrate the effi- 152

cacy of LACR. More importantly, based on the sci- 153

entific evidence returned by our method, we show 154

bias exists in the validation datasets widely used in 155

the CD community, and suggest ways to improve. 156

2 Background 157

In this section, we introduce the preliminaries of 158

the directed graphical causal models (DGCM) and 159

the causal graph recovery problem. 160

2.1 Directed Graphical Causal Models 161

A Directed Graphical Causal Model (DGCM) is 162

a tuple M = ⟨G,P ⟩. In the model, G = ⟨V,E⟩ 163

is a Directed Acyclic Graph (DAG), also known 164

as a causal graph, where the set of nodes V = 165

{v1, · · · , vn} represents random variables (with 166

|V | = n), and E ⊆ {(vi, vj) | vi, vj ∈ V, vi ̸= vj} 167

is a set of directed edges, also called causal edges, 168

that encode causal relationships. Let Ḡ = ⟨V, Ē⟩ 169

be the skeleton of DAG G, where each (vi, vj) ∈ Ē 170

is an undirected edge, and it indicates that one of 171

(vi, vj) and (vj , vi) is in E. Let a sequence of 172

distinct nodes ℓ = (vj1 , vj2 , · · · , vjm) denote a 173

path, such that for each i ∈ {1, 2, · · · ,m − 1}, 174

(vji , vji+1) ∈ Ē. A path is a causal path from 175

vj1 to vjm if for each i ∈ {1, 2, · · · ,m − 1}, 176

(vji , vji+1) ∈ E. The joint probability distribu- 177

tion of all variables is denoted by P . Note that we 178

do not consider any variable other than those in V , 179

that is, we assume there is no so-called latent or 180

exogenous variable. 181

Constraints of causal graphs. A causal graph 182

is subject to a series of constraints on variables’ 183
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associational relationships. Especially, the causal184

edges specify the causal relationships between vari-185

ables. Given (vi, vj) ∈ E, vi is a direct cause of vj .186

That is, when holding the other variables constant,187

varying the value of vi triggers a corresponding188

change in the value of vj , but not vice versa. This189

causal relationship thus entails the associational re-190

lationship between the variables, i.e., their marginal191

probability distributions P (vi) and P (vj) are as-192

sociated (or correlated), which does not have the193

direction attribute. Notice that two variables can194

be associated even though they do not have a direct195

causal relationship between each other. Typical196

examples are that two variables linked by a causal197

path, and two variables pointed to by two causal198

paths that have the same starting node (which is199

usually called a covariate). The precise constraints200

follow an assumption of the causal graph called the201

Causal Markov Assumption.202

Assumption 2.1 (Causal Markov Assumption). In203

any causal graph, each variable is independent of204

its non-descendants conditioned on its parents in205

the causal graph.206

Therefore, the structure of a causal graph implies207

graphical constraints called d-separation (Pearl,208

2000) that specify a conditional associational re-209

lationship between variables. In the rest of this210

paper, for any given variable pair vi, vj ∈ V , we211

constantly use V ′ to denote an arbitrary subset of212

V \ {vi, vj}, unless otherwise specified.213

Definition 2.2 (d-separation). A variable set V ′214

blocks a path ℓ if (i) ℓ contains at least one arrow-215

emitting variable belonging to V ′, or (ii) ℓ contains216

at least one collider (variable vi is a collider if217

(vji−1 , vji), (vji+1 , vji) ∈ E) that does not belong218

to V ′ and has no descendant belonging to V ′. If219

V ′ blocks all paths from vi to vj , V ′ is said to220

d-separate vi and vj .221

If V ′ d-separates vi and vj , then the joint proba-222

bility distribution P encodes that the two variables223

are independent conditioned on V ′.224

Assumption 2.1 is a necessary condition for225

the encoding of the associaitonal relationship con-226

straints in P . On the other hand, the following227

faithfulness assumption is a sufficient condition228

that P encodes such constraints.229

Assumption 2.3 (Causal Faithfulness Assumption).230

A joint distribution P does not encode additional231

conditional associational relationships other than232

those consistent with G’s d-separation information.233

We call such P is faithful to G.234

We now formally define the constraints that fol- 235

low distribution P faithful to causal graph G. Let 236

α(ij | V ′) ∈ {0, 1} be the conditional associa- 237

tional relationship between variables vi, vj ∈ V 238

conditioned on variable set V ′. α(ij | V ′) = 0 239

denotes that vi and vj are independent conditioned 240

on V ′ according to P , and α(ij | V ′) = 1 denotes 241

associated. We write α(ij) when V ′ = ∅. 242

Then, by Assumptions 2.1 and 2.3 and Defini- 243

tion 2.2, we have that for vi, vj ∈ V : 244

1. V ′ d-separates vi and vj =⇒ α(ij | V ′) = 0; 245

2. α(ij) = 1 and (vi, vj) /∈ Ē =⇒ ∃V ′ s.t. 246

α(ij | V ′) = 0; 247

3. (vi, vj) ∈ Ē =⇒ ∄V ′ s.t. α(ij | V ′) = 0. 248

3 Methodology 249

We now start to introduce our LLM-based method, 250

called large language model assisted causal re- 251

covery (LACR), that uses a prompt strategy elabo- 252

rately designed following the process of a statistical 253

estimation-based CD method, called the constraint- 254

based causal graph construction (CCGC). We first 255

show how CCGC works. 256

3.1 Constraint-based Causal Graph 257

Construction: From Data to Causation 258

Based on Assumptions 2.1 and 2.3, we are able 259

to partially construct the causal graph G from a 260

knowledge base KB that is faithful to G by a statisti- 261

cal estimation-based method. In a nutshell, KB can 262

be but not limited to data, the LLM’s background 263

knowledge, and external documents. For more de- 264

tails, see Section 3.2.1. We take data as the KB in 265

CCGC. A KB is called faithful to G if it estimates a 266

joint distribution that is faithful to G. 267

The process of CCGC can be divided into 268

two phases: the edge existence verification phase, 269

which first constructs the skeleton, and the orienta- 270

tion phase, which determines the direction of each 271

undirected edge. LACR only uses the CCGC-based 272

prompt strategy to conduct the edge existence veri- 273

fication, and therefore, we only introduce the first 274

phase of CCGC. 275

For each pair of variables vi, vj ∈ V , we verify 276

the existence of the undirected edge in between 277

(i.e., whether (vi, vj) ∈ Ē or not) by statistically 278

testing whether vi and vj can be d-separated by 279

any variable set V ′. Let α̂KB(ij | V ′) ∈ {0, 1} be 280

an estimator of α(ij | V ′), based on KB. Next, 281

based on a given KB that is faithful to G, we 282

define ζKB : V × V → {0, 1} as the causal 283
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edge existence mapping, such that ζKB(ij) = 0 if284

∃V ′ s.t. α̂KB(ij | V ′) = 0, otherwise ζKB(ij) = 1.285

ζKB(ij) = 0 implies that we estimate there is no286

edge between vi and vj , since the pair of variables287

can be d-separated by at least one variable set. See288

Appendix A.1 for an example of CCGC’s process.289

Compared with LACR, most existing LLM-290

based causal graph construction methods directly291

query LLMs the causal relationships. With the292

introduction of CCGC, we next illustrate the293

limited reliability of such methods.294

295

Limited Reliability of Direct Causal Prompt. We296

name the prompt used in such direct query of causal297

relationships as the direct causal prompt. Exam-298

ples include “Is A a cause of B?” and “Does the299

change of A cause the change of B”, which are300

wildly used in related work (Kıcıman et al., 2023;301

Choi et al., 2022; Long et al., 2022). Such prompt302

directly queries the causal edge existence (ζKB(·))303

and the causal direction.We argue that such direct304

prompting requires extensive causal reasoning ca-305

pability from LLMs. The following proposition306

(see proof in Appendix C.1) shows the high com-307

plexity hidden behind a direct causal prompt.308

Proposition 3.1. Assuming that estimating309

α̂KB(ij | V ′) for a given V ′ needs O(1) time,310

inferring ζKB(ij) requires O(2n−2), where311

n = |V |.312

Proof. The proof is illustrated in Section C.1.313

We now start formally introducing the large314

language model assisted causal recovery (LACR)315

method, which first extracts the conditional asso-316

ciational relationships between variables, and de-317

termines the causal relationships following the pro-318

cess of CCGC (see Section 3.1). We implement319

such a process by a series of separated queries us-320

ing the constraint-based causal prompt. The LACR321

consists of two steps: the edge existence verifica-322

tion (LACR 1) and orientation (LACR 2).323

3.2 LACR 1: Edge Existence Verification324

In this phase, we construct the skeleton of the325

causal graph, i.e., verifying the existence of each326

edge without clarifying its direction. We use LLMs327

to mine the statistical evidence to verify the con-328

ditional associational relationship between each329

pair of variables and determine the existence of a330

causal edge (recall Section 3.1), from the retrieved331

scientific documents (corresponding to document-332

based query), LLMs’ internal knowledge (corre-333

sponding to background-based query), and statisti- 334

cal estimation-based output. To achieve this target, 335

we design a prompt strategy that encodes the statis- 336

tical principles of CCGC. 337

3.2.1 Constraint-Based Causal (CC) Prompt 338

In LACR, KB can be the LLM’s background knowl- 339

edge, external documents, and datasets. For each 340

variable pair, namely vi and vj , we clarify their con- 341

ditional associational relationship by mining the 342

statistical evidence from KB. We conduct a chain 343

of 4 queries to determine the final opinion of each 344

piece of KB, namely, the background reminder, 345

the association verifier, the association type veri- 346

fier, and the association rechecker. However, if 347

any KB does not contain sufficient information to 348

determine the value of α̂KB(ij | V ′), we ask the 349

LLM to give an answer UNKNOWN. We classify 350

such knowledge bases as unusable, and they are 351

discarded during the decision-making phase. See 352

the original prompt in Appendix C.6. 353

Background reminder. This prompt component 354

helps the LLM to understand the full picture of 355

the task, and avoid misinterpretation of variables’ 356

meaning. We aim to provide minimum external 357

information about the task other than the names 358

of the variables to the LLM. Therefore, we only 359

give the full FACTOR list (i.e., the names of the 360

variables), and specify the DOMAINS from which 361

the variables are. For example, in the ASIA experi- 362

ment dataset (see Section 4), all variables are from 363

the domains of MEDICAL, BIOLOGY, AND SOCIAL 364

SCIENCE. Finally, we ask the LLM to specify the 365

meaning of each variable, as well as the interaction 366

among them. 367

Association verifier. The component utilizes KR 368

to verify the zero-order associational relationship 369

between vi and vj , i.e., α̂KB(ij). The LLM is 370

provided with an ASSOCIATION CONTEXT (an 371

instruction of how to determine whether vi and 372

vj is associated or not) and KB. Then, the LLM 373

determines the relationship as ASSOCIATED (if 374

α̂KB(ij) = 1), INDEPENDENT (if α̂KB(ij) = 0), 375

or UNKNOWN, based on the statistical evidence 376

extracted from KB. If the decision is an association, 377

the LACR goes to the next query. 378

379

Association type verifier. Upon determining AS- 380

SOCIATED between vi and vj , we further need to 381

determine whether this association is “indirect” or 382

“direct”, i.e., whether there exists V ′ that can d- 383
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separate vi and vj . Based on the given KB and384

reasoning, the LLM is asked to read an ACCUSA-385

TION TYPE CONTEXT (an instruction of how to386

judge whether the association is indirect or direct387

based on KB). Intuitively, the ACCUSATION TYPE388

CONTEXT illustrates that if the association between389

vi and vj is mediated by variables from V ′ , then,390

the association is indirect, otherwise it is direct.391

To align precisely with CCGC, the ACCUSATION392

TYPE CONTEXT further explains that “the associ-393

ation mediated by third variables” means that the394

association is eliminated if we control the third vari-395

ables constantly. The LACR goes to the final query396

if the decision is an INDIRECTLY ASSOCIATED.397

Association rechecker. Considering the potential398

that the LLM can return INDIRECTLY ASSOCIATED399

because it judges that the association between vi400

and vj is mediated by external variables that are401

not from V . Since we do not consider external402

variables, we ask the LLM to verify whether the403

set of mediating variables includes any from V \404

{vi, vj}. If yes, the association type should be405

corrected to DIRECTLY ASSOCIATED.406

3.2.2 The CC Prompt is Deterministic407

Using the above prompt strategy, we demonstrate408

that the LLM’s return can determine the existence409

of causal edges based on a given KB. We first410

specify that the LLM’s return based on the above411

prompt must be one from set {INDEPENDENT, DI-412

RECTLY ASSOCIATED, INDIRECTLY ASSOCIATED,413

UNKNOWN}. If the return is UNKNOWN, the KB is414

unusable. Then, for each usable KB, we have the415

following proposition (see proof in Appendix C.2).416

Proposition 3.2. For each variable pair vi and417

vj , the mapping from the conditional associational418

relationship space of vi and vj to the return set of419

each usable KB is a surjection, and the mapping420

from the return set of each usable KB to the range421

of ζij , i.e., {0, 1}, is also a surjection.422

Proof. The proof is illustrated in Section C.2.423

3.2.3 LACR 1424

With the above CC prompt, we are ready to425

introduce LACR 1 (Algorithm 1). We initial-426

ize the algorithm by setting the skeleton graph427

Ḡ as a complete undirected graph Ḡc, giving428

each variable pair vi, vj a pre-retrieved set of k429

relevant scientific documents as the document-430

based knowledge base DOC = {DOCij =431

{DOC1ij , · · · , DOCkij}}vi,vj∈V, s.t., vi ̸=vj . Then, for432

Algorithm 1 LACR 1
1: Input: Ḡ← Ḡc, DOC, D
2: for ∀vi, vj ∈ V , s.t., vi ̸= vj do
3: S = 0
4: for KB ∈ DOCij ∪ {BG} do
5: if ζ̂KB(ij) = 1 then
6: S+ = 1
7: else if ζ̂KB(ij) = 0 then
8: S+ = −1
9: if S ≤ 0 then

10: Ḡ← Ḡ\(vi, vj)
11: Return: Ḡ

each variable pair, we query the LLM by the 433

CC prompt to estimate ζ̂KB(ij) based on each of 434

the given documents provided in DOCij and the 435

LLM’s background knowledge BG. If the decision 436

of the LLM is INDIRECTLY ASSOCIATED or IN- 437

DEPENDENT, i.e., ζ̂KB(ij) = 0, by Proposition 3.2, 438

we add -1 point to the score S, if the decision is 439

DIRECTLY ASSOCIATED (i.e., ζ̂KB(ij) = 1), we 440

add 1 point to S, otherwise, we do not change S if 441

LLM answers UNKNOWN based on KB. After con- 442

sidering all of the LLM’s decisions for vi and vj , if 443

the final score S > 0, we keep the undirected edge 444

(vi, vj); otherwise, we remove it from Ḡ. Finally, 445

the algorithm returns the skeleton after querying 446

each variable pair based on all KBs. 447

Note that using the score S to aggregate each 448

KB’s “opinion” for each variable pair is equivalent 449

to making the collective decision of ζ̂(ij) by the 450

simple majority voting rule (Brandt et al., 2016). 451

We slightly bias the decision towards ζ̂KB(ij) = 0 452

by the setting of removing an edge if S ≤ 0, since 453

generally, the LLM’s decision biases towards DI- 454

RECTLY ASSOCIATED. We use this biased setting 455

because (1) almost KBs cannot load the evidence 456

showing α̂KB(ij | V ′) for all possible V ′, and (2) 457

if most retrieved documents are unusable (no re- 458

search report on vi and vj’s association), then, it is 459

more possible that vi and vj are not associated. By 460

the theory of the Wisdom of the Crowd, LACR’s 461

decision tends to be more accurate than querying 462

a single knowledge base, and it can be improved 463

by adding more relevant documents (see a detailed 464

description in Appendix B). 465

3.3 LACR 2: Orientation 466

Starting at the skeleton output by LACR 1, we con- 467

tinue to determine the direction of each edge in the 468

skeleton. In LACR 2, we simply utilize direct query 469

5



to LLM for the orientation task due to LLMs’ high470

performance on causal orientation tasks (Kıcıman471

et al., 2023). For each pair of adjacent variables in472

the skeleton, we use a two-step prompt strategy:473

Background reminder. Similar to LACR 1, we474

provide the main variables and the domain infor-475

mation of the task, and ask the LLM to clarify the476

variables’ meanings, as well as their interaction.477

Orienting. With the above clarification, we ask the478

LLM to thoroughly understand the given KB and a479

CAUSAL DIRECTION CONTEXT, that specifies that480

if variable A is the cause of variable B, then, the481

change of A’s value causes a change of B’s value,482

but not vice versa. Then, we ask the LLM to give483

its decision based on all of the above information.484

4 Experiments485

In this section, we first introduce the ground truth486

datasets and how we collect three research litera-487

ture pools. Then we introduce the settings of our488

solution and baselines. Finally, we evaluate the489

pruning and orienting results, respectively.490

4.1 Experiment Data491

Validation datasets. We validate our method on492

four datasets (namely, ASIA, SACHS, and CORO-493

NARY). All datasets have reported causal graphs494

(see Appendix C.4) based on real-world data. It495

is worth noting that, we only limit the selection of496

validation datasets to real-world datasets because497

LACR uses a realistic knowledge base.498

ASIA (lau, 1988). The ASIA dataset has 8 nodes499

(from domains of medical, biology, and social sci-500

ence) and 8 edges, revealing the potential reasons501

and symptoms of lung diseases.502

SACHS (Sachs et al., 2005). The SACHS dataset503

has 11 nodes (from the medical and biological do-504

mains) and 16 edges. It uncovers the interaction505

among proteins related to several human diseases.506

CORONARY (Reinis et al., 1981). The CORO-507

NARY dataset has 6 nodes (from the medical and508

biological domains) and 9 undirected edges, reveal-509

ing the causal relationship among several potential510

reasons of coronary heart disease. We only use it to511

validate LACR 1 because the edges are undirected.512

4.2 Experimental Settings513

We use GPT-4o in the following experiments.514

Research document pool construction. In our ex-515

periment, we automatically build the pre-retrieved516

document set for each variable pair (Initialization517

in Algorithm 1) in two steps:518

(1) Relevant paper search: We search 20 paper ti- 519

tles by querying “name[vi] and name[vj]” to the 520

Google Scholar engine using the SerpApi (Ser- 521

pApi), and rank the papers by Google Scholar’s 522

default relevance ranking. 523

(2) Paper download: Based on the aforementioned 524

ranked paper title list, we use the PubMed API1 525

to download the papers. For each paper title, we 526

prioritize downloading the full document from 527

the PubMed Central (PMC) database, and only 528

download the abstract document from the PubMed 529

database if the full version is not available in PMC. 530

for each variable pair, we download up to 10 docu- 531

ments from the top of the ranked title list (note that 532

some papers are unavailable in PubMed). 533

Statistical causal discovery method. In the vali- 534

dation of LACR 1, additional to LLM, we also test 535

the impact of injecting statistical estimation-based 536

results into the decision-making phase. That is, 537

adding point 1 (resp. −1) to score S if the statistical 538

estimation-based method determines ζ̂KB(ij) = 1 539

(resp. ζ̂KB(ij) = 0) in Algorithm 1, where KB is nu- 540

merical data. We use the Peter-Clark (PC)(Spirtes 541

et al., 2001) algorithm as the statistical estimation- 542

based method. We import the data from the bnlearn 543

package (Scutari et al., 2019). 544

Baseline methods. We survey recent LLM-based 545

causal graph construction methods, and for each 546

dataset, we select the baseline method with the best 547

performance. For each dataset, we present two 548

types of baseline LLMs: baseline LLM1, which 549

is a pure LLM-based method, and baseline LLM2, 550

which is a hybrid method combining a statistical 551

estimation-based and an LLM-based method. We 552

do not compare LACR to any baseline method on 553

the CORONARY dataset as the dataset’s absence 554

in such methods’ validation. 555

Validation metrics. We measure LACR 1 and 556

LACR 2 by different metrics. For LACR 1, we 557

show the the adjacency precision (AP), the adja- 558

cency recall (AR), the F1 score, and the Normal- 559

ized Hamming Distance (NHD), as follows. 560

First, we count three attributes of each graph: 561

true positive (TP): the number of edges that are suc- 562

cessfully recovered, false positive (FP): the number 563

of edges that are recovered but different from the 564

ground truth graph, and false negative (FN): the 565

number of edges that exist in the ground truth but 566

not recovered in our constructed graph. Then, we 567

compute AP: TP
TP+FP

, AR: TP
TP+FN

, F1: 2AP∗AR
AP+AR , and 568

1https://www.ncbi.nlm.nih.gov/home/develop/api/
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Dataset AP AR F1 SHD
A

SI
A

LACR 1 (BG) 1 1 1 0
LACR 1 (DOC) 0.571 1 0.727 0.122
LACR 1 (PC) 1 0.75 0.857 0.041
Baseline LLM1 1 0.88 0.93 0.016
Baseline LLM2 0.8 1 0.89 0.031

C
O

R
O LACR 1 (BG) 0.625 0.625 0.625 0.167

LACR 1 (DOC) 0.667 0.75 0.706 0.139
LACR 1 (PC) 0.778 0.875 0.824 0.083

SA
C

H
S

LACR 1 (BG) 0.8 0.5 0.615 0.083
LACR 1 (DOC) 0.467 0.875 0.609 0.149
LACR 1 (PC) 0.421 0.5 0.457 0.157
Baseline LLM1 N/A N/A 0.31 0.63
Baseline LLM2 0.59 N/A 0.56 0.12

Table 1: Performances of our solution LACR 1 with dif-
ferent KB. We test the performance across three datasets,
and compare to baseline methods: ASIA: LLM1: (Ji-
ralerspong et al., 2024), LLM2: (Jiralerspong et al.,
2024), SACHS: LLM1: (Zhou et al., 2024), LLM2:
(Takayama et al., 2024).

NHD: FP+FN
n2 , where n is the number of variables.569

Intuitively, NHD is the number different edges be-570

tween two graphs, normalized by n2.571

In the validation of LACR 2, we simply compute572

the True Edge Accuracy (TEA), i.e., the ratio of573

correctly oriented edges among all true positive574

edges in LACR 1’s output skeleton.575

4.3 Evaluation576

We now first present observations based on exper-577

imental results for three datasets, which contains578

Edge Existence Verification (Section 4.3.1) and Ori-579

entation (Section 4.3.2), followed by a comprehen-580

sive analysis of the overall results (Section 4.3.3).581
4.3.1 Observation on Edge Existence582

Verification583

We present the performance of LACR 1 on causa-584

tion existence verification with different knowledge585

bases KB in the section. The orienting performance586

will be shown in the next section. Table 1 lists the587

performance of all compared methods, where BG588

denotes only LLM’s background knowledge, DOC589

denotes both LLM’s background knowledge and590

the fixed number of documents, and PC denotes591

DOC plus the results output by the PC algorithm.592

We have the following observations:593

ASIA. We have three observations from the experi-594

mental results on the ASIA dataset. First, LACR 1595

achieves the best performance when relying solely596

on BG. It successfully recovers the full skeleton597

and outperforms the high performance of the pure598

LLM method in (Jiralerspong et al., 2024). Second,599

adding retrieved documents into KB reduces perfor-600

mance (AP from 1 to 0.57, and F1 score from 1 to601

0.73) according to the given ground truth in (lau, 602

1988). Third, by further aggregating the output of 603

the PC algorithm, the F1 score increases from 0.73 604

to 0.86 compared to the ground truth in (lau, 1988). 605

CORONARY (CORO). The results differ notably 606

from those based on the ASIA dataset, LACR 607

1 with only the LLM’s background knowledge 608

achieves the worst performance, with values of 609

0.625 for all of AP, AR, and F1 scores. By adding 610

documents and the PC algorithm into KB, all met- 611

rics increase, reaching 0.875. 612

SACHS. We have three observations from the re- 613

sults on the SACHS dataset. First, the best per- 614

formance of LACR 1 is achieved using only the 615

LLM’s background knowledge, outperforming the 616

baseline method (combined method of LLM and 617

hybrid statistical methods of DirectLiNGAM). Sec- 618

ond, adding documents as the knowledge base 619

slightly decreases the F1 score by 0.01. Third, with 620

the PC algorithm’s output, the F1 score reduces to 621

0.46, which is worse than the baseline method. 622

4.3.2 LACR 2: Orientation 623

The results (Table 3 in Appendix C.5) of LACR 624

2 show TEA is 1 (i.e., orienting all TP edges cor- 625

rectly) on both ASIA and SACHS, based on all KB. 626

We can observe that, upon successfully recovering 627

causal edges by LACR 1, the orientation accuracy 628

is high, reaching 1 for all knowledge bases and all 629

datasets. It demonstrates the efficacy of the ori- 630

entation prompt as well as LLM’s capability for 631

causal orientation reasoning. We conjecture that 632

the success of this task strongly depends on the rich 633

evidence stored in the scientific literature, and the 634

easy understandability of such evidence, compared 635

to the extraction of associational relationship. 636

4.3.3 Overall Results Analysis 637

By summarizing the overall performance of LACR, 638

it is worth noticing the following points: 639

LACR’s performance tends to monotonically in- 640

crease by taking more KB with high quality and 641

readability. Observing LACR’s performance on 642

ASIA and CORONARY, we notice that our meth- 643

ods generally perform better with high-quality and 644

readability of the input documents and statistical 645

results. While we discuss the performance drop of 646

LACR1 (DOC) on the ASIA dataset later, the overall 647

trend coincides with the Condorcet theorem (Grof- 648

man et al., 1983) in voting theory, which suggests 649

that aggregating diverse, high-quality inputs leads 650

to better outcomes. 651
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LACR performs differently on tail and non-tail652

data. We observe that LACR performs better on653

ASIA and CORONARY datasets compared to the654

SACHS dataset. This is because the terms in ASIA655

and CORONARY are more common to LLMs dur-656

ing training. In contrast, SACHS mainly contains657

symbols with specific meanings in a specific area.658

Despite feeding scientific documents to LACR on659

all datasets, the lack of prior knowledge of these660

symbols in the training phase limits LLMs’ under-661

standing of their meanings, resulting in hallucina-662

tions. This has been observed in RAG-based legal663

research tools (Magesh et al., 2024).664

Updating on the current ground truth causal665

graphs is necessary. We found, through LACR’s666

responses, strong evidence from domain research667

(see details in Appendix C.3) indicating that an668

update to the ground truth causal graphs is nec-669

essary. For example, on the ASIA dataset, the670

ground truth being outdated led to reduced perfor-671

mance when using additional documents. Similarly,672

for the CORONARY dataset, the improvement in673

performance with added documents and the PC674

algorithm suggests that the ground truth for CORO-675

NARY is more current compared to ASIA.676

4.4 Refining the Ground Truth (ASIA and677

CORONARY)678

The ground truth causal graph needs refinement679

because it is outdated and significantly differs from680

current SOTA domain knowledge. Additionally,681

we aim to determine if the LLM can identify new682

causal relationships based on SOTA literature. In683

this part, we present the observations and analyses684

on the refined ground truth causal graphs based on685

the refined ASIA and CORONARY datasets. We686

will discuss how refined graph truth affects perfor-687

mance from three perspectives: causal inferring688

based on LLM’S background knowledge BG, ex-689

ternal literature DOC, and statistic data PC. Due690

to the page limitation, the details of refining are691

illustrated in Section C.3.692

Background Knowledge BG. The performance re-693

lying solely on background knowledge BG varies694

between the two datasets. In the ASIAN dataset, all695

results slightly drop down, whereas in the dataset,696

results improve. A possible reason is that the back-697

ground knowledge BG related to ASIA is outdated,698

while the knowledge BG for CORONARY is more699

current. Consequently, when the ground truth is700

updated based on new domain-specific knowledge,701

the outcomes are different significantly between702

Dataset AP AR F1 SHD

A
SI

A LACR 1 (BG) 1 0.8 0.889 0.041
LACR 1 (DOC) 0.714 1 0.833 0.082
LACR 1 (PC) 1 0.6 0.75 0.082

C
O

R
O LACR 1 (BG) 0.75 0.75 0.75 0.111

LACR 1 (DOC) 0.778 0.875 0.824 0.083
LACR 1 (PC) 0.667 0.75 0.706 0.139

Table 2: Performances of LACR 1 on the refined ground
truth with different KB, comparing to baseline LLM-
powered methods.

the datasets. 703

External Literature DOC. Incorporating DOC sig- 704

nificantly increases performance for both datasets, 705

as the refind ground truth better aligns with SOTA 706

research trends, demonstrating the importance of 707

up-to-date and relevant domain knowledge in im- 708

proving model accuracy. 709

Statistic Data PC. Different from the results of 710

incorporating DOC, adding PC’s results consistently 711

worsens performance, highlighting the PC-based 712

solution is using an outdated dataset compared to 713

updated SOTA knowledge. As the ground truth 714

evolves to reflect current research advancements, 715

the relative performance of PC-based results dimin- 716

ishes. These findings emphasize the importance of 717

up-to-date domain-specific knowledge for accurate 718

causal graph recovery. 719

5 Conclusion 720

In this paper, we proposed a novel LLM-based 721

causal graph construction method called LACR 722

which uses the constraint-based causal prompt strat- 723

egy designed according to the constraint-based 724

causal graph construction (CCGC) method. Com- 725

paring to most existing LLM-based causal graph 726

construction methods, that use the direct causal 727

prompt to query LLMs to do highly complex causal 728

reasoning, LACR mainly relies on LLMs to do 729

low-complexity associational reasoning, and fol- 730

lows the process of CCGC to determine the causal 731

relationships. For accurate associational reason- 732

ing, we utilize LLMs’ RAG feature to extract sta- 733

tistical evidence with high relevance and quality 734

from a large scientific corpus. Lastly, we validate 735

LACR’s efficacy on several well-known datasets 736

and show LACR’s outstanding performance among 737

LLM-based methods. More importantly, LACR’s 738

responses show the conflict between the ground 739

truths and SOTA domain research, which requests 740

a refinement of the validation ground truths. 741
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Limitations742

We first address three technical limitations of the743

current version of LACR. The first is the paper744

search accuracy. The pre-retrieved document set745

needs high quality and relevance to provide rele-746

vant evidence. Therefore, we conjecture that using747

refined queries and other search engines can en-748

hance the performance. The second limitation is749

LLMs’ understanding on highly professional doc-750

uments. Through our experiments, we found that751

LLMs’ poor comprehension capability on specific752

domains, e.g., the SACHS dataset, limits LACR’s753

performance. An optional solution is to fine-tune754

LLMs to better understand such documents. The755

third is the complexity of LACR. The method756

needs to query each variable pair (O(n2)), and for757

each variable pair, multiple documents need to be758

queried.759

We then address other practical limitations.760

What comes first is the need of up-to-data prac-761

tical validation datasets and causal graphs in causal762

discovery community. Many validation datasets763

are synthesized, which are not usable in such prac-764

tical knowledge-based methods. The second practi-765

cal limitation is the access of scientific papers. In766

our experiment, we focus on biomedical datasets767

for the accessibility of research papers in PubMed,768

however, the full contexts of most of the papers769

are not open accessible. It would open the possi-770

bility of overall better understanding of causal rela-771

tionships if full documents are accessible in more772

research domains and broader scientific databases.773
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Figure 1: Causal graphs in Example A.1: left-the truth
causal graph; right-recovered causal graph by the biased
data.

A Appendix1015

A.1 Examples1016

As follows, we first show an example of statistical1017

estimation-based methods’ vulnerability to a type1018

of data bias, the so-called selection bias (Barein-1019

boim et al., 2014).1020

Example A.1. Consider that we would like to in-1021

vestigate the causal relationship of three variables:1022

A (human age), G (human gender), and D (some1023

disease). Assume that the true causal graph is the1024

left figure in Figure 1.1025

Generally speaking, human age and gender are1026

associated because female has a longer average1027

lifespan. Assuming that this association is only1028

significant for A ≥ 60. However, if each point in a1029

dataset has age under 60, we cannot observe sig-1030

nificant difference between the population of male1031

and female. Then, we would recover the causal1032

graph as the right figure in Figure 1.1033

The second example shows the processing of a1034

well-known constraint-based causal graph discov-1035

ery algorithm called PC algorithm.1036

Example A.2. Consider a causal discovery task1037

for three variables A, B, and C, and two different1038

joint probability distributions P 1 and P 2. We start1039

with a complete undirected graph Figure (a) 2.1040

Then, by P 1, we conduct the zero-order indepen-1041

dence tests and obtain: α̂(AB) = 1, α̂(AC) = 1,1042

and α̂(BC) = 0. Then, we keep edges (A,B)1043

and (A,C), and remove (B,C), and obtain Fig-1044

ure (b) 2, since B and C are not a cause of each1045

other, otherwise they must be associated. Based1046

on the zero-order tests, we can already determine1047

the causal graph as Figure (c) 2, as A must be a1048

collider since B and C are d-separated by ∅.1049

On the other hand, if we consider P 2, we first1050

have zero-order tests showing all pairs are asso-1051

ciated, and we cannot remove any edge in Figure1052

(a) 2. We then conduct first-order tests, and ob-1053

tain: α̂(AB | C) = 1, α̂(AC | B) = 1, and1054

α̂(BC | A) = 0. Therefore, we can remove the1055

edge (B,C) from Figure (a) 2, and obatin Figure1056

A

B C

(a)

A

B C

(b)

A

B C

(c)

Figure 2: PC algorithm’s process.

(b) 2. However, we cannot determine the directions 1057

of the edges because all directions of A→ B → C, 1058

A ← B ← C, A ← B → C indicate the condi- 1059

tional independences consistent with P 2. 1060

B Enhancing Skeleton Estimation 1061

Accuracy by LACR 1062

The theory of Wisdom of the Crowd (Grofman 1063

et al., 1983) states that if (1) each individual voter 1064

can make the correct decision better than random 1065

decision (e.g., by a toss), and (2) voters make their 1066

decision independently, then, the accuracy of the 1067

collective decision made by simple majority mono- 1068

tonically increases with the number of voters. In 1069

LACR, each KB can be seen as a voter. Generally 1070

the above conditions tend to be guaranteed because 1071

(1) both BG and DOC have high quality and the deliv- 1072

ered information is better than random information, 1073

and (2) different research papers deliver their re- 1074

sults in a relatively independent way because of 1075

scientific integrity. Therefore, LACR’s decision 1076

tends to be more accurate than querying single 1077

knowledge base, and it can be improved by adding 1078

more relevant documents. 1079

C Proofs 1080

C.1 Proof of Proposition 3.1 1081

Proof. To verify if ζKB(ij) = 0, by the definition 1082

of ζ(ij), we need to check whether there exists 1083

a variable set V ′ such that V ′ d-separates vi and 1084

12



vj . That is, αKB(ij | V ′) = 0. Then, the worst1085

case is that we need to check every combination of1086

V ′ ⊆ V \{vi, vj}, which needs O(2n−2) time.1087

C.2 Proof of Proposition 3.21088

Proof. For each usable knowledge base KB, any1089

possible return through the CC prompt must from1090

the set {DIRECTLY ASSOCIATED, INDIRECTLY1091

ASSOCIATED, INDEPENDENT}.1092

We first show the first half of the proposi-1093

tion, i.e., the mapping from the conditional as-1094

sociational relationship space between vi and vj ,1095

i.e., (α̂KB(ij | V ′))V ′⊆V \{vi,vj}, to LLM’s return1096

space based on each usable KB, i.e., {INDEPEN-1097

DENT, DIRECTLY ASSOCIATED, INDIRECTLY AS-1098

SOCIATED} is a surjection. Note that (α̂KB(ij |1099

V ′))V ′⊆V \{vi,vj} forms a 2|V |−2-dimensional vec-1100

tor, recording αKB(ij | V ′) ∈ {0, 1} for all possible1101

V ′. We discuss three exclusive cases:1102

1. α̂KB(ij) = 0. That is, the zero-order condi-1103

tional associational relationship between vi1104

and vj is independent. This case is mapped to1105

LLM return INDEPENDENT.1106

2. For all possible V ′, α̂KB(ij | V ′) = 1. The1107

case denotes that vi and vj are always asso-1108

ciated conditioned on any possible V ′, and1109

therefore, this case is mapped to LLM return1110

DIRECTLY ASSOCIATED.1111

3. α̂KB(ij) = 1 and ∃V ′ such that |V ′| ≥ 1 and1112

α̂KB(ij | V ′) = 0. In this case, controlling1113

variables in V ′, the statistical association be-1114

tween vi and vj is eliminated, and then it is1115

mapped to LLM return INDIRECT ASSOCI-1116

ATED.1117

We then show the second half of the propo-1118

sition, i.e., the mapping from {INDEPENDENT,1119

DIRECTLY ASSOCIATED, INDIRECTLY ASSOCI-1120

ATED} to {ζKB(ij) = 0, ζKB(ij) = 1} is a surjec-1121

tion. If the return is DIRECTLY ASSOCIATED, the1122

KB specifies that vi and vj cannot be d-separated,1123

and therefore, it is mapped to ζKB(ij) = 1. On the1124

other hand, if LLM return is INDEPENDENT or IN-1125

DIRECTLY ASSOCIATED, then, it indicates that V ′1126

exists that can d-separate vi and vj , where INDE-1127

PENDENT corresponds to V ′ = ∅. Therefore, these1128

two last cases correspond to ζKB(ij) = 0.1129

C.3 Evidences of Ground Truth Refinement 1130

C.3.1 ASIA 1131

Smoking and Tuberculosis In the documents 1132

(Wang and Shen, 2009; Horne et al., 2012; Kim 1133

et al., 2022; Wang et al., 2018; Gupta et al., 2022; 1134

Lindsay et al., 2014; Amere et al., 2018; Alavi- 1135

Naini et al., 2012) fed into LLM as the KB, strong 1136

evidence shows that Smoking and Tuberculosis 1137

are associated, and the association cannot be elimi- 1138

nated by controlling the other variables in the ASIA 1139

dataset. This conflicts against the conditional asso- 1140

ciational relationship between these two variables 1141

in the ground truth causal graph (Appendix C.4), 1142

since both of the only two paths have a collider, 1143

which indicates that Smoking and Tuberculosis are 1144

independent from each other. Based on the sci- 1145

entific evidence returned by LACR, a causal link 1146

exists between the two factors. 1147

Bronchitis and X-ray Documents based on 1148

LACR’s response, (Jin et al., 2023; Ntiamoah 1149

et al., 2021) show that an association exists be- 1150

tween Bronchitis and Positive X-ray report. (Chen 1151

et al., 2020) further develops a deep-learning-based 1152

method to detect bronchitis directly from X-ray 1153

reports for children with age from 1-17 years old. 1154

The evidence shows an association between the two 1155

variables, and the association is not mediated by 1156

the variable “Smoking” as indicated by the causal 1157

graph. Therefore, we add a causal link between 1158

Bronchitis and X-ray in the ground truth causal 1159

graph. 1160

C.3.2 CORONARY 1161

Strenuous Mental Work and Family Anamne- 1162

sis Of Coronary Heart Disease According to the 1163

ground truth causal graph skeleton (Reinis et al., 1164

1981), there is a direct causal relationship between 1165

variable Strenuous Mental Work and variable Fam- 1166

ily Anamnesis Of Coronary Heart Disease. How- 1167

ever, according to the evidence returned by our 1168

method and the intuitive description in (Reinis 1169

et al., 1981), we observe that this causal linkage 1170

should be removed with high probability. By (Ed- 1171

wards, 2000) (p.26), this edge is not intuitively 1172

expected though it is recovered by the Bayesian 1173

learning method. Additionally, non of LACR’s re- 1174

sponses suggests the direct association between the 1175

two variables, and moreover, it returns evidences 1176

showing the positive probability to remove the edge. 1177

(Wright et al., 2007) shows that people with Family 1178

Anamnesis Of Coronary Heart Disease are easier to 1179

13



Asia

TB

X-ray

Smoking

Lung Cancer

Either

Bronchitis

Dysponea

Figure 3: Ground truth causal graph of ASIA in (lau,
1988).

Asia

TB

X-ray

Smoking

Lung Cancer

Either Bronchitis

Dysponea

Figure 4: Refined ground truth causal graph of ASIA by
LACR.

react to mental stress from work by higher Systolic1180

Blood Pressure. (Hintsa et al., 2010) shows that the1181

association between psychosocial factors at work1182

and coronary heart disease is largely independent1183

from the Family Anamnesis Of Coronary Heart1184

Disease.1185

Systolic Blood Pressure and Family Anamne-1186

sis Of Coronary Heart Disease LACR also re-1187

turns evidence (Barrett-Connor and Khaw, 1984)1188

showing that Family Anamnesis of Coronary Heart1189

Disease and Systolic Blood Pressure are associated1190

even after the adjustment of several variables in-1191

cluding Smoking. We therefore also add this edge1192

between the two variables.1193

C.4 Additional Experiment Details1194

The ground truth causal graphs of all datasets in1195

Section 4.1196

C.5 Additional Experimental Results1197

Pressure

Smoking Lipo

M. work P. work

Family

Figure 5: Original ground truth causal graph of CORO-
NARY in (Reinis et al., 1981).

Pressure

Smoking Lipo

M. work P. work

Family

Figure 6: Refined ground truth causal graph of CORO-
NARY by LACR.

PKC

PLCγ PIP3 AKT

PIP2 PKA

RAF

MEK

ERKP38JNK

Figure 7: Biological ground truth causal graph in (Sachs
et al., 2005).
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ASIA SACHS
LACR2 (BG) 1 1
LACR2 (DOC) 1 1
LACR2 (PC) 1 1

Table 3: The TEA of LACR 2 on datasets of ASIA,
SACHS, based on LACR 1’s output skeleton on KB of
BG, DOC, and PC, respectively.
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C.6 Prompts1198

C.6.1 Association Context1199

1200
The association relationship between two factors A1201
and B can be associated or independent , and this1202
association relationship can be clarified by the1203
following principles:1204

1205
1. If A and B are statistically associted or1206
correlated , they are associated , otherwise they are1207
independent.1208
2. The association relationship can be strongly1209
clarified if there is statistical evidence1210
supporting it.1211
3. If there is no obvious statistical evidence1212
supporting the association relationship between A1213
and B, it can also be clarified if there is any1214
evidence showing that A and B are likely to be1215
associated or independent statistically.1216
4. If there is no evidence to clarify the1217
association relationship between A and B, then it is1218
unknown.12191220

C.6.2 Association Type Context1221
1222

If two factors A and B are associated , they may be1223
directly associated or indirectly associated with1224
respect to a set of Given Third Factors , and it can1225
be clarified by the following principle:1226

1227
1. The first principle is to try to find statistical1228
evidence from the given knowledge to clarify the1229

following association types. If you cannot find1230
statistical evidence , at lease find evidence that is1231
likely to be able to statistically clarify the1232

association type between A and B. If no obvious1233
evidence can be found , the association type is1234
unknown.1235
2. If the evidence shows that any factors from the1236
Given Third Factors mediate the association between1237
A and B, then A and B are indirectly associated via1238
these factors.1239
3. If the evidence shows that by controlling any1240
factors from the Given Third Factors , A and B are1241
not associated any more , then A and B are associated1242
indirectly.1243

4. If the evidence shows that A and B are still1244
associated even if we control any of the given third1245
factors , then A and B are directly associated.1246

5. If you think A and B are indirectly associated1247
via any of the given third factors , it must be true1248
that: (1) A and the third factors are directly1249
associated; (2) B and the third factors are directly1250
associated.12511252

C.6.3 Association Background Reminder1253
1254

As a scientific researcher in the domains of {domain1255
}, you need to clarify the statistical relationship1256
between some pairs of factors. You first need to get1257
clear of the meanings of the factors in {factors},1258

which are from your domains , and clarify the1259
interaction between each pair of those factors.12601261

C.6.4 LLM Association Query (with1262

documents)1263
1264

Your task is to thoroughly read the given 'Document1265
'. Then , based on the knowledge from the given '1266
Document ', try to find statistical evidence to1267
clarify the association relationship between the1268
pair of 'Main factors ' according to the 'Association1269
Context ' (delimited by double dollar signs).1270

Consider the given document and the association1271
context. Answer the 'Association Question ', write1272
your thoughts , and give the reference in the given1273
document. Respond according to the first expected1274
format (delimited by double backticks).1275

1276
Document:1277
{document}1278

1279
Main factors: 1280
{factorA} and {factorB} 1281

1282
Association Context: 1283
$$ 1284
{association_context} 1285
$$ 1286

1287
Association Question: 1288
Are {factorA} and {factorB} associated? 1289

1290
First Expected Response Format: 1291
`` 1292
Document Identifier: XXX 1293

1294
Thoughts: 1295
[Write your thoughts on the question] 1296

1297
Answer: 1298
(A) Associated 1299
(B) Independent 1300
(C) Unknown 1301

1302
Reference: 1303
[Skip this if you chose option C above. Otherwise , 1304
provide a supporting sentence from the document for 1305
your choice] 1306
`` 13071308

C.6.5 LLM Association Type Query (with 1309

documents) 1310
1311

Read and understand the Association Type Context. 1312
Consider carefully the role of any of the third 1313
factors appearing according to the Association Type 1314
Context. Then , based on your thoughts so far , answer 1315
the 'Association Type Question ' with the 'Given 1316

Third Factors ', write your thoughts , and give your 1317
reference in the given document. Respond according 1318
to the expected format (delimited by triple 1319
backticks) 1320

1321
Association Type Context: 1322
$$$ 1323
{association_type_context} 1324
$$$ 1325

1326
Given Third Factors: 1327
{factors} except for {factorA} and {factorB} 1328

1329
Association Type Question: Are {factorA} and { 1330
factorB} directly associated or indirectly 1331
associated? 1332

1333
Second Expected Response Format: 1334
``` 1335
Thoughts: 1336
[Write your thoughts on the question] 1337

1338
Answer: 1339
(D) Directly Associated 1340
(E) Indirectly Associated 1341
(C) Unknown 1342

1343
Reference: 1344
[Skip this if you chose option C above. Otherwise , 1345
provide a supporting sentence from the document for 1346
your choice] 1347

1348
Intermediary Factors: 1349
[Skip this if you did not choose D or C above. 1350
Otherwise list all factors involved in this indirect 1351
association relationship , each separated by a comma 1352

] 1353
``` 13541355

C.6.6 LLM Association Query (with 1356

background knowledge) 1357
1358

Your task is to thoroughly use the knowledge in your 1359
training data to solve a task. Your task is: based 1360

on your background knowledge , try to find 1361

16



statistical evidence to clarify the association1362
relationship between the pair of 'Main factors '1363
according to the 'Association Context ' (delimited by1364
double dollar signs).1365

Consider your background knowledge and the1366
association context. Answer the 'Association1367
Question ', and write your thoughts. Respond1368
according to the 'First Expected Format ' (delimited1369
by double backticks).1370

1371
Main factors:1372
{factorA} and {factorB}1373

1374
Association Context:1375
$$1376
{association_context}1377
$$1378

1379
Association Question:1380
Are {factorA} and {factorB} associated?1381

1382
First Expected Response Format:1383
``1384
Thoughts:1385
[Write your thoughts on the question]1386

1387
Answer:1388
(A) Associated1389
(B) Independent1390
(C) Unknown1391
``13921393

C.6.7 LLM Association Type Query (with1394

background knowledge)1395
1396

Read and understand the 'Association Type Context '.1397
Consider carefully the role of any of the third1398
factors appearing according to the Association Type1399
Context. Then , based on your thoughts so far , answer1400
the 'Association Type Question ' with the 'Given1401

Third Factors ', and write your thoughts. Respond1402
according to the Second Expected Format (delimited1403
by triple backticks)1404

1405
Association Type Context:1406
$$$1407
{association_type_context}1408
$$$1409

1410
Given Third Factors:1411
{factors} except for {factorA} and {factorB}1412

1413
Association Type Question: Are {factorA} and {1414
factorB} directly associated or indirectly1415
associated?1416

1417
Second Expected Response Format:1418
```1419
Thoughts:1420
[Write your thoughts on the question]1421

1422
Answer:1423
(D) Directly Associated1424
(E) Indirectly Associated1425
(C) Unknown1426

1427
Intermediary Factors:1428
[Skip this if you did not choose D or C above.1429
Otherwise list all factors involved in this indirect1430
association relationship , each separated by a comma1431

]1432
```14331434

C.6.8 LLM Rethink Query1435
1436

If none of the Intermediary Factors you found is not1437
in the Given Third Factor list , then , the1438

association type between A and B is direct1439
association.1440
Check your above response , and answer the1441
Association Type Question again. Respond according1442
to the Second Expected Format (delimited by triple1443
backticks).1444

1445

Given Third Factors: 1446
{factors} except for {factorA} and {factorB} 1447

1448
Association Type Question: Are {factorA} and { 1449
factorB} directly associated or indirectly 1450
associated? 1451

1452
Second Expected Response Format: 1453
``` 1454
Thoughts: 1455
[Write your thoughts on the question] 1456

1457
Answer: 1458
(D) Directly Associated 1459
(E) Indirectly Associated 1460
(C) Unknown 1461

1462
Intermediary Factors: 1463
[Skip this if you did not choose D or C above. 1464
Otherwise list all factors involved in this indirect 1465
association relationship , each separated by a comma 1466

] 1467
``` 14681469

C.6.9 Causal Background Reminder 1470
1471

As a scientific researcher in the domains of {domain 1472
}, you need to clarify the statistical relationship 1473
between some pairs of factors. You first need to get 1474
clear of the meanings of {factorA} and {factorB}, 1475

which are from your domains , and clarify the 1476
interaction between them. 14771478

C.6.10 LLM Causal Direction Query (with 1479

background knowledge) 1480
1481

Your task is to thoroughly use the knowledge in your 1482
training data to solve a task. Your task is: based 1483

on your background knowledge , try to find 1484
statistical evidence to clarify the direction of the 1485
causal relationship between the pair of 'Main 1486

factors ' according to the 'Causal direction context ' 1487
(delimited by double dollar signs). 1488

Consider according to your background knowledge and 1489
the 'Causal direction context '. Answer the 'Causal 1490
direction question ', and write your thoughts. 1491
Respond according to the 'Expected Format ' ( 1492
delimited by double backticks). 1493

1494
Main factors: 1495
{factorA} and {factorB} 1496

1497
Causal direction context: 1498
$$ 1499
{causal_direction_context} 1500
$$ 1501

1502
Causal direction question: 1503
Is {factorA} the cause of {factorB}, or {factorB} 1504
the cause of {factorA }? 1505

1506
First Expected Response Format: 1507
`` 1508
Thoughts: 1509
[Write your thoughts on the question] 1510

1511
Answer: 1512
(A) {factorA} is the cause of {factorB} 1513
(B) {factorB} is the cause of {factorA} 1514
(C) Unknown 1515
``` 15161517

C.6.11 LLM Causal Direction Query (with 1518

documents) 1519
1520

Your task is to thoroughly read the 'Given document ' 1521
to solve a task. Your task is: based on the 'Given 1522

document ', try to find statistical evidence to 1523
clarify the direction of the causal relationship 1524
between the pair of 'Main factors ' according to the 1525
'Causal direction context ' (delimited by double 1526
dollar signs). 1527

17



First thoroughly read and understand the Given1528
document and the 'Causal direction context '. Then ,1529
Answer the 'Causal direction question ', and write1530
your thoughts. Respond according to the 'Expected1531
Format ' (delimited by double backticks).1532

1533
Given document:1534
{document}1535

1536
Main factors:1537
{factorA} and {factorB}1538

1539
Causal direction context:1540
$$1541
{causal_direction_context}1542
$$1543

1544
Causal direction question:1545
Is {factorA} the cause of {factorB}, or {factorB}1546
the cause of {factorA }?1547

1548
First Expected Response Format:1549
``1550
Thoughts:1551
[Write your thoughts on the question]1552

1553
Answer:1554
(A) {factorA} is the cause of {factorB}1555
(B) {factorB} is the cause of {factorA}1556
(C) Unknown1557

1558
Reference:1559
[Skip this if you chose option C above. Otherwise ,1560
provide a supporting sentence from the document for1561
your choice]15621563
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