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ABSTRACT

Self-supervised pre-training of text representations has been successfully applied
to low-resource Neural Machine Translation (NMT). However, it usually fails to
achieve notable gains on resource-rich NMT. In this paper, we propose a joint
training approach, F2-XEnDec, to combine self-supervised and supervised learn-
ing to optimize NMT models. To exploit complementary self-supervised sig-
nals for supervised learning, NMT models are trained on examples that are in-
terbred from monolingual and parallel sentences through a new process called
crossover encoder-decoder. Experiments on two resource-rich translation bench-
marks, WMT’14 English-German and WMT’14 English-French, demonstrate
that our approach achieves substantial improvements over several strong baseline
methods and obtains a new state of the art of 46 BLEU on English-French when
incorporating back translation. Results also show that our approach is capable of
improving model robustness to input perturbations, particularly to code-switching
noise which usually appears on the social media.

1 INTRODUCTION

Self-supervised pre-training of text representations (Peters et al., 2018; Radford et al., 2018) has
achieved tremendous success in natural language processing applications. Inspired by BERT (De-
vlin et al., 2019), recent works attempt to leverage sequence-to-sequence model pre-training for
Neural Machine Translation (NMT). Generally, these methods comprise two stages: pre-training
and finetuning. During the pre-training stage, a proxy task, e.g. the Cloze task (Devlin et al., 2019),
is used to learn the model parameters on abundant unlabeled monolingual data. In the second stage,
the full or partial model is finetuned on a downstream translation task of labeled parallel sentences.
When the amount of labeled data is limited, studies have demonstrated the benefit of pre-training
for low-resource translation tasks (Lewis et al., 2019; Song et al., 2019).

In many NMT applications, we are confronted with resource-rich languages which are character-
ized by millions of labeled parallel sentences. However, for these resource-rich tasks, pre-training
representations rarely endows the NMT model with superior quality and, even worse, it sometimes
can undermine the model’s performance if improperly utilized (Zhu et al., 2020). This is partly due
to catastrophic forgetting (French, 1999) where prolonged finetuning on large corpora causes the
learning to overwhelm the knowledge learned during pre-training. Several mitigation methods have
been proposed for resource-rich machine translation (Edunov et al., 2019; Yang et al., 2019; Zhu
et al., 2020), such as freezing the pre-trained representations during the finetuning stage.

In this paper, we study resource-rich machine translation through a different perspective of joint
training where in contrast to the conventional two-stage approaches, we train NMT models in a
single stage using the self-supervised objective (on unlabeled monolingual sentences) in addition to
the supervised objective (on labeled parallel sentences). The biggest challenge for this single-stage
training paradigm is that self-supervised learning is less useful in joint training because it provides
a much weaker learning signal that is easily dominated by the signal obtained through supervised
learning. As a result, plausible approaches such as simply combining self-supervised and supervised
learning objectives perform not much better than the supervised learning objective by itself.

To this end, we introduce an approach to exploit complementary self-supervised learning sig-
nals to facilitate supervised learning in a joint training framework. Inspired by chromosomal
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crossovers (Rieger et al., 2012), we propose a new task called crossover encoder-decoder (or XEn-
Dec) which takes two training examples as inputs (called parents), shuffles their source sentences,
and produces a “virtual” sentence (called offspring) by a mixture decoder model. The key to our
approach is to “interbreed” monolingual (unlabeled) and parallel (labeled) sentences through second
filial generation with a crossover encoder-decoder, which we call F2-XEnDec, and train NMT mod-
els on the F2 offspring. As the F2 offspring exhibits combinations of traits that differ from those
found in either parent, it turns out to be a meaningful objective to learn NMT models from both
labeled and unlabeled sentences in a joint training framework.

To the best of our knowledge, the proposed F2-XEnDec is among the first joint training approaches
that substantially improve resource-rich machine translation. Closest to our work are two-stage
approaches by Zhu et al. (2020) and Yang et al. (2019) who designed special finetuning objectives.
Compared to their approaches, our focus lies on addressing a different challenge which is making
self-supervised learning complementary to joint training of supervised NMT models on large labeled
parallel corpora. Our experimental results substantiate the competitiveness of the proposed joint
training approach. Furthermore, our results suggest that the approach improves the robustness of
NMT models (Belinkov & Bisk, 2018; Cheng et al., 2019). Contemporary NMT systems often lack
robustness and therefore suffer from dramatic performance drops when they are exposed to input
perturbations, even though these perturbations may not be strong enough to alter the meaning of
the input sentence. Our improvement in robustness is interesting as none of the two-stage training
approaches have ever reported this behavior.

We empirically validate our approach on the WMT’14 English-German and WMT’14 English-
French translation benchmarks which yields an improvement of 2.13 and 1.78 BLEU points over
a vanilla Transformer model baseline. We also achieve a new state of the art of 46 BLEU on the
WMT’14 English-French translation task when further incorporating the back translation technique
into our approach. In summary, our contributions are as follows:

1. We propose a crossover encoder-decoder (XEnDec) that generates ”virtual” examples over
pairs of training examples. We discuss its relation to the standard self-supervised learning
objective that can be recovered by XEnDec.

2. We combine self-supervised and supervised losses in a joint training framework using our
proposed F2-XEnDec and show that self-supervised learning is complementary to super-
vised learning for resource-rich NMT.

3. Our approach achieves significant improvements on resource-rich translation tasks and ex-
hibits higher robustness against input perturbations, particularly to code-switching noise.

2 BACKGROUND

2.1 NEURAL MACHINE TRANSLATION

Under the encoder-decoder paradigm (Bahdanau et al., 2015; Gehring et al., 2017; Vaswani et al.,
2017), the conditional probability P (y|x;θ) of a target-language sentence y = y1, · · · , yJ given
a source-language sentence x = x1, · · · , xI is modeled as follows: The encoder maps the source
sentence x onto a sequence of I word embeddings e(x) = e(x1), ..., e(xI). Then the word em-
beddings are encoded into their corresponding continuous hidden representations. The decoder acts
as a conditional language model that reads embeddings e(y) for a shifted copy of y along with
the aggregated contextual representations c. For clarity, we denote the input and output in the de-
coder as z and y, i.e. z = 〈s〉, y1, · · · , yJ−1, where 〈s〉 is a start symbol. Conditioned on the
aggregated contextual representation cj and its partial target input z≤j , the decoder generates y as
P (y|x;θ) =

∏J
j=1 P (yj |z≤j , cj ;θ). The aggregated contextual representation c is often calculated

by summarizing the sentence x with an attention mechanism (Bahdanau et al., 2015). A byproduct
of the attention computation is a noisy alignment matrix A ∈ RJ×I which roughly captures the
translation correspondence between target and source words (Garg et al., 2019).

Generally, NMT optimizes the model parameters θ by minimizing the empirical risk over a parallel
training set (x,y) ∈ S:

LS(θ) = E
(x,y)∈S

[`(f(x,y;θ), h(y))], (1)
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where ` is the cross entropy loss between the model prediction f(x,y;θ) and h(y), and h(y) de-
notes the sequence of one-hot label vectors for y with label smoothing in the Transformer (Vaswani
et al., 2017).

2.2 PRE-TRAINING FOR NEURAL MACHINE TRANSLATION

Pre-training sequence-to-sequence models for language generation is receiving increasing attention
in the machine translation community (Song et al., 2019; Lewis et al., 2019). These methods gen-
erally comprise two stages: pre-training and finetuning. The pre-training takes advantage of the
abundant monolingual corpus U = {y} to learn representations through a self-supervised objective
called denoising autoencoder (Vincent et al., 2008). The denoising autoencoder aims at reconstruct-
ing the original sentence y from one of its corrupted counterparts. Let y� be obtained by corrupting
y with a noise function n(·) and masking words.

Then the pseudo parallel data (y�,y) is fed into the NMT model to compute the reconstruction loss.
The self-supervised loss over the monolingual corpus U is defined as:

LU (θ) = E
y∈U

[`(f(y�,y;θ), h(y))], (2)

The optimal model parameters θ? are learned via a self-supervised loss LU (θ) and used to initialize
downstream models during the finetuning on the parallel training set S.

3 CROSS-BREEDING: F2-XEnDec
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Figure 1: Illustration of the first filial generation (left) and the second filial generation (right) with
XEnDec. F1-XEnDec is used to generate (y�,y) and produces a self-supervised proxy loss LF1

.
F2-XEnDec adopts an additional round of XEnDec to incorporate parallel data resulting in virtual
data (x̃, ỹ) for Equation 3.

For resource-rich translation tasks in which a large parallel corpus S and (virtually) unlimited mono-
lingual corpora U are available, our goal is to improve translation performance by exploiting self-
supervised signals to complement the supervised learning.

In F2-XEnDec, we jointly train NMT models with supervised and self-supervised learning objectives
in a single stage. We design a new objective LF2 and construct virtual data (x̃, ỹ) to bridge the
parallel data (in supervised learning) and the pseudo parallel data (in self-supervised learning). The
training loss over the virtual data (x̃, ỹ) is computed as:

LF2(θ) = E
y∈U

E
(xp,yp)∈S

[`(f(x̃, ỹ;θ), h(ỹ))], (3)

where generating (x̃, ỹ) depends on the parallel data (xp, yp) and the pseudo parallel data (y�, y).

We propose a method called crossover encoder-decoder (XEnDec) that operates on two sentence
pairs. As illustrated in Fig. 1, the first generation (Fig. 1(1)) uses XEnDec to combine monolingual
sentences, thereby incurring a self-supervised proxy loss LF1 which is equivalent to LU . The second
generation (Fig. 1(2)) applies XEnDec between the offspring of the first generation (y�, y) and the
parallel sentence (xp, yp) to introduce LF2 . The final NMT models are optimized jointly on the
original translation loss and the above two auxiliary losses.

L(θ) = LS(θ) + LF1(θ) + LF2(θ), (4)
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LF2
in Equation 4 is used to deeply fuse self-supervised and supervised training at instance level,

rather than mixing them across instances mechanically. In the remainder of this section, we first
detail XEnDec. We then discuss the relation between our approach, pre-training, and adversarial
training objectives. Finally, we summarize some important techniques used in our approach and
present the overall algorithm.

3.1 CROSSOVER ENCODER-DECODER

'VSWW3ZIV

Figure 2: XEnDec:
CrossOver Encoder-Decoder.

This section introduces the crossover encoder-decoder (XEnDec) –
an essential subtask for the proposed method. Different from a con-
ventional encoder-decoder, XEnDec takes two training examples as
inputs (called parents), shuffles the parents’ source sentences and
produces a virtual example (called offspring) through a mixture de-
coder model. Fig. 2 illustrates this process. Formally, let (x,y) de-
note a training example where x = x1, · · · , xI represents a source
sentence of I words and y = y1, · · · , yJ is the corresponding target
sentence. In supervised training, x and y are parallel sentences. As
we shall see in Section 3.4, XEnDec can be carried out with and
without supervision, although we do not distinguish both cases for
now.

Given a pair of examples (x,y) and (x′,y′) called parents, the crossover encoder shuffles the two
source sequences into a new source sentence x̃ calculated from:

x̃i = mixi + (1−mi)x
′
i, (5)

where m = m1, · · · ,mI ∈ {0, 1}I stands for a series of Bernoulli random variables with each
taking the value 1 with probability p. If mi = 1, then the i-th word in x will be substituted with the
word in x′ at the same position. For convenience, the lengths of the two sequences are aligned by
padding tokens to the end of the shorter sentence. The crossover decoder employs a mixture model
to generate the virtual target sentence. The embedding of the decoder’s input z̃ is computed as:

e(z̃j) =
1

Z

[
e(yj−1)

I∑
i=1

A(j−1)imi + e(y′j−1)

I∑
i=1

A′(j−1)i(1−mi)
]
, (6)

where e(·) is the embedding function. Z =
∑I

i=1A(j−1)imi+A
′
(j−1)i(1−mi) is the normalization

term where A and A′ are the alignment matrices for the source sequences x and x′, respectively.
Equation 6 averages embeddings of y and y′ through the latent weights computed by m, A and
A′. The alignment matrix measures the contribution of the source words for generating a specific
target word (Och & Ney, 2004; Bahdanau et al., 2015). For example, Aj: indicates the contribution
scores of each source word for the j-th word in the target sentence. For simplicity, this paper uses
the attention matrix learned in the NMT model as a noisy alignment matrix (Garg et al., 2019).

Likewise, we compute label vectors for the crossover decoder by:

h(ỹj) =
1

Z

[
h(yj)

I∑
i=1

Ajimi + h(y′j)

I∑
i=1

A′ji(1−mi)
]
, (7)

The h(·) function projects a word onto its label vector, e.g. a one-hot vector. The loss of XEnDec
over (x,y,x′,y′) is computed as the negative log-likelihood of generating the virtual sentence ỹ:

`(f(x̃, ỹ;θ), h(ỹ)) = − logP (ỹ|x̃;θ) =
∑
j

−Ey∈h(ỹj) logP (y|z̃≤j , cj ;θ), (8)

Notice that even though we do not directly observe the “virtual sentences” z̃ and ỹ, we are still able
to compute the loss using their embeddings. In practice, the length of x̃ is |x| whereas lengths of
both ỹ and z̃ are max(|y|, |y′|).

3.2 RELATION WITH OTHER WORKS

Before introducing the proposed method, this subsection shows that the crossover encoder-decoder
XEnDec (when fed with appropriate inputs) yields learning objectives identical to two recently pro-
posed self-supervised learning approaches, MASS (Song et al., 2019) and BART (Lewis et al.,
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Table 1: Comparison with other objectives from the perspective of XEnDec with the inputs. Each
row shows an input to XEnDec and its relation to existing work. ymask is a sentence of length |y|
containing only “〈mask〉” tokens. n(y) is a sentence obtained by corrupting all the words in y
through randomly shuffling and dropping. xadv and yadv are adversarial sentences in which all the
words are substituted with adversarial words.

x y x′ y′ Objectives

y y ymask y MASS (Song et al., 2019)
n(y) y ymask y BART (Lewis et al., 2019)
x y xadv yadv Doubly Adversarial (Cheng et al., 2019)

Algorithm 1: Proposed F2-XEnDec function.
Input: Parallel corpus S, Monolingual corpus U , and Shuffling ratios p1 and p2
Output: Batch Loss L(θ).

1 Function F2-XEnDec(S,U , p1, p2):
2 foreach (xp,yp) ∈ S do
3 Sample a y ∈ U with similar length as xp; // done offline.
4 (y�,y)← XEnDec over (n(y),y) and (ymask,y) with the shuffling ratio p1;
5 LS ← compute ` in Equation 1 using (xp,yp) and obtainA;
6 LF1 ← compute ` in Equation 2 using (y�,y) and obtainA′;
7 (x̃, ỹ)← XEnDec over (xp,yp) and (y�,y) withA,A′ and the shuffling ratio p2;
8 LF2 ← compute ` in Equation 3;
9 end

10 return L(θ) = LS(θ) + LF1(θ) + LF2(θ); // Equation 4.

2019), as well as a supervised learning approach called Doubly Adversarial (Cheng et al., 2019).
Table 1 summarizes the inputs of XEnDec to recover the learning objectives of these existing ap-
proaches.

XEnDec can be used for self-supervised learning. Given arbitrary alignment matrices, if we set
x′ = y, y′ = y, and x to be a corrupted y, then XEnDec is equivalent to the denoising autoencoder
which is commonly used to pre-train sequence-to-sequence models such as in MASS (Song et al.,
2019) and BART (Lewis et al., 2019). In particular, if we allow x′ to be a dummy sentence of length
|y| containing only “〈mask〉” tokens, Equation 8 yields the learning objective defined in the MASS
model (Song et al., 2019) except that losses over unmasked words are not counted. Likewise, as
shown in Table 1, we can recover BART’s objective by setting x = n(y) where n(·) is a noise func-
tion that alters y by shuffling tokens or dropping them. In both cases, the crossover encoder-decoder
is trained with a self-supervised proxy objective to reconstruct the original sentence from one of its
corrupted sentences. Conceptually, denoising autoencoder can be regarded as a degenerated XEn-
Dec in which the inputs are two types of source correspondences for a monolingual sentence, e.g.
, n(y) and ymask for y. Even though this connection is trivial, it helps illustrate the power of the
XEnDec when it is fed with different kinds of input sentences.

XEnDec can also be used in supervised learning. We can achieve the translation loss proposed
in (Cheng et al., 2019) by letting x′ and y′ be two “adversarial inputs”, xadv and yadv , both of which
consist of adversarial words at each position. For the construction of xadv , we refer to Algorithm 1
in (Cheng et al., 2019). In this case, the crossover encoder-decoder is trained with a supervised
objective over parallel sentences.

3.3 WHAT DOES LF2
LEARN?

The core term LF2
introduced in our training objective ( Equation 4) aims to combine parallel and

monolingual training examples respectively in supervised and self-supervised learning. Over simply
combining LS and LF1

which mechanically mixes the losses across instances, LF2
further enhances

the combination by deeply fusing them at instance level. Let us take an example in Figure 3 to
explore what LF2 really learns. LF2 on the virtual data (x̃, ỹ) is optimized by performing the
following tasks simultaneously:
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Figure 3: Illustration of F2-XEnDec which is used to incorporate parallel data resulting in virtual
data (x̃, ỹ) for Equation 3. “0.85/0.15” indicates the soft combination ratio to generate the virtual
data ỹ at each position, e.g. ,

∑I
i=1A0imi/Z = 0.85 in Equation 7.

1. The NMT model is required to factor the fused source sentences out into two sentences at
the target side guided by the alignment.

2. The NMT model is required to predict the tokens corresponding to “MASK” tokens and
copy unmasked tokens in the source sentences y� once it is factored out from x̃. For
example, predict “MASK” in x̃ to “new”.

3. The NMT model is required to translate words in xp once it is factored out. For example,
translate “Tianqi” to “whether”.

4. The NMT model is required to predict tokens that are not picked in the source sentence of
the virtual data but can be inferred from the left contextual words. For example, although
“market” does not correspond to any word in x̃, it can still be speculated to some extent
from the words “Stock”, “MASK” and “height”. “today” is more likely to be predicted
based on “Tianqi” and “feichang”.

5. The NMT model is required to separate the loss portion of each above task from the mixed
target side.

Integrating all the above five tasks into one task LF2 via the fused virtual data (x̂, ŷ) would expect
to have the following advantages: (1) each of the above tasks integrated in LF2

is a harder task than
the individually designed task because integration introduces confusions; (2) the virtual points have
a more intelligent regularization effect than simply summing up the losses of individual tasks. This
is because a virtual data point which deeply fuses the training examples from two specific tasks
(self-supervised and supervised tasks) enables the model to try its best to decouple this integration;
(3) training the model over the loss LF2

by integrating the above five tasks performs much more
efficiently than simply training five individual tasks.

3.4 TRAINING

Algorithm 1 delineates the entire procedure to compute the final loss L(θ). Specifically, each time
we sample a monolingual sentence to avoid the expensive enumeration in Equation 3. To speed up
the training, we group sentences by length during offline computation. For the noise function n(·) in
Step 4, we follow Lample et al. (2017) and locally shuffle words while keeping the distance between
the original and new position at ≤ 3. There are two techniques to boost the final performance.

Computing A The alignment matrix A is obtained by averaging the attention weights across all
layers and heads. We also add a temperature to control the sharpness of the attention distribution,
the reciprocal of which was linearly increased from 0 to 2 during the first 20K steps. To avoid
overfitting toA, we apply dropout toA. Notice that we stop back-propagating gradients throughA.

Computing h(ỹ) Instead of interpolating one-hot labels in Equation 7, we use the prediction vector
f(x,y; θ̂) estimated by the model where θ̂ indicates no gradients are back-propagated over it. How-
ever, the predictions made at early stages are usually unreliable. We propose to linearly combine
the ground-truth one-hot label with the model prediction using a parameter v, which is computed as
vfj(x,y; θ̂) + (1− v)h(yj) where v is gradually annealed from 0 to 1 during the first 20K steps.
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Table 2: Experiments on WMT’14 English-German and WMT’14 English-French translation.

Models Methods En→De De→En En→Fr Fr→En

Base Reproduced Transformer 28.70 32.23 - -
F2-XEnDec 30.46 34.06 - -

Big

Reproduced Transformer 29.47 33.12 43.37 39.82
Ott et al. (2018) 29.30 - 43.20 -
Cheng et al. (2019) 30.01 - - -
Yang et al. (2019) 30.10 - 42.30
Nguyen et al. (2019) 30.70 - 43.70 -
Zhu et al. (2020) 30.75 - 43.78 -
F2-XEnDec 31.60 34.94 45.15 41.60

4 EXPERIMENTS

4.1 SETTINGS

Datasets We evaluate our approach on two representative, resource-rich translation datasets,
WMT’14 English-German and WMT’14 English-French across four translation directions,
English→German (En→De), German→English (De→En), English→French (En→Fr), and
French→English (Fr→En). To fairly compare with previous state-of-the-art results on these two
tasks, we report the case-sensitive tokenized BLEU scores calculated by the multi-bleu.perl script.
The English-German and English-French datasets consist of 4.5M and 36M sentence pairs, respec-
tively. The English, German and French monolingual corpora in our experiments come from the
WMT’14 translation tasks. We concatenate all the newscrawl07-13 data for English and German,
and newscrawl07-14 for French which result in 90M English sentences, 89M German sentences,
and 42M French sentences. We use a word piece model (Schuster & Nakajima, 2012) to split to-
kenized words into sub-word units. For English-German, we build a shared vocabulary of 32K
sub-words units. The validation set is newstest2013 and the test set is newstest2014. The vocabu-
lary for the English-French dataset is also jointly split into 44K sub-word units. The concatenation
of newstest2012 and newstest2013 is used as the validation set while newstest2014 is the test set.

Model and Hyperparameters We implement our approach on top of the Transformer
model (Vaswani et al., 2017) using the Lingvo toolkit (Shen et al., 2019). The Transformer models
follow the original network settings (Vaswani et al., 2017). In particular, the layer normalization
is employed after each residual connection rather than before each sub-layer. The dropout ratios
are all set to 0.1 for all the Transformer models except for the Transformer-big model on English-
German where 0.3 is used. We search the hyperparameters using the Transformer-base model on
English-German. In our method, the shuffling ratio p1 is set to 0.50. p2 is sampled from a Beta
distribution Beta(2, 6). The dropout ratio for A is 0.2. For decoding, we use a beam size of 4
and a length penalty of 0.6 for English-German and a beam size of 5 and a length penalty of 1.0
for English-French. We carry out our experiments on a cluster with 128 GPUs and update gradi-
ents synchronously. The model is optimized with Adam (Kingma & Ba, 2014) following the same
learning rate schedule used in (Vaswani et al., 2017), except for warmup steps which is set to 4000.

4.2 MAIN RESULTS

Table 2 shows results comparing our method with several baseline methods on the English-German
and English-French datasets across four translation directions. Ott et al. (2018) investigated how to
train a strong Transformer model at scale. Our reproduced Transformer model performs comparably
with their reported results. Cheng et al. (2019) improved NMT by introducing adversarial attack and
defense mechanisms in supervised learning. Nguyen et al. (2019) presented an effective method to
boost NMT performance by adopting multiple rounds of back-translated sentences. Both Zhu et al.
(2020) and Yang et al. (2019) incorporated the knowledge of pre-trained models into NMT models
by treating them as frozen input representations for NMT.

For English-German, our approach achieves significant improvements in both translation directions
over the standard Transformer model (up to +2.13 BLEU points on the English→German trans-
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Table 3: Results on F2-XEnDec + Back
Translation. English-German is based on the
Transformer-base model and English-French is
based on the Transformer-big model.

Methods En→De En→Fr

Transformer 28.70 43.37
Back Translation 31.38 35.90
Edunov et al. (2018) - 45.60

F2-XEnDec 30.46 45.15
+ Back Translation 32.41 46.01

Table 4: Results on artificial noisy inputs. “CS”:
code-switching noise. “DW”: drop-words noise.

Table 5: Effect of monolingual corpora sizes.

Methods Mono. Size En→De

F2-XEnDec

×0 28.70
×1 29.84
×3 30.36
×5 30.46
×10 30.22

Table 6: Finetuning vs. Joint Training.

Methods En→De

Transformer 28.70
+ Pretrain + Finetune 28.77

F2-XEnDec (Joint Training) 30.46
+ Pretrain + Finetune 29.70

lation). Even compared with the strongest baseline on English→German, our approach obtains a
+0.85 BLEU gain. More importantly, when we apply our approach to a significantly larger dataset,
English-French with 36M sentence pairs (vs. English-German with 4.5M sentence pairs), it still
yields consistent and notable improvements over the standard Transformer model. The gains over
the best baseline (Zhu et al., 2020) on the larger dataset extend to +1.37 BLEU points, which further
corroborates the superiority of our approach on resource-rich language pairs.

4.3 ANALYSES

Back Translation as a Noise Function One widely applicable method to leverage monolingual
data in NMT is back translation (Sennrich et al., 2016b). A straightforward way to incorporate back
translation into our approach is to treat back-translated corpora as parallel corpora. However, back
translation can also be regarded as a noise function n(·) in F2-XEnDec (shown in Fig. 1), which can
increase the noise diversity. As shown in Table 3, for English→German trained on Transformer-
base, our approach yields an additional +1.95 BLEU gain when using back translation to substitute
n(·) and also outperforms the back-translation baseline. When applied to the English-French dataset,
we achieve a new state of the art result over the best baseline (Edunov et al., 2018). This is interesting
because, consistent with what was found in previous works, e.g. (Caswell et al., 2019), the standard
back translation for English-French hurts the performance of Transformer. These results show that
our approach is complementary to the back-translation method and performs more robustly when
back-translated corpora are less informative.

Robustness to Noisy Inputs Following (Cheng et al., 2019), we validate the robustness of NMT
models by word perturbation. Specifically, we design two types of noise to perturb the clean dataset.
The first one is code-switching noise (CS) that randomly replaces words in the source sentences with
their corresponding target-language words. Alignment matrices are employed to find the target-
language words in the target sentences. The other one is drop-words noise (DW) that randomly
discards some words in the source sentences. Table 4 shows that our approach exhibits higher
robustness than the standard Transformer across all noise types and noise fractions. In particular,
our approach performs remarkably stable when exposed to the code-switching noise.

Effect of Monolingual Corpora Sizes Table 5 shows the impact of monolingual corpora sizes on
the performance for our approach. We find that our approach already yields improvements over the
baseline when using a monolingual corpus with size comparable to the bilingual corpus (1x). As we
increase the size of the monolingual corpus to 5x, we obtain the best performance with 30.46 BLEU
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scores. However, continuing to increase the data size fails to improve the performance any further,
and a bigger model with increased capacity might be needed which we leave for future work.

Finetuning vs. Joint Training To study the effect of pre-trained models on the Transformer model
and our approach, we use Equation 2 to pre-train an NMT model on the entire English and Ger-
man monolingual corpora. Then we finetune the pre-trained model on the parallel English-German
corpus. Models finetuned on pre-trained models usually perform better than models trained from
scratch at the early stage of training. However, this advantage gradually vanishes as training pro-
gresses (cf. Figure 4 in the Appendix). As shown in Table 6, Transformer with finetuning achieves
virtually identical results as a Transformer trained from scratch. Using the pre-trained model over
our approach impairs performance. We believe this to be caused by a discrepancy between the
pre-trained loss and our joint training loss.

Table 7: Ablation study on English-German.

Different Settings BLEU

Transformer 28.70

F2-XEnDec 30.46
without LF1 29.55
without LF2 29.21
without dropoutA and model predictions 29.87
without model predictions 30.24
the second XEnDec is replaced by Mixup 29.67
LS with XEnDec over parallel data 29.23

Ablation Study Table 7 studies the effect of
different components and verifies the design in
our approach.When LF1

is removed, we can-
not obtainA′ in Algorithm 1 which leads to the
failure of calculating LF2

. We design a prior
alignment matrix to handle this issue (cf. A.3).
We find that removing any component includ-
ing training techniques (such as dropout A and
using model predictions to substitute h(yi)) can
result in slightly lower performance. We also
tried using Mixup as proposed by Zhang et al.
(2018) to replace our second XEnDec but ob-
serve a large drop compared to F2-XEnDec. It
is worth noting that just applying XEnDec over
parallel data (last row) also achieves promising
results compared to the Transformer baseline.

5 RELATED WORK

The recent past has witnessed an increasing interest in the research community on leveraging pre-
training models to boost NMT model performance (Ramachandran et al., 2016; Lample & Conneau,
2019; Song et al., 2019; Lewis et al., 2019; Edunov et al., 2018; Zhu et al., 2020; Yang et al., 2019).
Most successes come from low-resource and zero-resource translation tasks. Zhu et al. (2020) and
Yang et al. (2019) achieve some promising results on resource-rich translations. They propose to
combine NMT model representations and frozen pre-trained representations under the common two-
stage framework. The bottleneck of these methods is that these two stages are decoupled and sep-
arately learned. Our method, on the other hand, jointly trains self-supervised and supervised NMT
models to close the gap between representations learned from either of them with an essential new
subtask, XEnDec. We also show that our method consistently outperforms previous approaches
across several translation benchmarks. Another line of research related to ours is mixing the pixels
in labeled image data (Zhang et al., 2018; Yun et al., 2019; Jiang et al., 2020) to enhance generaliza-
tion and robustness. Our XEnDec shares the commonality of combining example pairs. However,
XEnDec’s focus is on sequence-to-sequence learning for NLP with the aim of using self-supervised
learning to complement supervised learning in a joint training framework.

6 CONCLUSION

This paper has presented a joint training approach, F2-XEnDec, to combine self-supervised and su-
pervised learning in a single stage. The key part is a novel cross encoder-decoder which can be
used to “interbreed” monolingual and parallel sentences. Experiments on two resource-rich trans-
lation tasks, WMT’14 English-German and WMT’14 English-French, show that our joint training
performs favorably against two-stage training approaches and improves the NMT robustness against
input perturbations, particularly to code-switching noise. In the future, we plan to further examine
the effectiveness of our approach on larger-scale corpora. We also want to design more meaningful
noise functions for our approach.

9



Under review as a conference paper at ICLR 2021

REFERENCES

Dzmitry Bahdanau, KyungHyun Cho, and Yoshua Bengio. Neural machine translation by jointly
learning to align and translate. In International Conference on Learning Representations, 2015.

Yonatan Belinkov and Yonatan Bisk. Synthetic and natural noise both break neural machine trans-
lation. In International Conference on Learning Representations, 2018.

Isaac Caswell, Ciprian Chelba, and David Grangier. Tagged back-translation. arXiv preprint
arXiv:1906.06442, 2019.

Yong Cheng, Lu Jiang, and Wolfgang Macherey. Robust neural machine translation with doubly
adversarial inputs. In Association for Computational Linguistics, 2019.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. Bert: Pre-training of deep
bidirectional transformers for language understanding. In North American Chapter of the Associ-
ation for Computational Linguistics, 2019.

Sergey Edunov, Myle Ott, Michael Auli, and David Grangier. Understanding back-translation at
scale. In Empirical Methods in Natural Language Processing, 2018.

Sergey Edunov, Alexei Baevski, and Michael Auli. Pre-trained language model representations for
language generation. arXiv preprint arXiv:1903.09722, 2019.

Robert M French. Catastrophic forgetting in connectionist networks. Trends in cognitive sciences,
1999.

Sarthak Garg, Stephan Peitz, Udhyakumar Nallasamy, and Matthias Paulik. Jointly learning to align
and translate with transformer models. arXiv preprint arXiv:1909.02074, 2019.

Jonas Gehring, Michael Auli, David Grangier, Denis Yarats, and Yann N Dauphin. Convolutional
sequence to sequence learning. In International Conference on Machine Learning, 2017.

Lu Jiang, Di Huang, Mason Liu, and Weilong Yang. Beyond synthetic noise: Deep learning on
controlled noisy labels. In International Conference on Machine Learning, 2020.

Diederik P Kingma and Jimmy Ba. Adam: A method for stochastic optimization. arXiv preprint
arXiv:1412.6980, 2014.

Guillaume Lample and Alexis Conneau. Cross-lingual language model pretraining. arXiv, pp.
arXiv–1901, 2019.

Guillaume Lample, Alexis Conneau, Ludovic Denoyer, and Marc’Aurelio Ranzato. Unsupervised
machine translation using monolingual corpora only. arXiv preprint arXiv:1711.00043, 2017.

Mike Lewis, Yinhan Liu, Naman Goyal, Marjan Ghazvininejad, Abdelrahman Mohamed, Omer
Levy, Ves Stoyanov, and Luke Zettlemoyer. Bart: Denoising sequence-to-sequence pre-
training for natural language generation, translation, and comprehension. arXiv preprint
arXiv:1910.13461, 2019.

Xuan-Phi Nguyen, Shafiq Joty, Wu Kui, and Ai Ti Aw. Data diversification: An elegant strategy for
neural machine translation. arXiv preprint arXiv:1911.01986, 2019.

Franz Josef Och and Hermann Ney. The alignment template approach to statistical machine trans-
lation. Computational linguistics, 2004.

Myle Ott, Sergey Edunov, David Grangier, and Michael Auli. Scaling neural machine translation.
arXiv preprint arXiv:1806.00187, 2018.

Matthew Peters, Mark Neumann, Mohit Iyyer, Matt Gardner, Christopher Clark, Kenton Lee, and
Luke Zettlemoyer. Deep contextualized word representations. In North American Chapter of the
Association for Computational Linguistics, 2018.

Alec Radford, Karthik Narasimhan, Tim Salimans, and Ilya Sutskever. Improving language under-
standing by generative pre-training, 2018.

10



Under review as a conference paper at ICLR 2021

Prajit Ramachandran, Peter J Liu, and Quoc V Le. Unsupervised pretraining for sequence to se-
quence learning. arXiv preprint arXiv:1611.02683, 2016.

Rigomar Rieger, Arnd Michaelis, and Melvin M Green. Glossary of genetics and cytogenetics:
classical and molecular. Springer Science & Business Media, 2012.

Mike Schuster and Kaisuke Nakajima. Japanese and korean voice search. In 2012 IEEE Interna-
tional Conference on Acoustics, Speech and Signal Processing (ICASSP), 2012.

Rico Sennrich, Barry Haddow, and Alexandra Birch. Neural machine translation of rare words with
subword units. In Association for Computational Linguistics, 2016a.

Rico Sennrich, Barry Haddow, and Alexandra Birch. Improving nerual machine translation models
with monolingual data. In Association for Computational Linguistics, 2016b.

Jonathan Shen, Patrick Nguyen, Yonghui Wu, Zhifeng Chen, Mia X Chen, Ye Jia, Anjuli Kannan,
Tara Sainath, Yuan Cao, Chung-Cheng Chiu, et al. Lingvo: a modular and scalable framework
for sequence-to-sequence modeling. arXiv preprint arXiv:1902.08295, 2019.

Kaitao Song, Xu Tan, Tao Qin, Jianfeng Lu, and Tie-Yan Liu. Mass: Masked sequence to sequence
pre-training for language generation. In International Conference on Machine Learning, 2019.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N Gomez,
Łukasz Kaiser, and Illia Polosukhin. Attention is all you need. In Advances in Neural Infor-
mation Processing Systems, 2017.

Pascal Vincent, Hugo Larochelle, Yoshua Bengio, and Pierre-Antoine Manzagol. Extracting and
composing robust features with denoising autoencoders. In International Conference on Machine
Learning, 2008.

Jiacheng Yang, Mingxuan Wang, Hao Zhou, Chengqi Zhao, Yong Yu, Weinan Zhang, and Lei Li.
Towards making the most of bert in neural machine translation. arXiv preprint arXiv:1908.05672,
2019.

Sangdoo Yun, Dongyoon Han, Seong Joon Oh, Sanghyuk Chun, Junsuk Choe, and Youngjoon Yoo.
Cutmix: Regularization strategy to train strong classifiers with localizable features. In IEEE
International Conference on Computer Vision, 2019.

Hongyi Zhang, Moustapha Cisse, Yann N Dauphin, and David Lopez-Paz. mixup: Beyond empirical
risk minimization. In International Conference on Learning Representations, 2018.

Jinhua Zhu, Yingce Xia, Lijun Wu, Di He, Tao Qin, Wengang Zhou, Houqiang Li, and Tie-Yan Liu.
Incorporating bert into neural machine translation. arXiv preprint arXiv:2002.06823, 2020.

A APPENDIX

A.1 TRAINING EFFICIENCY

When training the vanilla Transformer model, each batch contains 4096 × 128 tokens of parallel
sentences on a 128 P100 GPUs cluster. The training speed is about 0.5 steps/sec on average. As
there are three losses included in our training objective ( Equation 4) and the input for each of them
are different, we evenly spread the GPU memory budget into these three types of data by letting
each batch include 2048 × 128 tokens. Thus the total batch size is 2048 × 128 × 3. The training
speed on it is about 0.3 steps/sec on average which is about 60% of the standard training speed. The
additional computation cost partly comes from implementing the noise function n(·) to construct
the corrupted y�, which actually can be reduced by caching noisy data in the data input pipeline.
Then the training speed can accelerate to about 0.4 steps/sec.
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Figure 4: Comparison of finetuning and training from scratch using Transformer and F2-XEnDec.
In both methods, pre-training leads to faster convergence but fails to improve the final performance
after the convergence. The comparison between the figures shows our joint training approach on
the left (the blue curve) significantly outperforms against the two-stage training on the right. Final
BLEU numbers are reported in Table 6.

A.2 TRAINING DETAILS

Data Pre-processing We mainly follows the pre-processing pipeline (https://github.com/
pytorch/fairseq/tree/master/examples/translation) which is also adopted
by Ott et al. (2018), Edunov et al. (2018) and Zhu et al. (2020), except for the sub-word tool.
To verify the consistency between the word piece model (Schuster & Nakajima, 2012) and the BPE
model (Sennrich et al., 2016a), we conduct a comparison experiment to train two standard Trans-
former models using the same data set processed by the word piece model and the BPE model re-
spectively. The BLEU difference between them is about±0.2, which suggests there is no significant
difference between them.

Batching Data Transformer groups training examples of similar lengths together with a varying
batch size for training efficiency (Vaswani et al., 2017). In our approach, when interpolating two
source sentences, xp and y�, it is better if the lengths of xp and y� are similar, which can reduce
the chance of wasting positions over padding tokens. To this end, in the first round, we search for
monolingual sentences with exactly the same length of the source sentence in a parallel sentence
pair. After the first traversal of the entire parallel data set, we relax the length difference to 1. This
process is repeated by relaxing the constraint until all the parallel data are paired with their own
monolingual data.

Applying Mixup In Table 7, we tried to substitute the basic operation XEndec with Mixup in
our approach. When applying Mixup on a pair of training data (x,y) and (x′,y′), Equa-
tion 5, Equation 6 and Equation 7 can be replaced by e(x̃i) = λe(xi) + (1 − λ)e(x′i),
e(z̃j) = λe(yj−1) + (1 − λ)e(y′j−1) and h(ỹj) = λh(yj) + (1 − λ)h(y′j), respectively. λ is
sampled from a Beta distribution. Then we can compute LF2 accordingly.

A.3 A PRIOR ALIGNMENT MATRIX

When LF1
is removed, we can not obtain A′ according to Algorithm 1 which leads to the failure

of calculating LF2
. Thus we propose a prior alignment to tackle this issue. For simplicity, we set

n(·) to be a copy function when doing the first XEnDec, which means that we just randomly mask
some words in the first round of XEnDec. In the second XEnDec, we want to combine (xp,yp) and
(y�,y). The alignment matrixA′ for (y�,y) is constructed as follows.

If a word yj in the target sentence y is picked in the source side which indicates y�j is picked and
mj = 0, its attention value A′ji if mi = 0 is assigned to p

‖1−m‖1 , otherwise it is assigned to 1−p
‖m‖1

if mi = 1. Conversely, If a word yj is not picked which indicates mj = 1, its attention value A′ji is
assigned to p

‖m‖1 if mi = 0, otherwise it is 1−p
‖1−m‖1 if mi = 1.
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