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Abstract

Despite advancements in on-topic dialogue001
systems, effectively managing topic shifts002
within dialogues remains a persistent chal-003
lenge, largely attributed to the limited avail-004
ability of training datasets. To address this is-005
sue, we propose Multi-Passage to Dialogue006
(MP2D), a data generation framework that007
automatically creates conversational question-008
answering datasets with natural topic transi-009
tions. By leveraging the relationships between010
entities in a knowledge graph, MP2D maps the011
flow of topics within a dialogue, effectively012
mirroring the dynamics of human conversa-013
tion. It retrieves relevant passages correspond-014
ing to the topics and transforms them into dia-015
logues through the passage-to-dialogue method.016
Through quantitative and qualitative experi-017
ments, we demonstrate MP2D’s efficacy in gen-018
erating dialogue with natural topic shifts. Fur-019
thermore, this study introduces a novel bench-020
mark for topic shift dialogues, TS-WikiDialog.021
Utilizing the dataset, we demonstrate that even022
Large Language Models (LLMs) struggle to023
handle topic shifts in dialogue effectively, and024
we showcase the performance improvements of025
models trained on datasets generated by MP2D026
across diverse topic shift dialogue tasks.027

1 Introduction028

Dialogue systems (Chen et al., 2017; Ni et al.,029

2023), designed to respond to inquiries or pro-030

vide relevant information, have gained consider-031

able attention in academia and industry. These032

systems show promise in various applications, in-033

cluding virtual assistants, customer service, and034

chatbots (King, 2023; Zeng et al., 2024; Liu et al.,035

2024). Nonetheless, while numerous studies have036

advanced the field of conversational systems within037

on-topic dialogue scenarios, significant challenges038

persist concerning dialogues encompassing topic039

shifts (Holtzman et al., 2019; Zhang et al., 2019;040

Xu et al., 2021).041

Soccer is a team sport played between 
two teams of 11 players each, ...

What is World Cup ?

International soccer competitions include 
the FIFA World Cup and ...

World Cup is a global sporting 
competition in which the ...

...

TOPIC SHIFT 

What is Soccer ?

KG

...
TOPIC SHIFT 

Then who is Lionel Messi, and which 
team is he currently playing for?

Lionel Messi is currently a soccer player 
playing for Inter Miami ...�...

Soccer World Cup Messi

Figure 1: An example of a topic shift dialogue. The
MP2D framework utilizes paths in a Knowledge Graph
(KG) to extract entities and facilitates natural topic tran-
sitions based on the relations between these entities.

Unlike human conversation, which can naturally 042

flow between topics and continue the discussion 043

seamlessly, current dialogue systems often strug- 044

gle to determine the appropriate timing for topic 045

shifts or to execute these shifts fluently (Xie et al., 046

2021). A major challenge in these tasks lies in the 047

scarcity of data. This issue is compounded by the 048

fact that creating all existing topic shift dialogue 049

datasets (Xu et al., 2021; Sevegnani et al., 2021) 050

involves a laborious and costly human annotation 051

process. 052

To address this challenge, we propose a novel 053

framework, Multi-Passage to Dialogue (MP2D), 054

specifically crafted for the automatic generation 055

of Conversational Question-Answering (ConvQA) 056

data featuring topic shifts. The framework lever- 057

ages the Passage-to-Dialogue (P2D) method (Dai 058

et al., 2022; Hwang et al., 2023) in ConvQA dataset 059
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generation, which entails generating relevant ques-060

tions by using the sentences within a passage as061

answers. Unlike existing methods that construct di-062

alogues from a single passage, our proposed frame-063

work integrates multiple passages to create dia-064

logues with topic shifts. To emulate the dynamic065

nature of real-world conversations, we employ a066

knowledge graph to identify paths connecting vari-067

ous entities and their relations, as shown in Figure 1.068

By retrieving passages using entities in the path as069

queries, the passages and the relation sentences be-070

tween entities form a multi-passage structure. This071

structure is then segmented into sentences, which072

directly serve as answers, and a question generator073

generates suitable questions to complete dialogues074

with natural topic transitions.075

We conduct experiments using various ques-076

tion generators to transform multi-passage into dia-077

logue, employing diverse reference-free dialogue078

metrics for automatic evaluation. The results indi-079

cate that the generated topic shift dialogue datasets080

demonstrate high quality when utilizing Large081

Language Models (LLMs) (Brown et al., 2020)082

as a question generator within MP2D. Moreover,083

through qualitative assessments conducted via hu-084

man and GPT-4 evaluation (Liu et al., 2023; Wang085

et al., 2023), we found that approximately 91% of086

the generated dialogues are deemed excellent in087

their handling of topic shifts.088

Furthermore, we introduce a novel topic shift089

dialogue benchmark, TS-WikiDialog, to evaluate090

LLMs in handling topic shift dialogue tasks and091

to broaden the application of datasets generated092

via MP2D. The benchmark is constructed by para-093

phrasing the MP2D-generated dialogue by LLMs094

and human annotators. In experiments utilizing095

the TS-WikiDialog, we initially verify that vari-096

ous LLMs struggle to effectively address problems097

related to topic segmentation (Purver, 2011), topic098

shift detection (Holz and Teresniak, 2010), and099

topic shift ConvQA (Xie et al., 2021). Furthermore,100

the T5-base model (Raffel et al., 2020), trained101

on the MP2D-generated dataset, exhibits signifi-102

cantly better performance in topic segmentation103

and topic shift detection tasks compared to base-104

line LLMs. This validates the MP2D framework105

as an effective dataset-creation approach for tack-106

ling topic shift challenges. Additionally, we demon-107

strate that utilizing finetuned models on MP2D-108

generated datasets for the topic shift detection task109

can enhance the performance of LLM responses in110

ConvQA, especially in topic shift turns.111

2 Related Works 112

2.1 Topic Shift Dialogue Systems 113

Topic shift dialogue refers to instances within multi- 114

turn dialogues where the focus of the conversa- 115

tion changes mid-discussion (Garcia and Joanette, 116

1997). Such transitions are a natural aspect of hu- 117

man interaction. According to Soni et al. (2021), 118

a change in topic happens every 12 conversational 119

turns. Particularly in ConvQA, which aims to pro- 120

vide information to users (Zaib et al., 2022), the 121

phenomenon of users changing topics is more com- 122

monly observed (Spink et al., 2002) and presents 123

a significant challenge (Zaib et al., 2023). Topic 124

transitions in ConvQA often occur because users 125

pose follow-up questions to explore new curiosities 126

that stem from previous answers. 127

Dialogue systems proficient in handling topic 128

shifts must effectively detect such transitions (Gal- 129

ley et al., 2003; Somasundaran et al., 2020) and 130

maintain the quality of their responses there- 131

after (Wang et al., 2021). However, current con- 132

versational systems struggle with this task (Holtz- 133

man et al., 2019; Xie et al., 2021). Despite the 134

data scarcity problem being a major challenge for 135

topic shift dialogue or ConvQA tasks, all exist- 136

ing frameworks for generating topic shift dialogue 137

datasets (Xie et al., 2021; Yang et al., 2022) in- 138

volve a process of human annotation. These meth- 139

ods have limitations: 1. They are prone to instabil- 140

ity due to the subjective criteria on the scope of 141

topics (Galley et al., 2003), and 2. they are labor- 142

intensive and time-consuming. To the best of our 143

knowledge, this study is the first to propose a frame- 144

work capable of automatically generating a Con- 145

vQA dataset with natural topic transitions. 146

2.2 Passage to Dialogue (P2D) 147

Recently, among various research efforts address- 148

ing the issue of data scarcity in ConvQA (Dalton 149

et al., 2020; Anantha et al., 2020; Kacupaj et al., 150

2021; Mulla and Gharpure, 2023), the Passage to 151

Dialogue (P2D) frameworks hold potential as they 152

enable the generation of dialogues from textual 153

sources without loss of information. These frame- 154

works segment passages into sentence units to func- 155

tion as "answers" and employ question generators 156

trained on task-specific objectives to generate cor- 157

responding "questions" for each "answer." Dai et al. 158

(2022) first proposed a P2D framework, employing 159

a question generator trained through a dialogue re- 160

construction task. Additionally, Hwang et al. (2023) 161
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Figure 2: An overview of the MP2D framework. In the knowledge graph, paths are identified and passages are
retrieved for entities within those paths. Then, the retrieved passages and their relations become the "answers", and
a LLM generates "questions" corresponding to each answer to create dialogues.

introduces supplementary tasks capable of learning162

sentence-level alignment, presenting a P2D frame-163

work that prioritizes contextual relevance.164

These methods can transform specialized pas-165

sages into dialogues without any loss of informa-166

tion, even without the participation of a domain167

expert. However, their application is limited to con-168

verting a single passage into a dialogue, lacking169

the capability to manage topic shifts or control170

the flow of the generated dialogues. This study in-171

troduces the first automatic framework designed172

to transform multi-passage content into dialogues173

with natural topic shifts.174

3 Multi-Passage to Dialogue (MP2D)175

The Multi-Passage to Dialogue (MP2D) framework176

represents a novel approach tailored to generating177

dialogues with topic shifts by incorporating mul-178

tiple textual passages. Through the utilization of179

a knowledge graph, MP2D extracts paths to es-180

tablish natural linkages among topics, facilitating181

smooth transitions within the dialogue. The frame-182

work retrieves passages by querying each entity183

within these paths, forming a multi-passage struc-184

ture by pairing these passages with sentences that185

describe the relationships between entities (§3.1).186

Subsequently, it segments the multi-passage into187

sentence-sized units to serve as answers. Leverag-188

ing the capability of LLMs to generate contextually189

appropriate questions for each answer, MP2D em-190

ploys LLMs as question generators in crafting dia-191

logues (§3.2). An automatic post-processing phase192

follows, resulting in dialogues that seamlessly tran- 193

sition between topics. Figure 2 provides an illustra- 194

tive overview of the proposed framework. 195

3.1 Find Path & Retrieve Passages 196

In our methodology’s initial phase, we navigate a 197

knowledge graph to establish connections among 198

diverse entities, determining discourse subjects. 199

We utilize the KELM dataset (Agarwal et al., 200

2020), structured around an entity-driven knowl- 201

edge graph. Within this graph, knowledge is ar- 202

ranged into triplets (S, r,O): a subject entity S 203

(e.g., "Leonardo da Vinci"), a relation r (e.g., 204

"painted"), and an object entity O (e.g., "Mona 205

Lisa"). The dataset additionally contains a rela- 206

tion sentence, denoted as R, which provides a de- 207

tailed narrative of the relationship between two 208

entities, offering more context than the simple 209

relation r. The MP2D framework leverages this 210

component to reconstruct the knowledge graph 211

K := (Si, Ri, Oi)
N
i=1 of N factual triplets. 212

The framework randomly selects a particular 213

(S,R,O∗) triplet, facilitating the connection of 214

more than two entities by identifying an (O∗, R,O) 215

where O∗ becomes the subject. This process is con- 216

ducted auto-regressively to construct the finite walk 217

ϕ, iterating until it reaches a point where no fur- 218

ther triplets exist for the last object to transition 219

into a subject. Consequently, the walk ϕ is rep- 220

resented as a path {S1, R1, O1 = S2, R2, O2 = 221

S3, ..., On}, and by merging subjects and objects 222

as entities denoted as e, the path is expressed as 223

ϕ = {e1, R1, e2, R2, ..., en}. 224
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For each entity ei identified along the path, us-225

ing it as a query qi results in the sequential re-226

trieval of passages pi, as described in Figure 2 (top-227

right). Each retrieved passage pi consists of mi228

sentences, denoted as pi = {s1, s2, ..., smi}. To229

prepare these passages for processing, we truncate230

each to a maximum length of ki sentences, result-231

ing in a truncated passage p†i = {s1, s2, ..., ski},232

where ki = min(mi, random(3, 6))(ki ≪ mi). Ul-233

timately, alongside the existing relation sentence234

R for a natural connection between the entities,235

a multi-passage MP = {p†1, R1, p
†
2, R2, ..., p

†
n} is236

constructed.237

The utilization of a knowledge graph in con-238

structing the dialogue flow provides several advan-239

tages. Primarily, knowledge graphs inherently en-240

capsulate relationships between various entities,241

offering a structured method for understanding242

the context surrounding each entity. In the MP2D243

framework, this facilitates the selection of topics244

that are not only pertinent to the ongoing dialogue245

but also interconnected in meaningful ways. This246

interconnectedness ensures that the dialogue flows247

logically from one topic to the next, mirroring248

natural human conversations where topics shift249

smoothly based on underlying relationships.250

Moreover, employing a knowledge graph for the251

automatic generation of dialogues confers the dis-252

tinct advantage of readily producing conversations253

that are current and up-to-date. As information254

evolves over time, manually updating dialogues255

can be challenging due to their inherently unstruc-256

tured nature. However, knowledge graphs are dy-257

namic entities that expand and adapt over time,258

with considerable research dedicated to enhancing259

them (Paulheim, 2017; Cohen et al., 2023). Since260

MP2D constructs dialogue flows using knowledge261

graphs, it becomes feasible to automatically gener-262

ate dialogues using the latest version of the knowl-263

edge graph, ensuring that the dialogues remain cur-264

rent and relevant to time-variant information.265

3.2 Generate Questions266

Using the retrieved multi-passage MP, a Passage-267

to-Dialogue (P2D) model is employed to auto-268

regressively generate questions for each sen-269

tence within the passage p†i = {s1, s2...ski} as270

an answer, thereby creating a per-passage dia-271

logue, as illustrated at the bottom of Figure 2.272

In essence, for a given input passage p†i , the273

output dialog from the P2D model is Di =274

{(q1, s1), (q2, s2), . . . , (qki , ski)}, where qj repre-275

sents the generated question based on the answer 276

sj . Subsequently, it naturally transitions to the sub- 277

sequent topic through Ri while seamlessly incor- 278

porating questions QRi
about Ri and repeats this 279

process iteratively. Ultimately, the multi-passage 280

MP = {p†1, R1, p
†
2, ..., p

†
n} is transformed into a di- 281

alogue that encapsulates natural topic shifts in the 282

form {D1, QR1 , R1, D2, ..., Dn}. 283

We employ an LLM as the question generator 284

for MP2D. This decision is based on observations 285

from comparing datasets generated by various P2D 286

models and LLMs, which indicate that LLMs may 287

generate questions for topic shift turns more effec- 288

tively. One possible approach to utilize LLMs as 289

question generators is performing a dialogue recon- 290

struction task by filling in [BLANK] without pro- 291

viding a specific prompt. However, this approach 292

does not ensure the generation of contextually rel- 293

evant questions for topic shift turns or subsequent 294

topics. We often find that, despite the answer for the 295

topic-shift turn including information about a new 296

topic, the generated questions still pertain to the 297

previous topic without recognizing the shift (§7). 298

Therefore, during the question-generation process, 299

an additional instruction indicating a change in 300

topic is provided in topic shift turns; "Note that the 301

conversation topic has shifted to [next_topic] from 302

[current_topic]. Detailed information, including 303

the prompt for question generation and the post- 304

processing steps, can be found in Appendix C. 305

4 Evaluating the MP2D Framework 306

In this section, we empirically demonstrate that 307

the MP2D framework is capable of automati- 308

cally generating high-quality dialogue with smooth 309

topic shifts, both quantitatively (§4.1) and qual- 310

itatively (§4.2). First, we employ existing P2D 311

methods and the LLM as question generators to 312

compare these approaches using various reference- 313

free dialogue metrics. Within the MP2D frame- 314

work’s passage retrieval component, we employ the 315

Wikipedia dataset to generate 10,000 multi-turn di- 316

alogues, subsequently evaluating their quality. Fur- 317

thermore, absolute evaluations are conducted using 318

various criteria to illustrate that the generated topic 319

shift dialogues exhibit a natural transition of topics. 320

4.1 Automatic Evaluation 321

Passage to Dialogue Methods We conduct ex- 322

periments to compare Dialog Inpainter (Dai et al., 323

2022), Dialogizer (Hwang et al., 2023), and the 324
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USR-DR (c) USR-DR (f ) GPT2 QRelScoreLRM QRelScoreGRG RQUGE

Single Passage

Dialog Inpainter (Dai et al., 2022) 0.9615 0.7227 0.5125 0.4887 0.4808 3.1255

Dialogizer (Hwang et al., 2023) 0.9641 0.7883 0.5386 0.5044 0.4852 3.2511

GPT-3.5 0.9856 0.8960 0.5739 0.5369 0.5305 3.2923

Multiple Passages

Dialog Inpainter (Dai et al., 2022) 0.9389 0.7160 0.4972 0.4874 0.4732 2.9156

Dialogizer (Hwang et al., 2023) 0.9474 0.7738 0.5034 0.5098 0.4748 2.9363

GPT-3.5 (MP2D) 0.9873 0.9199 0.5746 0.5366 0.5437 3.1034

Table 1: Automatic evaluation results obtained by assessing the generated dialogues using reference-free metrics.

LLM as question generators. To ensure a fair com-325

parison, we implement Dialog Inpainter and Di-326

alogizer to align with the specific framework re-327

quirements. Both models utilize T5-base (Raffel328

et al., 2020) as their backbone and are trained with329

four datasets: Task Masker (Byrne et al., 2019),330

Daily Dialog (Li et al., 2017), OR-QUAC (Qu331

et al., 2020), and QReCC (Anantha et al., 2020).332

For LLM, we employ GPT-3.5 and integrate the333

instructions for topic shift turns to generate ques-334

tions.335

First, we conduct a basic comparison of the ques-336

tion generation performance for single passages by337

applying these three question generators to ran-338

domly retrieved passages from Wikipedia. Addi-339

tionally, we compare the three models by employ-340

ing them to transform the multi-passage content341

into dialogues.342

Evaluation Metrics Given the one-to-many na-343

ture of dialogue systems (Zhao et al., 2017),344

reference-free metrics are acknowledged for their345

stronger correlation with human judgment com-346

pared to reference-based generation metrics (Gupta347

et al., 2019; Zhang et al., 2021) when assessing348

dialogue quality. Furthermore, as MP2D functions349

as a data generation framework, we utilize vari-350

ous reference-free metrics to evaluate multiple as-351

pects of dialogue and ConvQA to assess the per-352

formance of MP2D quantitatively. Primarily, USR-353

DR (Mehri and Eskenazi, 2020) is a reference-free354

dialogue metric for evaluating dialogues on context355

maintenance, interest, and knowledge utilization.356

We utilize USR-DR(c), a metric that evaluates dia-357

logues based on history and facts as inputs, along358

with USR-DR(f), which assesses dialogues using359

fact information or context as inputs. Additionally,360

GPT-2 based metric (Pang et al., 2020) evaluates361

dialogs to assess the coherence between utterances.362

Furthermore, RQUGE (Mohammadshahi et al.,363

2022) assesses question answerability given the364

context, while QRelScore (Wang et al., 2022) eval- 365

uates context-aware question generation without 366

extra training or human supervision. QRelScore is 367

divided into QRelScoreLRM, which evaluates com- 368

plex reasoning through word-level similarity analy- 369

sis, and QRelScoreGRG, assessing factual accuracy 370

by examining the confidence in generating contex- 371

tually relevant content. 372

Results Table 1 compares three question genera- 373

tion methods in single- and multi-passage settings. 374

In the single passage setting, we aim to evaluate the 375

performance of question generators within a basic 376

single passage context by randomly selecting an 377

entity without the assistance of knowledge graph 378

pathways for passage retrieval. The results indicate 379

that using GPT-3.5 for question generation outper- 380

forms both Dialog Inpainter and Dialogizer across 381

all metrics. 382

Moving to the multi-passage setting, which in- 383

troduces additional complexity due to the need to 384

manage topic transitions and generate responses 385

that effectively bridge these shifts, GPT-3.5 con- 386

sistently exhibits superior performance. Metrics 387

assessing the dialogue’s overall context or the rel- 388

evance of question-answer (QA) pairs indicate a 389

performance decline in finetuned models relative 390

to the single-passage setting. Conversely, GPT-3.5- 391

generated datasets maintain high performance even 392

in multi-passage settings, suggesting its robust- 393

ness in handling more complex question-generation 394

tasks. However, in the case of the RQUGE, which 395

measures the contextual relevance between the 396

given passage and target QA pair, there is a de- 397

cline in all methods when applied to multi-passage 398

contexts. This reduction is attributed to the broader 399

range of topics covered by multi-passage content as 400

opposed to single-passage content, which leads to 401

a lower relevancy score between the multi-passage 402

content and an individual QA pair. 403

In summary, when creating dialogues from multi- 404
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Human GPT-4

Topic shift timing
95.67% 93%

Is the timing of topic-shifts is natural?

Topic shift fluency
87.67% 88%

Does the topic shifts occur smoothly?

Overall quality
84.33% 89%

Is the overall quality of the dialog is good?

Toxicity
0% 0%

Does the whole text has any potential risk?

Table 2: The human and GPT-4 evaluation results.

passage content, LLM proves to be more effective405

as a question generator than task-specific finetuned406

models. Furthermore, MP2D demonstrates a robust407

ability to generate dialogues of comparable qual-408

ity to those created from a single passage while409

incorporating topic shifts within the dialogue.410

4.2 Human & GPT-4 Evaluation411

To qualitatively assess the quality of topic shift dia-412

logue data generated by MP2D, we employ human413

and GPT-4 (OpenAI, 2023) as evaluators. GPT-3.5414

serves as the question generator for MP2D, and415

from the previously generated 10,000 dialogues,416

we randomly select 100 sample dialogues to form417

the evaluation dataset. The evaluation focuses on418

three criteria: the timing of the topic shift, the natu-419

ralness of the topic shift, and the overall quality of420

the dialogue.421

Table 2 presents the human evaluation results,422

indicating that over 95.6% of the MP2D-generated423

topic shift dataset exhibits timely topic shifts, with424

more than 87.6% of the dialogues demonstrating425

smooth topic transitions, and over 84.3% rated as426

excellent in overall quality. Moreover, experimen-427

tal results using GPT-4 as an evaluator (Liu et al.,428

2023; Gilardi et al., 2023) reflect a similar trend429

to that of the human evaluation. An analysis of di-430

alogues rated with unnatural topic shifts reveals431

that such instances often arise from abrupt transi-432

tions between entities at different levels of speci-433

ficity within the knowledge graph. A comprehen-434

sive case study on this observation is provided in435

Section 7. Beyond the primary evaluation criteria,436

we also screen the evaluation dataset for toxicity437

and confirm the absence of toxic content in any438

dialogues. More detailed information, including439

inter-annotator agreement, compensation details,440

instructions, and prompts, can be found in Appen-441

dices E and F.442

tTS -2

W/ Topic Shift Detection Module
W/O Topic Shift Detection Module0.35

0.30

0.25

0.20

0.15

Avg.
w/o tTS

tTS -1 tTS tTS +1 tTS +2

Avg.
w/o tTS

tTS

tTS

Figure 3: Results of the ConvQA response generation
performance of GPT-3.5. Each score represents the
BLEU-4 score, where tTS denotes a topic shift turn.

5 Topic Shift Dialogue Benchmark 443

5.1 TS-WikiDialog 444

We introduce TS-WikiDialog, a benchmark de- 445

signed to evaluate LLMs on topic shift tasks and to 446

illustrate the usefulness of MP2D. The data gener- 447

ated by the P2D methods cannot be directly utilized 448

for tasks such as ConvQA response generation be- 449

cause each answer sequentially spans across the 450

passage. Therefore, to adapt the benchmark to the 451

ConvQA response generation task, we paraphrase 452

the answers in the MP2D-generated dialogues ac- 453

cordingly. The paraphrasing process involves pro- 454

viding GPT-4 with the dialogue history and target 455

answer for paraphrasing, followed by manual ad- 456

justments by humans to ensure the context is natu- 457

rally preserved. Furthermore, the few instances of 458

unnatural topic flow present in the automatically 459

generated data are filtered or revised to ensure a 460

more natural progression. TS-WikiDialog encom- 461

passes 1,000 multi-turn dialogues, totaling 15,892 462

turns. Each dialogue covers approximately 2.136 463

topics, and more detailed statistical analysis can be 464

observed in Appendix A. 465

5.2 The Struggle of LLM in Topic Shift turns 466

Using TS-WikiDialog, we assess how well the 467

LLM maintains its response generation quality 468

in the face of topic transitions. For the ConvQA 469

response generation experiment, we set multi- 470

passage content, dialogue history, and the target 471

question as the input for the GPT-3.5 and evaluate 472

the answers generated by the model. The results 473

can be observed in Figure 3 (blue line), where each 474

score represents the BLEU-4 score (Papineni et al., 475

2002) between the candidate answer and the ref- 476

erence. We observe a decrease in the performance 477

of GPT-3.5 in topic shift turns (tTS ), emphasizing 478

that even LLMs face challenges in managing topic 479

transitions. 480
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F1 P R EM
Zero-shot (w/o In-Context Learning)

GPT-3.5 (175B) 0.303 0.548 0.227 0.000

GPT-4 (>175B) 0.498 0.827 0.448 0.000

Few-shot (w/ In-Context Learning)

GPT-3.5 (175B) 0.524 0.826 0.487 0.000

GPT-4 (>175B) 0.524 0.841 0.503 0.000

MP2D Random-shift

T5-base (220M) 0.867 0.921 0.873 0.385

FLAN-T5-base (220M) 0.879 0.928 0.887 0.441

MP2D Knowledge-Graph (Ours)
T5-base (220M) 0.970 0.987 0.973 0.908

FLAN-T5-base (220M) 0.970 0.988 0.975 0.913

Table 3: The results of Topic Segmentation Task

6 Applications481

To illustrate the efficacy of MP2D, we evaluate482

the performance of models trained on datasets pro-483

duced by the MP2D framework in two topic shift484

tasks: topic segmentation and topic shift detection.485

Since MP2D is the first framework for automati-486

cally generating topic shift ConvQA data, we ex-487

periment with baseline models that include zero-488

shot and few-shot settings of LLMs, as well as489

models trained on dialogues constructed from ran-490

domly selected topics without the use of knowl-491

edge graphs (MP2D Random-shift). Our analysis492

aims to validate that the MP2D framework is an493

effective data generation tool, producing datasets494

that enable models to achieve high performance495

on diverse topic shift tasks. We generate 10,000496

dialogues using the MP2D framework for training497

purposes and employ TS-WikiDialog as the test set,498

ensuring there is no overlap in topics or retrieved499

passages between the training and test sets. Further500

details, including the prompts for each task, can be501

found in Appendix G.502

6.1 Topic Segmentation503

The objective of topic segmentation is to parti-504

tion the given dialogue into segments based on505

the topics being discussed (Arguello and Rosé,506

2006). Given a dialogue D composed of utterances507

{u1, u2, ..., un}, where ui represents an utterance,508

the model’s output would be a sequence of seg-509

ment labels, for example, {0, 0, 1, 1, ..., 2}, with510

each numeral indicating a distinct topic segment.511

The topic segmentation task has the potential to en-512

hance the performance of tasks such as information513

retrieval and dialogue summarization by facilitat-514

ing the identification of topic boundaries within a515

conversation (Lin et al., 2023a; Gao et al., 2023).516

Acc. F1 P R EM
(per turns)

Zero-shot (w/o In-Context Learning)

GPT-3.5 (175B) 0.720 0.701 0.751 0.719 0.000

GPT-4 (>175B) 0.254 0.222 0.826 0.277 0.000

Few-shot (w/ In-Context Learning)

GPT-3.5 (175B) 0.757 0.713 0.784 0.741 0.000

GPT-4 (>175B) 0.275 0.246 0.780 0.283 0.000

MP2D Random-shift

T5-base (220M) 0.825 0.739 0.843 0.809 0.016

FLAN-T5-base (220M) 0.824 0.741 0.841 0.808 0.035

MP2D Knowledge-Graph (Ours)

T5-base (220M) 0.841 0.803 0.885 0.834 0.225

FLAN-T5-base (220M) 0.841 0.792 0.873 0.833 0.205

Table 4: The results of Topic Shift Detection Task

We measure the F1, Precision (P), Recall (R), 517

Exact Match (EM). EM is required to delineate top- 518

ics across all utterances within a dialogue precisely. 519

GPT-3.5 (175B) and GPT-4 (>175B) exhibit poor 520

performance in all metrics for both zero-shot and 521

few-shot settings, as shown in Table 3. Notably, 522

they fail to achieve an Exact Match (EM) in all dia- 523

logues, demonstrating the considerable challenge 524

of identifying topics within dialogues. In contrast, 525

T5 and Flan-T5 models (220M), when finetuned 526

on MP2D-generated datasets, exhibit superior per- 527

formance across all metrics. Furthermore, mod- 528

els trained on Knowledge-graph outperform those 529

trained on Random-shift, proving the effectiveness 530

of our proposed method that leverages knowledge 531

graphs in generating natural topic shifts. 532

6.2 Topic Shift Detection 533

Topic Shift Detection is the task of detecting topic 534

transitions of a conversation in real-time (Lin et al., 535

2023b). This task is crucial for real-time dialogue 536

systems, empowering them to adapt dynamically to 537

the evolving conversation, thereby facilitating rel- 538

evant responses based on the detected topic shifts. 539

As the dialogue progresses with each sequential 540

utterance, the objective is to identify whether a 541

target utterance continues the current topic or ini- 542

tiates a new one. For instance, with the sequence 543

{u1, u2, ..., ui}, the system outputs ‘1’ if the last 544

utterance ui introduces a shift in topic; otherwise, 545

it produces a ‘0’ if ui continues the current topic. 546

Table 4 presents results consistent with those dis- 547

cussed in Section 6.1, demonstrating that models 548

finetuned on MP2D-generated datasets uniformly 549

surpass the baselines in all metrics. LLMs fail in 550

all cases for EM and show a similar trend in ac- 551

curacy per turn, which evaluates the correctness 552

of detecting a topic shift at each utterance turn. 553
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Q: What was Lekain’s education and how did it contribute to his early career as an actor?
A: He was educated at the Collège Mazarin, and joined an amateur company of players against which

the Comédie-Française obtained an injunction.
Case 1 Q: Was there no student of Lekain?

A: Larive was a student of Lekain.
Q: What can you tell me about Larive?
A: Jean Mauduit, stage name Larive or de La Rive was a French actor.
Q: What is the geological age of Rhacheosaurus?
A: The genus Rhacheosaurus is a fossil taxon, belonging to the Metriorhynchidae family.

Case 2
✗ Q: What is the geographic distribution of Rhacheosaurus?
✓ Q: What is Metriorhynchidae, and during which geological periods and in which regions did it exist?

A: Metriorhynchidae is an extinct family of specialized, aquatic metriorhynchoid crocodyliforms from
the Middle Jurassic to the Early Cretaceous period of Europe, North America and South America.

Q: When was the Malcolm Group founded?
A: Malcolm Group, a logistics business founded in 1960, is located in Linwood, Renfrewshire.

Case 3 Q: What is the definition of logistics?
A: Logistics is the part of supply chain management that deals with the efficient forward and reverse

flow of goods, services, and related information from the point of origin to ...

Table 5: Case Study. Case 1: A successful example. Case 2: An example of inaccurate question generation from
lacking additional instruction in a topic shift turn. The question marked in red is generated without the instruction.
Case 3: An example that might seem unnatural due to an abrupt change from specific to general topics.

Notably, GPT-4 exhibits significantly lower results554

compared to GPT-3.5 due to its sensitivity to topic555

changes and more detailed breakdown of topics.556

6.3 Enhancing LLM in Topic Shift turns557

We enhance the ConvQA response generation per-558

formance of LLMs, specifically at topic shift turns,559

by integrating the topic shift detection module. The560

finetuned Flan-T5 model is utilized as the detec-561

tion module, which is trained on MP2D-generated562

data for topic shift detection tasks. Prior to feeding563

multi-passage content, dialogue history, and the tar-564

get question into the LLM, they undergo processing565

through a topic shift detection model to ascertain if566

a topic shift has occurred in the current turn. This567

data is then integrated into the input for the LLM.568

Essentially, the LLM receives additional informa-569

tion regarding topic shifts to aid in generating the570

subsequent response. As depicted in Figure 3 (red571

line), the experimental findings validate that this572

information enhances the response generation per-573

formance at topic shift turns. Through this analysis,574

we illustrate the capability to enhance the perfor-575

mance of the LLM in handling topic shifts by utiliz-576

ing data generated by MP2D without necessitating577

direct LLM training.578

7 Case Study579

We present examples drawn from the MP2D-580

generated topic shift dialogues in Table 5. Case581

1 demonstrates a dialogue with a natural flow of the582

topic, and most dialogues generated by the MP2D583

framework include such topic transitions. Case 2,584

described in Section 3.2, demonstrates that convert-585

ing multi-passage content to ConvQA with GPT- 586

3.5 without clear instructions at topic shift turns 587

leads to incorrect question generation. The question 588

marked in red represents the question generated 589

in a setting without instructions, illustrating that 590

despite the topic shifting from Rhacheosaurus to 591

Metriorhynchidae and the subsequent answer dis- 592

cussing the changed topic, it erroneously generates 593

questions about Rhacheosaurus. The question pre- 594

sented below the red-marked question is generated 595

using the MP2D framework, successfully creating 596

a question relevant to the changed topic. Case 3 is 597

an example of a dialogue flow that presents chal- 598

lenges, as cited in Section 4.2. The text transitions 599

from discussing the Malcolm Group to logistics. Al- 600

though there is a relationship between the two, the 601

abrupt shift from a specific topic to a more general 602

one might be considered unnatural. Controlling the 603

relationship between such entities during the path 604

construction process presents a promising avenue 605

for future work. 606

8 Conclusion 607

In this work, we address the data scarcity issue 608

in topic shift dialogues by proposing a framework 609

that automatically generates dialogues with natu- 610

ral topic transitions. Our MP2D methodology uti- 611

lizes the flow of relationships between entities in a 612

knowledge graph to structure the dialogue flow and 613

converts multi-passage content into a ConvQA for- 614

mat. Experimentally, we demonstrate that MP2D- 615

generated topic shift dialogues are of high quality 616

and prove their value as a training dataset for vari- 617

ous topic shift dialogue tasks. 618
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Limitations619

This study employs an LLM as the question gen-620

erator within the multi-passage to dialogue frame-621

work, opting for its superior performance over the622

finetuned T5 models. However, when employed623

as a question generator, a performance-efficiency624

trade-off exists between T5 and LLMs; while T5625

may exhibit slightly lower performance, it incurs626

less cost (Patterson et al., 2021). Given that MP2D627

serves as a dataset generation framework, the in-628

ference cost can influence the size of the gener-629

ated dataset. Therefore, when utilizing MP2D for630

dataset creation, it is crucial to make a context-631

appropriate judgment regarding the trade-off be-632

tween quality and data size, allowing for selecting633

either a finetuned model or an LLM as the question634

generator.635

The second limitation arises from the costs as-636

sociated with LLMs (Musser, 2023), leading to637

the inability to employ GPT-4 in certain experi-638

ments due to financial constraints. For instance,639

when generating 10,000 dialogues in Section 4.1,640

we used GPT-3.5 instead of GPT-4. It remains an641

open question whether employing GPT-4 to gen-642

erate the dialogues could have resulted in higher643

performance for topic shift tasks.644

Additionally, this study did not tackle the chal-645

lenge of disambiguating entities in a knowledge646

graph, such as distinguishing between "Python,"647

the programming language, and "Python," the648

snake on Wikipedia (Chen et al., 2021). In address-649

ing the existence of multiple links for a single entity,650

our approach simply disambiguates by utilizing the651

first page returned in search results. Even though652

we observed only a small fraction of entities (ap-653

proximately 1.34%) exhibit such ambiguity, con-654

trolling the path to create more contextual topic655

shifts or to establish personalized topic flows repre-656

sents a promising direction for future work.657

Ethics Statement658

In Section 4.2, we verify through crowd workers659

that the generated datasets are free of any potential660

ethical concerns. Such concerns include offensive,661

sexist, or racist remarks, toxic language, or any662

depictions of sexual behavior. The crowd workers663

received fair compensation for their evaluation of664

the dataset. A comprehensive description, the in-665

terface used for collecting human evaluations, and666

detailed information regarding compensation are667

provided in Appendix E.668

Furthermore, we employ LLMs from the offi- 669

cial website of OpenAI*. All models and datasets 670

utilized in our research are sourced from publicly 671

available websites or GitHub repositories. 672
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A Generated Datasets Statistics923

Section 4 Section 5

# of dialogues 10,000 1,000

# of turns 156,856 15,892

Average # of topics 2.137 2.136

Average tokens per dialogue 22.50 23.26

# of unique tokens 25,546 15,938

Table 6: The statistics of the generated datasets in Sec-
tions 4 and 5.

The statistics for the multi-passage to dialogue924

datasets generated for automatic evaluation (Sec-925

tion 4) and TS-WikiDialog (Section 5) can be ob-926

served in Table 6.927

B Reproducibility checklists928

B.1 Dataset and Source code929

Our experiment source code and configuration de-930

tails are included as supplementary materials. The931

datasets produced and the complete codes, includ-932

ing weight parameters, will be made available to933

the public.934

B.2 Computing Resources935

For the experiments, Xeon 4210R (2.40 GHz) with936

RTX A6000 is employed. Four GPUs are utilized937

for the experimental setup. All codes are imple-938

mented on Python 3.7.13 and PyTorch 1.10.1.939

B.3 Versions of the LLMs940

The GPT-3.5 version utilized for MP2D framework,941

topic segmentation, and topic shift detection is gpt-942

3.5-turbo-0613. Moreover, the GPT-4 version em-943

ployed for GPT-4 evaluation, ConvQA response944

generation, topic segmentation, and topic shift de-945

tection is gpt-4-0613.946

C Details of MP2D Implementation947

In the question generation process of the MP2D948

framework, the prompts used when employing949

GPT-3.5 as the question generator are provided950

in Table 7.951

The topic shift dialog created through the MP2D952

framework undergoes a simple post-processing953

step. Since questions are generated to fill in the954

[BLANK] in "A: [BLANK]," a few samples are955

produced with "A: " prefixed to the question, which956

was then removed through a rule-based approach.957

D Details of P2D models Implementation 958

In implementing the passage to dialogue meth- 959

ods(Dialog Inpainter and Dialogizer), we funda- 960

mentally adhere to the best-performing hyperpa- 961

rameters as proposed in their respective research 962

for a fair comparison. The T5-base model† serves 963

as the backbone for both models. To ensure the 964

robustness of our findings, we conduct all exper- 965

iments using three different seed numbers. Both 966

models are trained with a batch size of 8 and a 967

gradient accumulation step size of 8. 968

E Human Evaluation 969

The recruitment process for five crowd workers for 970

Sections 4.2 and 5.1 was conducted through the 971

university’s online community, targeting individu- 972

als proficient in English. The crowd workers were 973

provided with detailed task descriptions, evaluation 974

guidelines, and illustrative examples, as depicted in 975

Figures 4 and 5. Additionally, they were informed 976

that the evaluation was intended for academic re- 977

search purposes. After completing a sample eval- 978

uation and assessing the required time, the crowd 979

workers were compensated fairly, ensuring a mini- 980

mum hourly wage of $12 or more, as determined 981

by the coworkers. 982

Inter-Annotator Agreement We evaluate the 983

Inter-Annotator Agreement (IAA) among three 984

crowd workers for human evaluation in Section 4.2, 985

reporting the Cohen’s kappa score (Cohen, 1960). 986

The interpretation of these scores follows the 987

guidelines (Landis and Koch, 1977), classifying 988

them as substantial. 989

990

Cohen’s kappa values are as follows: 991

992

A1-A2 Cohen’s kappa score: 0.7039 (Substantial) 993

A1-A3 Cohen’s kappa score: 0.6541 (Substantial) 994

A2-A3 Cohen’s kappa score: 0.6592 (Substantial) 995

Average Cohen’s kappa score: 0.6724 996

(A1,A2, and A3 stand for Annotator1, Annotator2, 997

and Annotator3) 998

F GPT-4 Evaluation 999

The template and prompt for GPT-4 evaluation in 1000

Section 4.2 are based on (Liu et al., 2023), and the 1001

sample prompt can be found in Table 8. 1002

†https://huggingface.co/t5-base
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G Topic Shift Dialogue Tasks Details1003

We present the experimental details of finetuning1004

the T5 and Flan-T5 models for topic segmenta-1005

tion and topic shift detection tasks in Section 6.1006

Both models have approximately 220M parame-1007

ters. They are trained with a batch size of 8, us-1008

ing a gradient accumulation step size of 8. We1009

utilize AdamW (Loshchilov and Hutter, 2017)1010

as optimizer with β1 = 0.9, β2 = 0.999, ϵ =1011

1e − 8. The max gradient norm for gradient clip-1012

ping is set to 1.0. To determine the most effec-1013

tive model configuration, we conduct experiments1014

with various combinations of hyper-parameters1015

across three epochs: per_gpu_batch_size : (1, 2),1016

initial_learning_rate : (1e− 4, 5e− 5, 2e− 5),1017

warmup_step : (0, 500). We repeat the experi-1018

ment for three different seed numbers and report1019

the mean values.1020

The prompts used for evaluating the capability of1021

LLMs in handling topic shift tasks can be observed1022

in Table 9 (Topic Segmentation Task) and Table 101023

(Topic Shift Detection).1024

H Generated Topic shift Dialogue1025

Examples1026

Examples of topic shift dialogues generated by1027

the MP2D framework can be found in Tables 111028

and 12.1029
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You are an automatic assistant that generates appropriate question based on the predefined
answer. Generate a single question that is most suitable for the given dialogue history and target
answer. Please fill in only [BLANK] in the next dialogue.
Note that the conversation topic has changed into {next_topic} from {current_topic}.

START
A: {question 1}
B: {answer 1}
...
A: [BLANK]
B: {answer t}
END

Table 7: The template of the prompt used for question generation process in MP2D. The instructions marked in red
are included exclusively in topic shift turns.

14



Figure 4: Interface of human evaluation. (1/2)
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Figure 5: Interface of human evaluation. (2/2)
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You will be given a multi-turn conversational question answering dialog, and
your task is to evaluate the quality of the given dialog based on four criteria.
The descriptions for each criterion are as follows.

1. Naturalness of topic-shift timing: whether the timing of topic-shifts is natural
2. Naturalness of topic-shift dialog turns: whether the topic shifts occur smoothly
3. Overall Quality: whether the overall quality of the dialog is good or not
4. Toxicity: whether the dialog contains any potential risk
Potential risk means: 1. offensive, sexist, or racist comments, 2. toxic words, 3. sexual behavior.)

• Question:
• Answer:
• Question:
• Answer:
...

Is the timing of topic-shifts natural?
options: [YES, NO]
Does the topic shifts occur smoothly?
options: [YES, NO]
Is the overall quality of the dialog good?
options: [YES, NO]
Does the whole text (passage, questions, answer) has any potential risk?
options: [YES, NO]

Table 8: The template of the prompt used for GPT-4 evaluation.
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You are performing automatic assistant topic segmentation. In the context of a dialogue,
the topic segmentation task involves segmenting the dialogue based on the points where
topic shifts occur. In the provided dialogue below, identify the sections where topic shifts
occur. Output the indices where the topics change, separated by spaces.

START
1 A:

B:
2 A:

B:
3 A:

B:
...
END

Table 9: The template of the prompt used for topic segmentation task.

You are engaging in the task of automatic assistant topic shift detection. Dialogue topic shift
detection refers to the task of detecting a shift in the topic when given a dialogue context
and a new response. In the provided dialogue below, determine whether a topic shift has
occurred. If a topic shift has occurred, output 0; if there has been no topic shift, output 1.

Dialog Context START
A:
B:
A:
B:
...
Dialog Context END

New response START
A:
New response END

Table 10: The template of the prompt used for topic shift detection task.
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Q: Who is Benjamin Gibbard?

A: Benjamin Gibbard is an American singer, songwriter and guitarist.

Q: What are some of Benjamin Gibbard’s notable accomplishments?

A: He is best known as the lead vocalist and guitarist of the indie rock band Death Cab for Cutie,

with whom he has recorded ten studio albums, and as a member of the supergroup The Postal Service.

Q: Did Benjamin Gibbard release any solo albums?

A: Gibbard released his debut solo album, Former Lives, in 2012, and a collaborative studio album,

One Fast Move or I’m Gone with Jay Farrar.

Q: Where was Benjamin Gibbard born?

A: Gibbard was born to Allen and Margaret Gibbard in Bremerton, Washington.

Q: Who is Benjamin Gibbard’s wife?

A: Zooey Deschanel, who was married to Ben Gibbard from September 19th 2009 until December 12th 2012,

is his wife.

Q: What is Zooey Deschanel known for?
A: Zooey Claire Deschanel is an American actress and musician.

Q: What are some notable roles in films that Zooey Deschanel has played?

A: She made her film debut in Mumford and had a supporting role in Cameron Crowe’s film Almost Famous.

Table 11: First example of a topic shift dialogue generated by MP2D. The topic changes from Ben Gibbard to Zooey
Deschanel, as highlighted in the bold question.
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Q: What is VeraCrypt?

A: VeraCrypt is a free and open-source utility for on-the-fly encryption .

Q: What are the features of VeraCrypt?

A: The software can create a virtual encrypted disk that works just like a regular disk but within a file.

Q: What is the purpose of pre-boot authentication in VeraCrypt?

A: It can also encrypt a partition or the entire storage device with pre-boot authentication.

Q: What platforms is VeraCrypt available on?

A: VeraCrypt is a free software on the fly encryption software that was created in 2012 for Microsoft

Windows and macOS.

Q: What is macOS?
A: MacOS, originally Mac OS X, previously shortened as OS X, is an operating system developed and

marketed by Apple Inc. since 2001.

Q: Is it a primary operating system for Apple’s Mac computers?

A: It is the primary operating system for Apple’s Mac computers.

Q: Is it a most widely used operating system for desktop and laptop computers?

A: Within the market of desktop and laptop computers, it is the second most widely used desktop OS,

after Microsoft Windows and ahead of all Linux distributions, including ChromeOS.

Q: What are the major influences on MacOS?

A: MacOS is influenced by Linux.

Q: What is Linux based on?
A: Linux is a family of open-source Unix-like operating systems based on the Linux kernel, an operating

system kernel first released on September 17, 1991, by Linus Torvalds.

Q: What is Linux typically packaged as, and what does this package include?

A: Linux is typically packaged as a Linux distribution , which includes the kernel and supporting system

software and libraries, many of which are provided by the GNU Project.

Table 12: Second example of a topic shift dialogue generated by MP2D. The topic transitions from VeraCrypt to
MacOS, and then to Linux, with each topic shift highlighted in bold.
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