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Abstract

Summarization is an important application of001
Large Language Models (LLMs). When judg-002
ing the quality of a summary, factual consis-003
tency holds a significant weight. Despite nu-004
merous efforts dedicated to building factual in-005
consistency detectors, the exploration of ex-006
planability remains limited among existing ef-007
fort. In this study, we incorporate both human-008
annotated and model-generated natural lan-009
guage explanations elucidating how a summary010
deviates and thus becomes inconsistent with011
its source article. We build our explanation-012
augmented dataset on top of the widely used013
SummaC summarization consistency bench-014
mark. Additionally, we develop an inconsis-015
tency detector that is jointly trained with the016
collected explanations. Our findings demon-017
strate that integrating explanations during train-018
ing not only enables the model to provide ra-019
tionales for its judgments but also enhances its020
accuracy significantly.021

1 Introduction022

Factual consistency checking in summarization023

assesses whether the information presented in a024

machine-generated summary aligns, and thus is025

consistent, with its source document(s). This task026

has gained prominence in recent years due to con-027

cerns about abstractive summarization systems gen-028

erating erroneous or “hallucinated” content and029

thus compromising their reliability (Kryscinski030

et al., 2020). Traditionally, the task of factual con-031

sistency checking has been formulated as a binary032

classification problem, where the output label in-033

dicates whether the summary is consistent or not.034

However, a binary label alone offers limited in-035

sights into the nature of inconsistencies. When an036

inconsistency is identified, it would be better to037

pinpoint which part of the summary is inconsistent,038

cite corresponding information from the source039

document, and explain the differences between the040

summary and the source. This explanatory infor- 041

mation serves as valuable guidance for manually or 042

automatically post-editing the summary to rewrite 043

and rectify any inconsistencies (Dong et al., 2020; 044

Mishra et al., 2024). 045

Current research focuses on detecting incon- 046

sistencies in summaries without delving into ex- 047

planations . Approaches such as MFMA (Lee 048

et al., 2022), FalseSumm (Utama et al., 2022), 049

and NonFactS (Soleimani et al., 2023) employ en- 050

tailment classification methods that only yield bi- 051

nary classification outputs. There have been a few 052

datasets (Maynez et al., 2020; Wu et al., 2023) that 053

annotate the spans in the summaries that are incon- 054

sistent to their respective sources. But the infor- 055

mation or text spans in the source documents that 056

correspond to and falsify such inconsistent spans 057

are missing in these datasets. 058

In this paper, to facilitate the research in sum- 059

marization consistency, we curate a dataset that 060

includes not only the binary consistency labels but 061

also natural language explanations as to why a 062

summary is inconsistent to its source. To do so, 063

we extend the SummaC (Laban et al., 2022) sum- 064

marization consistency benchmark by augment- 065

ing its binary labels with both human-annotated 066

and LLM-generated explanations. The resulting 067

dataset, called SummaCoz, not only adds inter- 068

pretablity into factual consistency evaluation but 069

also, as to be shown later in this paper, sheds lights 070

on the challenges of detecting inconsistent sum- 071

maries. 072

With SummaCoz1, we then train a text gener- 073

ation model that serves as not only a classifier 074

but also a reasoner that justifies its classification 075

judgement. Empirical evaluation demonstrates that 076

leveraging explanations during training results in 077

a factual consistency detector not only adds inter- 078

1Our code and data is publicly available at https://
anonymous.4open.science/r/SummaCoz-2BBB.
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Figure 1: The collection process for the SummaCoz dataset. Two LLM-based explanations for each sample are
generated by the Llama-2 and GPT model. Human annotators post edit on the Llama-2 explanations. Finally, the
agreed explanations produced by human and GPT-4 are included in the dataset. The disagreed explanations are
discarded.

pretability to it but also makes it more accurate.079

2 Curating the SummaCoz Dataset080

The SummaCoz dataset is curated (Figure 1) in a081

semi-automatic manner followed by rigorous qual-082

ity check. The curation began with inconsistent083

summaries and their corresponding sources from084

the validation split of the SummaC summarization085

benchmark (Laban et al., 2022). Next, we em-086

ployed a Large Language Model (LLM) to generate087

an initial explanation for each of such inconsistent088

summaries as to why it deviates from its source.089

The LLM-generated explanation is subsequently090

refined by human annotators. Finally, to ensure091

the quality of the explanations, we cross-check the092

human-edited annotations with a more advanced093

LLM and exclude samples where the human anno-094

tators and the advanced LLM disagree.095

We focus on inconsistent summaries only in096

SummaCoz for several reasons. First, recognizing097

consistent summaries is relatively easy. ChatGPT098

can accurately recognize over 95% of consistent099

summaries (Luo et al., 2023). Second, it’s challeng-100

ing to pinpoint why a summary is supported by its101

corresponding article. Hence, this study skips con-102

sistent summaries. Our effort is focused on under-103

standing and addressing the nuances and challenges104

associated with identifying inconsistent summaries.105

2.1 Label-elicited Initial Explanation106

Generation107

Given the labor-intensive nature of requesting hu-108

mans to generate explanations from scratch, we109

adopt a semi-automatic approach to produce the110

explanations. In this approach, human annotators111

post-edit explanations generated by an LLM. We112

devise a label-first prompt to elicit post-hoc rea- 113

soning. Specifically, the prompt explicitly informs 114

the LLM that the summary is inconsistent with the 115

source (highlighted in red below) and instructs the 116

LLM to justify why. The prompt template is shown 117

below: 118

Note that consistency means all informa- 119

tion in the summary is supported by the arti- 120

cle. It’s known that the following summary 121

is not consistent with the article. Find out 122

why. 123

<Article>{Article}</Article> 124

<Summary>{Summary}</Summary> 125

Explain your reasoning step by step: 126

Using the prompt template above, initial expla- 127

nations can be generated from the samples and 128

labels in an summarization factual consistency 129

dataset by an LLM. In this study, we use incon- 130

sistent summary and document pairs from the Sum- 131

maC benchmark’s validation split and employe 132

Llama-2-13b-chat-hf (Touvron et al., 2023) as 133

the LLM. 134

2.2 Explanation Post-editing by Humans 135

Although elicited by the ground truth label, the 136

explanations generated by an LLM above may be 137

wrong. Therefore, we incorporate human annota- 138

tors to examine the explanations and post-edit them 139

if needed. 140

The human annotators are given the typology 141

of factual errors from the FRANK (Pagnoni et al., 142

2021) dataset to understand what kinds of issues 143

in a summary are considered as consistency errors. 144

Frank’s typology provides 8 categories of factual 145

consistency errors: Predicate Error, Entity Error, 146
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Circumstance Error, Coreference Error, Discourse147

Link Error, Out of Article Error, Grammatical Error148

and Other Error.149

The annotators are then furnished with examples150

and guidelines illustrating how to edit inaccurate151

explanations. They are instructed to organize each152

explanation in a numbered list. The annotators153

are tasked with incorporating specific aspects into154

the explanation process. These include identifying155

the inconsistent text spans in the summary, citing156

the corresponding information in the source, and157

optionally, specifying the differences. The annota-158

tions are conducted by 6 authors of this study, who159

are undergraduate and graduate students possess-160

ing backgrounds in computer science and natural161

language processing. Each sample has one human162

annotation. Details of the annotation guidelines163

and examples are in Appendix A.3.164

In order to diversify the explanations collected165

in SummaCoz and validate the quality of human166

annotations, we employee a more powerful LLM,167

OpenAI’s GPT-4 (OpenAI, 2023) 2, to generate168

rationales from the same data that is fed into Llama-169

2 to generate initial explanations. This addition170

allows for a broader spectrum of explanations.171

Finally, we filter out samples where the explana-172

tion from GPT-4 contradicts the human post-edited173

explanation, ensuring consistency and accuracy in174

the dataset. Details can be found in Appendix A.4.175

As a result, there are 755 distinctive pairs of incon-176

sistent summaries and source documents in Sum-177

maCoz. Each pair has two explanations, one human178

post-edited from Llama-2’s initial explanation and179

the other from GPT4 without human intervention.180

The statistics of SummaCoz are shown in Appendix181

Table 4.182

3 Experiments183

We conduct a series of experiments to assess the184

effectiveness of utilizing natural language expla-185

nations in building a factual consistency detector.186

Through these experiments, we aim to evaluate187

the performance our approach in providing inter-188

pretable explanations for summarization factual189

inconsistencies.190

3.1 Settings191

While existing methods formulate the problem as192

a text classification problem, such as FactFT(Luo193

et al., 2024) which demonstrated the effectiveness194

2Specifically gpt-4-1106-preview

of transferring knowledge from NLI models to 195

build a robust summarization consistency classi- 196

fier, we adopt a different framework that is purely 197

text-to-text. Specifically, we employ a text gen- 198

eration model capable of jointly outputting both 199

the label text and the accompanying explanation. 200

This approach enables us to leverage the flexibility 201

and expressiveness of text generation techniques in 202

providing more comprehensive and nuanced expla- 203

nations for summarization factual inconsistencies. 204

Foundation Models: Several foundation mod- 205

els of varying sizes, ranging from 0.8B to 11B 206

parameters, are employed: 207

• Flan-T5-0.8B/3B/11B (Chung et al., 2022), 208

is an Encoder-Decoder transformer trained on 209

the Flan collection (Wei et al.), which com- 210

prises seven NLI datasets. 211

• Mistral-7B-Instruct-v0.2 (Jiang et al., 2023), 212

is a Decoder-only transformer with 7B param- 213

eters. 214

Prompt: We employ the following NLI prompt 215

to elicit the NLI knowledge that is embedded in the 216

model: 217

Is the hypothesis true based on the 218

premise? 219

Premise: {article} 220

Hypothesis: {summary} 221

Target Output: 222

Yes, the hypothesis is true. 223

OR 224

No, the hypothesis is not true. {explanation} 225

Training Settings: Given that the Summa- 226

Coz dataset exclusively contains inconsistent sum- 227

maries, we randomly sample an equal number of 228

consistent summaries from the SummaC’s valida- 229

tion set to construct a balanced training set. The re- 230

maining samples from the SummaC’s validation set 231

are reserved for validation. Following the method- 232

ology established in FactFT (Luo et al., 2024), we 233

utilize LoRA (Hu et al., 2021) as the parameter- 234

efficient fine-tuning technique to train the model 235

with only a subset of parameters compared to full 236

fine-tuning. The hyperparameters used in this pro- 237

cess are provided in Appendix Table 5. The training 238

is conducted on a single NVIDIA A100 GPU with 239

80GB of VRAM. 240
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SummaC Flan-T5-0.8B Flan-T5-3B Mistral-7B Flan-T5-11B
Test Set LabelOnly w/Explain LabelOnly w/Explain LabelOnly w/Explain LabelOnly w/Explain

CoGenSum 79.8 80.3 73.2 80.3 77.7 77.3 86.0 86.2
FactCC 87.4 86.4 87.0 87.6 82.4 88.3 89.1 88.8
Frank 86.5 85.7 83.9 87.3 86.2 87.7 87.6 87.7

SummEval 84.5 82.2 85.0 85.4 84.2 87.8 81.6 86.4
XSumFaith 58.6 63.6 64.0 63.4 65.6 64.3 61.3 60.8

Average 79.4 79.6 78.6 80.8 79.2 81.1 81.1 82.0

Table 1: Balanced accuracy (BA) on SummaC test set

P R F1 BA

Flan-T5-
0.8B

LabelOnly 61.2 25.5 36.0 60.4
w/Explain 60.0 7.4 13.1 53.0

Flan-T5-
3B

LabelOnly 79.2 18.6 30.2 58.6
w/Explain 72.1 24.0 36.0 60.6

Mistral-
7B

LabelOnly 92.6 12.3 21.7 56.0
w/Explain 69.1 27.5 39.3 61.9

Flan-T5-
11B

LabelOnly 68.8 35.3 46.6 65.3
w/Explain 68.6 48.5 56.9 71.0

Table 2: Results for the RAGTruth test set: (P)recision,
(R)ecall, F1 score for inconsistent sample as a hit. BA
stands for Balanced Accuracy.

Evaluation Settings: We conduct evaluations241

on the trained model using the test set of the Sum-242

maC benchmark, excluding Polytope (Huang et al.,243

2020) due to reported consistency labeling issues244

in previous works (Fabbri et al., 2022; Tang et al.,245

2023). Additionally, we incorporate the test split246

from the summarization task of the RAGTruth247

dataset (Wu et al., 2023), which poses a greater248

challenge as it contains longer inconsistent sum-249

maries generated by more recent LLMs. For all250

trained models, we use greedy decoding during251

the generation process, and limit the number of252

generated tokens to 512 using the NLI prompt.253

3.2 Results254

We compare models trained under two different255

settings to examine the impact of introducing ex-256

planations in the text generation process:257

• LabelOnly: the model is trained to output the258

label only, without incorporating any explana-259

tion during training.260

• w/Explain: the model is trained to first output261

the label and then provide an explanation if262

the predicted label is “inconsistent”.263

We present the balanced accuracy results on the264

SummaC benchmark in Table 1. While the per-265

formances of models depend on their sizes, the266

average balanced accuracy for models trained un- 267

der the w/Explain setting is superior to that under 268

the LabelOnly setting. 269

For the more challenging RAGTruth benchmark, 270

we provide additional metrics such as precision, re- 271

call, and F1 score, alongside balanced accuracy, for 272

a more comprehensive understanding of the classi- 273

fication results in Table 2. The w/Explain setting 274

exhibits a higher recall, F1 score, and balanced ac- 275

curacy than the LabelOnly setting for model sizes 276

ranging from 3B to 11B. The higher recall sug- 277

gests that training with explanations enhances the 278

model’s ability to recognize more inconsistent sum- 279

maries. We posit that the additional signal provided 280

by explanations during training contributes to the 281

improvement in model performance. However, the 282

Flan-T5-0.3B model does not benefit from train- 283

ing with explanations. We hypothesize that the 284

limited model size may constrain its reasoning abil- 285

ity to make use of the explanations effectively. 286

In addition to the classification results, we also 287

incorporate quantitative and qualitative study on 288

the generated explanation in Appendix A.1 and 289

A.2. 290

4 Conclusion 291

In this study, we explore the integration of explana- 292

tions into the inconsistency detector, with the goal 293

of offering insights into the underlying processes 294

driving evaluation outcomes. To achieve this, we 295

compile a dataset named SummaCoz, comprising 296

both human-written and LLM-generated natural 297

language explanations for inconsistent summary 298

and article pairs. Leveraging this dataset, we show- 299

case the effectiveness of training a text-generation 300

model to output both the consistency judgment and 301

explanation simultaneously. This approach empow- 302

ers users to understand and interpret evaluation 303

results effectively, thereby enhancing transparency 304

and trust in the assessment process. 305
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Limitation306

For evaluating natural generation tasks with refer-307

ences, the quality of the reference texts can affect308

the evaluation quality. The SummaCoz dataset is309

created with human annotators doing post-editing310

on LLM’s reasoning. In our task, there may be311

multiple reasons why a summary is not consistent,312

it is possible our referential explanation does not313

cover all the reasons. The problem can be miti-314

gated by creating multiple references with different315

annotators writing reason for the same sample. We316

would consider the option in the next version of the317

dataset if time and budget allow.318
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negatives from the RAGTruth test set. To facilitate532

this assessment, we utilize the span annotations533

provided by the RAGTruth dataset as a reference.534

Human annotators are tasked with rating the model-535

generated explanations on three scales:536

• 1 - the explanation is fully correct: the gener-537

ation mentions at least one of the error span,538

and no incorrect information is given in the539

explanation.540

• 0.5 - the explanation is partially correct: the541

explanation mentions at least one of the error542

span, but some details are not accurate. Or the543

explanation contains reasons that unrelated to544

inconsistency.545

• 0 - the explanation is not correct, the genera-546

tion fails to capture the inconsistency.547

For the inter-annotator agreement, two annotators548

reported the interval Krippendorff’s alpha of 0.68.549

The final rating is determined by averaging the550

scores provided by the annotators, resulting in a551

final rating on a scale of 0, 0.25, 0.5, 0.75, or 1.552

The average rating distribution is illustrated in553

Figure 2. Approximately 78% of the generated ex-554

planations accurately or partially accurately repre-555

sent the inconsistency in the true negative samples.556

This finding underscores that while a model may557

correctly predict the consistency label, the expla-558

nation of the decision process may not always be559

correct.560

Figure 2: Average human rating to the explanations
generated by Flan-T5-11B for the true negative samples
from RAGTruth test set.

A.2 Error Analysis 561

By leveraging the explanations generated by the 562

inconsistency detector, we can delve into why the 563

model believes certain parts of the summary are 564

inconsistent, including cases where the model mis- 565

takenly classifies a consistent summary as incon- 566

sistent. We showcase some of these cases, where 567

the model makes false inferences, in Table 3. 568

In example 1, the article discusses a woman 569

whose identity remained unknown for decades un- 570

til recent advancements in genealogy technology 571

successfully identified her. The summary describes 572

her as having remained a “Jane Doe” for decades. 573

The explanation attributes the inconsistency to the 574

usage of the phrase “Jane Doe.” However, “Jane 575

Doe” is a commonly used placeholder name in the 576

United States and the United Kingdom when the 577

true identity of a person is unknown. This case 578

highlights a scenario where knowledge solely from 579

the article may not suffice to determine the con- 580

sistency of a summary; additional commonsense 581

knowledge is also required. 582

Example 2 illustrates a scenario where subtle 583

nuances in expression influence the judgment of 584

the trained model. While the summary states that a 585

woman was “released,” the article does not explic- 586

itly mention her release. Instead, it states that the 587

woman remained in jail until bonding out. This sub- 588

tle connection may not be recognized by the trained 589

model, leading to an inaccurate explanation. 590

Example 3 presents a challenging case where 591

subtle reasoning is required to understand the infor- 592

mation accurately. The summary mentions that an 593

airplane “returned shortly after takeoff.” However, 594

the article does not explicitly state the airplane’s 595

return; rather, the information is inferred from the 596

pilot’s words indicating a “come back around.” The 597

trained model fails to capture this nuanced reason- 598

ing, resulting in an inaccurate explanation. 599

These examples highlight some of the new chal- 600

lenges in recognizing factual inconsistency in sum- 601

marization, particularly with modern LLMs. Subtle 602

expressions, nuanced reasoning, and the need for 603

commonsense knowledge pose hurdles for auto- 604

mated systems in accurately assessing consistency 605

between summaries and source articles. Address- 606

ing these challenges requires advancements in nat- 607

ural language understanding, including the ability 608

to infer context, detect subtle cues, and incorporate 609

external knowledge sources. As summarization 610

models continue to evolve, it becomes increasingly 611
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ID Article sentence(s) Summary sentences(s) Inaccurate model explanation

1 In a significant development in a 1988 cold
case, the Georgia Bureau of Investigation
(GBI) announced they have successfully
identified the human remains discovered
in a Jenkins County dumpster on Febru-
ary 14, 1988 ... According to officials, in
2023, through advanced DNA analysis, a
genealogical search generated investigative
leads, eventually leading to the identifica-
tion of Chong Un Kim.

In 1988, a woman’s body
was found in a dumpster in
Georgia. Despite efforts to
identify her, she remained a
Jane Doe for decades. Re-
cently, the Georgia Bureau
of Investigation used ad-
vanced DNA testing and ge-
nealogy technology to iden-
tify her as Chong Un Kim.

The hypothesis states that the victim re-
mained a Jane Doe for decades, but the
premise states that the victim was iden-
tified as Chong Un Kim in 2023. The
hypothesis incorrectly states that the vic-
tim remained a Jane Doe for decades.

2 ... Dickens, 33, appeared in court Wednes-
day on a charge of disseminating informa-
tion related to terrorist acts. A judge set
a $10,000 bond for her and banned her
from social media. She was then trans-
ferred to Fulton County Jail, where she
remained until bonding out at 6:19 a.m.
Thursday, according to county sheriff’s of-
fice spokeswoman Tracy Flanagan.

... She was charged with dis-
seminating information re-
lated to terrorist acts and
was released on a $10,000
bond with a condition to
stay off social media.

The hypothesis states that Ebony Dick-
ens was charged with disseminating in-
formation related to terrorist acts and
released on a $10,000 bond with a con-
dition to stay off social media. However,
the premise does not mention anything
about Ebony Dickens being released on
a $10,000 bond.

3 Alaska Airlines Flight 448 was just barely on
its way to Los Angeles from Seattle-Tacoma
International Airport on Monday afternoon
when the pilot reported hearing unusual
banging from the cargo hold. "There could
be a person in there so we’re going to come
back around," he told air traffic control.

An Alaska Airlines flight re-
turned to Seattle-Tacoma In-
ternational Airport shortly
after takeoff due to a person
trapped in the cargo hold.

The hypothesis states that the Alaska
Airlines flight returned to Seattle-
Tacoma International Airport shortly af-
ter takeoff due to a person trapped in the
cargo hold. However, the premise does
not mention anything about the plane re-
turning to the airport.

Table 3: Examples from the RAGTruth test set that are wrongfully explained by the trained FLAN-T5-11B model.

important to develop robust methods for detecting612

and explaining factual inconsistencies to ensure the613

reliability and trustworthiness of generated sum-614

maries.615

A.3 Guidelines of annotations616

We gave the following guidelines to the annotators617

on how to edit the unfaithful explanations:618

1. Put your annotation after “Corrected:”. Even619

the reasoning is correct, still copy the steps620

under “Corrected:”.621

2. Delete incorrect reasoning and keep the cor-622

rect reasoning.623

3. Delete irrelevant sentences and only keep the624

reasoning, e.g. “Sure! Here’s why the sum-625

mary is not consistent with the article:” should626

be deleted.627

4. Unify the format as an ordered list, following628

the format provided as Figure 3.629

5. Add your own reasoning if necessary. Keep630

the reasoning short and simple.631

In addition to the guide, we also provide example632

annotations to the annotators as in Figure 4 5 6633

and 7.634

A.4 Explanation filtering 635

This section demonstrate the steps to filter out 636

the disagreed samples between human explanation 637

and GPT-4 generated explanation. Collecting hu- 638

man feedbacks for the alignment between the two 639

explanations can be laborious, we aim to evalu- 640

ate the agreement of explanations automatically. 641

Similarity measures like ROUGE (Lin, 2004) and 642

BertScore (Zhang et al., 2019) rely on lexical or 643

embedding similarity. They may not be suitable 644

to evaluate the logical reasoning between texts be- 645

cause the reasoning trace could contain many ci- 646

tation texts from the summary and article, making 647

two logically different reasoning traces lexically or 648

semantically similar. 649

We prompt an LLM3 to rating the reasoning 650

steps. With the human explanation segmented in 651

to bullet points, we set the rating policy as such: 652

each bullet point in the reference is worth 1 point 653

and the GPT-4 reasoning gets 1 point if it covers or 654

mentions one bullet point. The prompt used for the 655

LLM judge is: 656

You are an assessor to give judgment on 657

a reasoning problem. Here is the text to be 658

assessed: 659

3gpt-3.5-turbo-0301 model is used in this work.
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1.<what the summary states>
2.<what the article actually states>
3.<where the inconsistency is >
4.<optionally more steps>
5.<......>

Figure 3: Annotation Format

Note that consistency means all information in the summary is supported by the article.
It’s known that the following summary is not consistent with the article.
Find out why.

<Article>
Mr Katter said the Government believes Mr Gordon would quit after he was recently accused of domestic
violence.
</Article>

<Summary>
Mr Katter said he would quit after he was accused of domestic violence.
</Summary>

Explain your reasoning step by step:
1. The summary states that Mr Katter would quit after being accused of domestic violence.
2. However, the article states that the Government believes Mr Gordon would quit after being recently
accused of domestic violence.
3. The inconsistency is due to the use of the word’recently’. The article implies that the Government
believes Mr Gordon would quit after being recently accused, while the summary states that Mr Katter
would quit after being accused.
4. To maintain consistency, the summary should use the same word as the article,’recently’.

Corrected:
1. The summary states that Mr Katter would quit after being accused of domestic violence.
2. However, the article states that the Government believes Mr Gordon would quit after being recently
accused of domestic violence.
3. The inconsistency is due to the error that the article implies that the Government believes Mr Gordon
would quit, while the summary states that Mr Katter would quit.

Figure 4: Annotation Example 1

<text></text>660

Does the above text mention or contain661

the following reference reasoning step:662

<reference></reference>663

Answer (yes or no):664

To achieve the rating process mentioned above,665

we iteratively feed each bullet point of the human666

explanation as reference to the LLM to obtain the667

agreement score between human explanation and668

GPT-4 explanation. We only include samples with669

full-point of agreement in the SummaCoz dataset.670

A.5 Related Work 671

The task of summarization factual consistency 672

checking shares strong similarities with Natural 673

Language Inference (NLI) (Bowman et al., 2015), 674

which involves determining the truthfulness of 675

a "hypothesis" given a "premise." In NLI, mod- 676

els classify whether a hypothesis is true (entail- 677

ment), false (contradiction), or undetermined (neu- 678

tral) based on a given premise. NLI datasets, like 679

SNLI (Bowman et al., 2015), MNLI (Williams 680

et al., 2018), and ANLI (Nie et al., 2020), typ- 681

ically consist of short hypotheses and premises, 682
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Note that consistency means all information in the summary is supported by the article.
It’s known that the following summary is not consistent with the article.
Find out why.

<Article>
Barcelona club president Josep Maria Bartomeu has insisted that the La Liga leaders have no plans to
replace Luis Enrique and they’re ‘very happy’ with him.
</Article>

<Summary>
Josep Maria Bartomeu says the La Liga leaders are very happy with him.
</Summary>

Explain your reasoning step by step:
1. The summary claims that Bartomeu is happy with himself, which contradicts the article’s claim that the
La Liga leaders are very happy with him.
2. The article provides evidence for the claim that the La Liga leaders are very happy with him, while the
summary does not.
3. Therefore, the summary is not consistent with the article.

Corrected:
1. The summary claims that Bartomeu says the La Liga leaders are very happy with him.
2. The article provides evidence for the claim that the La Liga leaders have no plans to replace Luis
Enrique and they’re ‘very happy’ with him.
3. Therefore, the summary is not consistent with article on that the summary implies the La Liga leaders
are very happy with Bartomeu, but the article implies the La Liga leaders are very happy with Luis
Enrique.

Figure 5: Annotation Example 2

with the hypothesis often being a single sentence683

containing only a few atomic facts. A key dis-684

tinction between NLI and summarization factual685

consistency checking is that while a summary may686

be logically entailed by the article, it may still lack687

consistency. For instance, the statement that “John688

died before 2022” can be logically entailed from689

the other statement “John died before 1945” but690

the former statement is not consistent to the lat-691

ter. This illustrates the nuanced nature of consis-692

tency checking in summarization. Recognizing693

the overlap between the two tasks, previous work694

such as FactFT (Luo et al., 2024) has successfully695

leveraged knowledge transfer from NLI models to696

develop efficient summarization consistency clas-697

sifiers. We extend upon the FactFT framework by698

incorporating natural language explanations into a699

consistency detector, thereby enhancing the inter-700

pretability and utility of the model.701

Efforts to integrate natural language explana-702

tions into the NLI task have been undertaken in var-703

ious studies. For instance, E-SNLI (Camburu et al., 704

2018) expands upon the SNLI dataset by including 705

human-annotated explanations. Additionally, seg- 706

ments of the ANLI dataset feature human-written 707

explanations regarding the entailment relationships. 708

Previous research has demonstrated the benefits of 709

prompting for explanations in improving Adver- 710

sarial NLI (Kavumba et al., 2023). This approach 711

enhances model robustness by mitigating reliance 712

on superficial cues through training with explana- 713

tions. In this study, we shift our focus towards 714

incorporating human explanations into the more 715

challenging task of detecting summarization fac- 716

tual inconsistencies. 717

A.6 Dataset Statistics & Training 718

Hyperparameters 719

See Table 4 and 5. 720
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Note that consistency means all information in the summary is supported by the article.
It’s known that the following summary is not consistent with the article.
Find out why.

<Article>
Goldfish are being caught weighing up to 2kg and koi carp up to 8kg and one metre in length.
</Article>

<Summary>
Goldfish are being caught weighing up to 8kg and one metre in length.
</Summary>

Explain your reasoning step by step:
1. The article states that goldfish can weigh up to 8kg, while the summary states that koi carp can weigh
up to 8kg.
2. The article also states that koi carp can reach a length of 1 metre, while the summary states that goldfish
can reach a length of up to 8cm.
3. Therefore, the summary is not consistent with the article.

Corrected:
1. The summary states that goldfish can weigh up to 8kg, while the article states that koi carp can weigh
up to 8kg.

Figure 6: Annotation Example 3

# of Sample
Total 755× 2

-XSUM 362× 2
-CNNDM 393× 2

# of Source Tokens
Min 66
Max 1978
Avg. 710

# of Summary Tokens
Min 8
Max 189
Avg. 43

# of Explanation
Tokens

Min 24
Max 584
Avg. 227

Table 4: Dataset statistics of the SummaCoz. Article
sources are from the CNNDM (See et al., 2017) and
XSum (Narayan et al., 2018) datasets.

Hyperparameter Value

epochs 10
learning rate 1e-4
warmup ratio 0.1
batch size 1
gradient accumulation 8
optimizer paged_adamw_8bit

LoRA

lora r 16
lora alpha 32
lora dropout 0.05
bias lora_only

Table 5: Hyperparameter setting for training
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Note that consistency means all information in the summary is supported by the article.
It’s known that the following summary is not consistent with the article.
Find out why.

<Article>
Paul Merson had another dig at Andros Townsend after his appearance for Tottenham against Burnley
...Townsend hit back at Merson on Twitter after scoring for England against Italy.
</Article>

<Summary>
Paul Merson had another dig at andros townsend after scoring for England against Italy.
</Summary>

Explain your reasoning step by step:
1. The summary states that Paul Merson had another dig at Andros Townsend after scoring for England
against Italy.
2. However, the article mentions that Andros Townsend was not even in the match against Italy.
3. Therefore, the summary is not consistent with the article.

Corrected:
1. The summary states that Paul Merson had another dig at Andros Townsend after scoring for England
against Italy.
2. However, the article mentions that Paul Merson had another dig at Andros Townsend after his
appearance for Tottenham against Burnley.
3. Therefore, the summary is not consistent with the article on the time of event where the summary states
after scoring for England against Italy, while the article states after his appearance for Tottenham
against Burnley.

Figure 7: Annotation Example 4
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