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Abstract

The proliferation of deceptive content online001
necessitates robust Fake News Detection (FND)002
systems. While evidence-based approaches003
leverage external knowledge to verify claims,004
existing methods face critical limitations: noisy005
evidence selection, generalization bottlenecks,006
and unclear decision-making processes. Re-007
cent efforts to harness Large Language Models008
(LLMs) for FND introduce new challenges, in-009
cluding hallucinated rationales and conclusion010
bias. To address these issues, we propose RoE-011
FND (Reason on Experiences FND), a frame-012
work that reframes evidence-based FND as a013
logical deduction task by synergizing LLMs014
with experiential learning. RoE-FND encom-015
passes two stages: (1) self-reflective knowledge016
building, where a knowledge base is curated017
by analyzing past reasoning errors, namely the018
exploration stage, and (2) dynamic criterion019
retrieval, which synthesizes task-specific rea-020
soning guidelines from historical cases as ex-021
periences during deployment. It further cross-022
checks rationales against internal experience023
through a devised dual-channel procedure. Key024
contributions include: a case-based reasoning025
framework for FND that addresses multiple026
existing challenges, a training-free approach027
enabling adaptation to evolving situations, and028
empirical validation of the framework’s supe-029
rior generalization and effectiveness over state-030
of-the-art methods across three datasets.031

1 Introduction032

Contemporary media platforms, such as news feeds033

and microblogs, are witnessing a growing preva-034

lence of deceptive and manipulative material. This035

includes dubious assertions, "alternative facts”, or036

even entirely fabricated news stories (Shu et al.,037

2017; Fisher et al., 2016). The proliferation of such038

content erodes public trust and exacerbates societal039

polarization, making automated Fake News Detec-040

tion (FND) systems a critical line of defense (Shu041

Analyze if the news “Health insurance company profits 
quadrupled between 2000 and 2006.” is true?

Hallucination: This claim actually originates from U.S. senator 
Chris Van Hollen. No evidence mention the post or comments. 
provided.

Complex evidence: Evidence with different stance interfering.

Analyze if the news “Obama says Iran is a tiny country that 
doesn't pose a serious threat.” is true?

Conclusion Bias:  Correct reasoning with an incorrect verdict.

Analysis: [...] It originates from a Reddit post [...] The post 
received 21 points and had 19 comments, the number of up-
votes and comments does not validate its factual accuracy. [...]

Analysis: Several sources (Washington Post,...) report that 
Obama characterized Iran as a "tiny country" that does not 
pose a serious threat […] he also emphasized the importance 
of diplomacy and engaging with adversaries. […]
The claim is true, Obama did refer to Iran as a "tiny country" 
and downplayed its threat relative to historical adversaries, but 
his statements were part of a broader argument for diplomacy 
and engagement, not a dismissal of Iran's potential dangers.

Figure 1: Examples of common mistakes made by
LLMs when analyzing the news’s authenticity. We omit
the less important content using [...].

et al., 2020). Early methods relied on shallow tex- 042

tual features like lexical statistics (Castillo et al., 043

2011) or syntactic patterns (Feng et al., 2012). Re- 044

cent works that based on deep-learning techniques 045

prepare adequate news samples from the real world, 046

including authentic news and those suspicious or 047

fabricated (Shu et al., 2020; Popat et al., 2017; Jin 048

et al., 2017). Researchers can thus develop methods 049

to capture semantic patterns of deception (Zhang 050

et al., 2021; Kaliyar et al., 2021; Zhu et al., 2022). 051

However, these approaches lack support from re- 052

lated factual information, limiting their adaptability 053

to evolving manipulation tactics. 054

This challenge has spurred interest in evidence- 055

based FND, where models verify claims against 056

external knowledge sources (Li et al., 2016; Wu 057

et al., 2021a). Current approaches mainly employ 058

two strategies: 1) Evidence filtering via lexical 059

similarity (Rashkin et al., 2017) or neural retriev- 060

ers (Yang et al., 2022), and 2) Learning joint repre- 061

sentations of news-evidence pairs (Ma et al., 2019; 062

Wu et al., 2021a). While these methods achieve 063

domain-specific success, our analysis reveals criti- 064
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cal limitations. Firstly, current evidence selection065

mechanisms lack explicit reasoning traces, making066

them vulnerable to noisy or adversarial evidence.067

Secondly, models are trained on platform-biased068

or domain-specific datasets, this brings a general-069

ization bottleneck that causes performance drops070

when tested on news from different domains or plat-071

forms (Zhu et al., 2022). Thirdly, the interpretabil-072

ity gap brought by end-to-end neural architectures073

obscures the decision logic, hindering practical de-074

ployment in high-stakes scenarios.075

Large Language Models (LLMs) offer promis-076

ing potential for addressing these challenges with077

their emergent textual reasoning capabilities (Wei078

et al., 2022a) and zero-shot generalization abil-079

ity that requires no model parameters tuning (Ko-080

jima et al., 2022). Recent attempts directly em-081

ploy LLMs as fact-checkers (Pan et al., 2023b) or082

claim verifiers (Caramancion, 2023), yet introduce083

new challenges. For instance, LLMs may generate084

plausible but factually incorrect rationales, a phe-085

nomenon known as hallucinated reasoning (Huang086

et al., 2023). Besides, harder than fact-checking087

tasks that only require determining the evidence’s088

stance (Thorne et al., 2018), evidence-based FND089

via LLMs often struggle with complex evidence090

synthesis that may contain supporting, refuting,091

and misguiding materials. Thirdly, recent research092

reveals the conclusion bias problem where cor-093

rect reasoning inexplicably leads to incorrect ver-094

dicts (Hu et al., 2024). We present two examples095

in Figure 1 illustrating these challenges. These lim-096

itations highlight the need for a principled frame-097

work that can harness the reasoning power of LLMs098

while mitigating their vulnerabilities.099

In this paper, we reframe evidence-based FND100

as a logical deduction task and present a frame-101

work, namely RoE-FND (Reason on Experiences102

FND), that employs LLMs as logical reasoning103

units and synergize their power with case-based104

experiential learning. Unlike prior LLM-based105

approaches that perform one-off verification (Pan106

et al., 2023b; Caramancion, 2023), RoE-FND com-107

prises two stages and introduces several key innova-108

tions: 1) Self-reflective experience building: during109

the exploration stage, the model constructs a knowl-110

edge base through self-questioning the wrong an-111

swer. 2) Dynamic criterion retrieval: at the de-112

ployment stage, task-specific advice is dynamically113

synthesized from relevant historical cases, assist-114

ing in finding better rationales. 3) Dual-channel115

verification mechanism: RoE-FND cross-checks116

generated rationales against both external evidence 117

and internal experience patterns. 118

We conduct extensive experiments on three chal- 119

lenging datasets, i.e. CHEF (Hu et al., 2022), 120

Snopes (Popat et al., 2018), and PolitiFact (Shu 121

et al., 2020) to validate the effectiveness of RoE- 122

FND. The results demonstrate improvements in 123

various metrics over state-of-the-art methods. We 124

also propose a fine-tuning strategy for RoE-FND, 125

which brings significant improvements. Quantita- 126

tive results and analysis of generated content un- 127

derscore the advantages of our design, particularly 128

in terms of robustness, interpretability, and gener- 129

alization. In summary, our work makes several key 130

contributions: 131

• We propose RoE-FND, formalizing experien- 132

tial reasoning for FND through a case-based 133

strategy. It can produce accurate explanations 134

for predictions of the news’s authenticity. 135

• We devise a training-free strategy that incor- 136

porates self-reflective experience curation and 137

dynamic criterion adaptation, offering a novel 138

approach to leveraging LLMs for FND. 139

• Extensive experiments on multiple settings 140

validate the advantages of our framework. De- 141

tailed studies offer insights into the mecha- 142

nisms driving the framework’s success. 143

2 Related Works 144

2.1 Evidende-based Fake News Detection 145

Evidence-based fake news detection conducts 146

knowledge comparison between news and relevant 147

evidence materials (Zhou and Zafarani, 2020). Re- 148

trieved materials are usually without further rel- 149

evance checking. Famous datasets of the field, 150

Snopes (Popat et al., 2017) and PolitiFact (Rashkin 151

et al., 2017) comply with this retrieval pipeline 152

using Microsoft Bing API to retrieve evidence. 153

Many customized detection approaches have been 154

suggested, building upon these datasets. De- 155

ClarE (Popat et al., 2018) proposes the earliest 156

evidence-based FND method, it jointly learns rep- 157

resentations of news content with evidence mate- 158

rials. Many works leverage the merits of hierar- 159

chical attention for evidence-news interaction, e.g., 160

HAN (Ma et al., 2019), EHIAN (Wu et al., 2021b), 161

MAC (Vo and Lee, 2021). GET proposes a graph 162

neural network to model distant semantic correla- 163

tion among news and evidence materials (Xu et al., 164
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(A) Exploration Stage: Produce Experiences

If different in 

conclusion

Advisor

Instruct: Read the 
following {cases} from 
similar cases to {news}, 
conclude what qualities 
make up a better analysis?

      Knowledge:

Store experiences 
of reflection from 
the Reflector 

       Tool:

Retrieve cases 
similar to {news} 

(B) Deployment Stage: Reason on Experiences

Ordinary Analyst

Instruct: Collect evidence 
for {news}, analyze if the 
{news} is true or fake.

       Tool:

 search online 

Store the reflection

Analysis A

Analysis B

Analysis A

Analysis B

Advice

Special Analyst

Instruct: Collect evidence 
for {news},  analyze why is 
the news {label}?

       Tool:

 search online 

Reflector

Instruct:

Compare {analysis A} 
and {analysis B}. Why 
is the correct analysis 
better than the other?

Judger

Instruct: You are an expert in 
assessment and rating. Please rate 
{analysis A} and {analysis B} based 
on {advice}. Which analysis is 
better? Analysis A or B?

y

News

News

Special Analyst

Instruct: Collect evidence 
for {news},  analyze why is 
the news {label}?

       Tool:

 search online 

Ordinary Analyst

Instruct: Collect evidence 
for {news}, analyze if the 
{news} is true or fake.

       Tool:

 search online 

yoys Reverse

y̌  
Ground Truth

Figure 2: Framework design of RoE-FND. Exploration Stage: construct a knowledge base through self-reflective
experience building. Deployment Stage: dynamically synthesizes advice from historical cases to enhance detection.

2022). MUSER retrieves the key evidence informa-165

tion for news verification in a multi-round retrieval166

process (Liao et al., 2023). SEE builds a dynamic167

network to adaptively exploit the coarse evidence168

materials (Yang et al., 2024).169

2.2 Large Language Model Inference170

Large language models (LLMs) are trained on ex-171

tensive corpora and are designed to align with172

human preferences (OpenAI; Touvron et al.; An-173

thropic, 2024). LLMs rely on devised prompts174

to solve tasks. Advanced prompting methods en-175

hance the reasoning abilities of LLMs. Chain-176

of-Thought (CoT) achieved considerable improve-177

ments by segmenting tasks (Wei et al., 2022b).178

CoT-SC searches for the best solution within mul-179

tiple traces of CoT (Wang et al., 2022). ReAct180

prompts the LLMs to work in a paradigm of “ob-181

serve, thought, then acting”, it achieves better re-182

sults in complex tasks (Yao et al., 2022). ReWOO183

improves ReAct’s solution by asking the LLMs184

to plan thoroughly before acting (Xu et al.). Sev-185

eral studies offer fresh perspectives by equipping186

LLMs with experiences of similar cases during in-187

ference (Yang et al., 2023; Sourati et al., 2023; Guo 188

et al., 2023). Therefore, we propose to coordinate 189

advanced inference techniques for our framework. 190

Especially, utilizing experiences of similar cases to 191

address the aforementioned challenges of employ- 192

ing LLMs for FND. 193

3 Proposed Approach 194

In this section, we detail the methodology of the 195

proposed framework RoE-FND, which leverages 196

LLM as reasoning units to solve evidence-based 197

fake news detection tasks. As shown in Figure 2, 198

RoE-FND operates in two stages: the exploration 199

stage and the deployment stage. Different com- 200

ponents are implemented via calling LLM with 201

different task instructions and tool usage. 202

3.1 Exploration: Produce Experiences 203

In the exploration stage, we structure the workflow 204

of the RoE-FND to produce experiences by explor- 205

ing samples in the training set. Directly instructing 206

LLMs to complete the exploration job in one re- 207

sponse is unrealistic due to the job’s complexity. 208
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Therefore, we design sub-tasks to achieve the goal.209

3.1.1 Step 1: Dual-channel Analyzing210

In the exploration stage, we assign Analyzer to211

analyze the news’s authenticity. The Analyzer212

is equipped with a search tool, which enables it to213

retrieve factual information by querying the news in214

search engines during its rationale. It concludes the215

news’s authenticity by comprehending its analysis,216

obtaining a predicted label y ∈ {true, false}.217

Although the Analyzer can produce step-by-218

step rationale to compose its analysis, it still risks219

hallucinated reasoning. Thereby, we harness the220

wrong analysis or hallucinated reasoning to pro-221

duce experiences. We reveal the label of the news222

to a special Analyzer ahead, thus it ensures a cor-223

rect conclusion and possibly has a correct analysis.224

By imposing objectives to the LLM, it improves225

the generation’s faithfulness (Dhuliawala et al.).226

Thus, the news is fed into a dual-channel pro-227

cedure, with an ordinary and a special Analyzer228

each. We represent the procedure as:229

ÿ, Ä = OriginalAnalyst (N ) ,

ỹ, Ã = SpecialAnalyst (N , y̌) ,
(1)230

where y̌ ∈ {true, false} denotes the ground truth231

label of the news N , ideally ỹ = y̌. The Analyzer232

produces a predicted label and analysis as output.233

3.1.2 Step 2: Comparative Reflection234

Previous studies have demonstrated the self-235

reflection abilities of LLMs (Luo et al., 2023; Pan236

et al., 2023a), which can notice the hallucination237

or logical inconsistency within LLM generations.238

However, they normally directly ask LLM to ex-239

amine the content that needs reflection (Asai et al.;240

Jeong et al., 2024). Different from them, in RoE-241

FND, we innovate to boost the reflection by giving242

the Reflector agent with vanilla analysis A and243

crafted analysis Ã for comparisons.244

Specifically, we locate samples that are erro-245

neously analyzed in Ä but correct in Ã, i.e., satisfy246

ÿ ̸= ỹ = y̌ in the dual-channel procedure. It is rea-247

sonable to assume that, for these samples, the LLM248

makes logic errors or hallucinations in Ä, thereby249

we delegate Reflector to identify the mistakes250

within Ä while providing it with Ã as comparison251

and reference. We have:252

R = Reflector
(
A, Â

)
, (2)253

where all experiences R are stored for future refer-254

ence in the deployment stage.255

3.2 Deployment: Reason on Experiences 256

Our goal during the deployment stage is to en- 257

hance LLM’s detection fidelity by leveraging re- 258

flection experiences in the exploration stage. The 259

methodology is inspired by the paradigm of utiliz- 260

ing old experiences to understand and solve new 261

problems (Kolodner, 1992). 262

3.2.1 Step 1: Variant Dual-channel Analyzing 263

In the deployment stage, RoE-FND firstly employs 264

almost the same dual-channel analyzing procedure 265

as Equation 1. However, due to the unavailability of 266

the news’s ground truth label, in this dual-channel 267

analyzing procedure, we first generate ordinary 268

analysis and prediction yo. Then, we reverse the 269

ordinary prediction to have an opposite predicted 270

label ys for the special Analyst. The procedure by 271

step can be formulated as below: 272

yo,Ao = OridinaryAnalyst(N )

ys =

{
true, if yo = false,

false, if yo = true.

ỹs,As = SpecialAnalyst(N, ys).

(3) 273

3.2.2 Step 2: Advice Generation 274

In this step, we devise an agent Advisor with a 275

knowledge base and a tool to retrieve information 276

from it. Advisor’s job is to read the experiences 277

from similar cases within the knowledge base, then 278

generalize advice for its colleague to determine the 279

analyses from the dual-channel procedure. 280

Specifically, given news article N for detection, 281

Advisor retrieves similar news cases in the knowl- 282

edge base constructed by storing experiences of 283

the Reflector’s work and retrieves these cases’ 284

reflection. Let the k-th entry within the knowledge 285

base be (Nk,Rk), Advisor utilize a retrieval tool 286

that based on semantical similarity calculation to 287

retrieve n cases. Advisor then instructed to com- 288

prehend these cases and provide advice. Assume 289

it retrieve n cases from the knowledge base, the 290

generation of advice C can be presented as: 291

C = Advisor (N , [R1, . . . ,Rn]) ,

s.t. Rk ∈ S = {(N1,R1), . . . , (Nn,Rn)}

S = argmax
S⊆D,|S|=n

∑
(Nx,Rx)∈S

sim(Nx,N ),
(4) 292

where D denotes the knowledge base, sim(·) de- 293

notes the similarity score of two news articles cal- 294

culated by the retrieval tool. 295
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Dataset # Train # Val # Test

CHEF 5,754 666 666
PolitiFact 1,919 631 650
Snopes 2,604 869 868

Table 1: Statistics of the divided FND datasets, where
the symbol “#" denotes "the number of".

3.2.3 Step 3: Determine the Better Analysis296

Advisor generates advice by comprehending expe-297

riences of similar cases that are harvested by cross-298

comparing erroneous and correct analyses with re-299

flection, the advice thereby can guide the LLM300

to identify better analysis from the dual-channel301

procedure.302

In this step, we assign Judger, who is expertise303

in rating and assessment, to select the correct anal-304

ysis while retaining advice from Advisor. Judger305

critically compares two analyses with opposing306

conclusions and finally determines which analysis307

is better. The chosen analysis’s conclusion is re-308

garded as the prediction result. Judger’s procedure309

to output the final prediction is represented as:310

J = Judger (Ao,As, C) ,

y =

{
yo, if J indicates Ao ≥ As,

ỹs, otherwise,

(5)311

where we utilize the symbol ≥ to represent that312

Judger determines the original analysis is better313

than the specially crafted analysis.314

4 Experiment315

4.1 Experimental Setups316

Dataset Preparation. We employ three famous317

datasets. CHEF (Hu et al., 2022) is a Chinese318

dataset collected from the real world with multiple319

domains of news. PolitiFact (Rashkin et al., 2017),320

and Snopes (Popat et al., 2018) for our experiments321

are collected from fact-checking websites. We fol-322

low previous works’ settings to split the dataset,323

detailed statistics are presented in Table 1.324

Tools modules. RoE-FND involves a search tool325

for collecting evidence and a tool to retrieve cases326

within the knowledge base. For fair comparisons327

with baselines, we replace the searched results with328

evidence within datasets. The retrieval tool utilizes329

all-MiniLM-L6-v2 1 embedding. We retrieve one330

case from the knowledge base.331

1https://huggingface.co/sentence-transformers/
all-MiniLM-L6-v2

Implementation details. We utilize the Ope- 332

nAI platform 2 and DeepSeek platform 3 to run 333

RoE-FND with their models. The LLaMa-series 334

and Qwen-series are run locally using 8 NVIDIA 335

RTX4090 GPUs with Ollama 4. 336

4.2 Performance Comparisons 337

4.2.1 Comparisons of Different LLM Options 338

In this section, we evaluate the performance of 339

RoE-FND across various LLM configurations. Fig- 340

ure 3 illustrates RoE-FND’s detection accuracy us- 341

ing different LLMs. The shaded portion of each 342

bar represents the baseline performance achieved 343

by directly prompting the LLMs without RoE- 344

FND, while the unshaded portion highlights the 345

improvements attributable to RoE-FND. Although 346

the extent of improvement varies across datasets, 347

RoE-FND consistently enhances detection accu- 348

racy across all LLMs and datasets. Figure 4 (a) and 349

(b) further explore the impact of model size (un- 350

der 72B parameters) within two prominent model 351

families. In the Qwen2.5 series, the 1.5B model 352

underperforms significantly, likely due to limita- 353

tions in instruction-following capabilities. The 72B 354

model achieves the best performance, despite with 355

only a slight improvement over the 7B model. The 356

lines in both figures indicate that increasing model 357

size below 72B does not consistently yield perfor- 358

mance gains. Overall, both models exhibit stable 359

detection accuracy for sizes larger than 7B. 360

4.2.2 Comparison with Baseline Approaches 361

We compare RoE-FND with multiple methods, in- 362

cluding DeClarE (Popat et al., 2018), EHIAN (Wu 363

et al., 2021b), GET (Xu et al., 2022), ReRead (Hu 364

et al., 2023), MUSER (Liao et al., 2023), Pro- 365

gramFC (Pan et al., 2023b), and SEE (Yang et al., 366

2024). Details of them are presented in Section 2. 367

In Table 2, we report accuracy (ACC), F1-macro 368

(F1), precision (PR), and recall (RC) following 369

previous methods. The supervised-trained FND 370

methods exhibit varying levels of performance 371

across the datasets. RoE-FND outperforms both 372

supervised-trained evidence-based FND methods 373

and standalone LLMs when integrated with power- 374

ful LLMs like DeepSeekv3 and GPT-4o-mini. This 375

highlights the potential of combining RoE-FND 376

with advanced LLMs to achieve state-of-the-art 377

performance in FND tasks. RoE-FND achieves the 378

2https://platform.openai.com/
3https://platform.deepseek.com/
4https://ollama.com/
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Method CHEF Snopes PolitiFact

ACC F1 PR RC ACC F1 PR RC ACC F1 PR RC

Trained evidence-based FND methods

DeClarE 0.589 0.581 0.583 0.568 0.786 0.725 0.610 0.852 0.652 0.653 0.667 0.637
EHIAN 0.571 0.600 0.583 0.516 0.828 0.784 0.617 0.882 0.679 0.676 0.686 0.675
GET 0.588 0.602 0.585 0.582 0.814 0.771 0.721 0.854 0.694 0.691 0.687 0.708
ReRead 0.789 0.776 0.826 0.745 0.816 0.714 0.652 0.789 0.693 0.681 0.711 0.718
MUSER 0.608 0.612 0.603 0.631 0.841 0.745 0.699 0.798 0.729 0.732 0.735 0.728
SEE 0.763 0.776 0.751 0.802 0.824 0.786 0.773 0.845 0.706 0.705 0.688 0.724

Training-free LLM methods

4o-mini 0.740 0.773 0.687 0.883 0.745 0.452 0.604 0.361 0.575 0.395 0.698 0.275
DeepSeekv3 0.780 0.784 0.790 0.778 0.736 0.253 0.712 0.154 0.470 0.631 0.485 0.901
ProgramFC 0.694 0.708 0.723 0.697 0.741 0.619 0.542 0.723 0.678 0.684 0.725 0.741

RoE-FND with different LLMs

GPT-3.5 0.643 0.676 0.618 0.745 0.711 0.585 0.503 0.698 0.665 0.603 0.758 0.500
LLaMa3 0.722 0.688 0.806 0.612 0.750 0.675 0.554 0.865 0.726 0.720 0.741 0.701
Qwen2.5 0.828 0.827 0.846 0.784 0.824 0.747 0.644 0.888 0.733 0.509 0.875 0.359
DeepSeekv3 0.890 0.892 0.876 0.908 0.863 0.791 0.708 0.896 0.711 0.658 0.767 0.576
4o-mini 0.891 0.893 0.876 0.911 0.860 0.774 0.732 0.822 0.712 0.735 0.662 0.827

Table 2: Performance comparison between our method with baseline methods. We report accuracy (ACC), F1-Macro
(F1), precision (PR), and recall (RC)
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Figure 3: Performance comparisons of RoE-FND utiliz-
ing different LLMs on three datasets.
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Figure 4: Performance comparison of model size’s im-
pact on RoE-FND by two famous models. (a) Testing of
LLaMa2 and LLaMa3 (marked by * symbol). (b) Test-
ing of Qwen2.5 models.

best results on nearly all metrics and datasets, with379

significant performance improvement on CHEF.380

Training
Dataset Method Snopes PolitiFact

ACC ↓(%) ACC ↓(%)

Snopes

GET 0.814 - 0.603 42.2
SEE 0.824 - 0.584 59.2
MUSER 0.841 - 0.667 27.1
RoE-FND 0.860 - 0.702 4.7

PolitiFact

GET 0.692 38.8 0.694 -
SEE 0.665 49.1 0.706 -
MUSER 0.733 31.6 0.729 -
RoE-FND 0.843 4.7 0.712 -

Table 3: Results of cross-datasets testing. ↓(%) indicates
the relative decrease compared to training and testing
on the same dataset in percentage.

On Snopes and PolitiFact, RoE-FND addresses the 381

detection bias of directly prompting LLMs, while 382

achieving the best detection accuracy. In conclu- 383

sion, our experiments demonstrate that RoE-FND 384

can effectively leverage the capabilities of LLMs 385

to improve FND detection across multiple datasets. 386

4.2.3 Cross-datasets Testing Performance 387

In applications, a trained FND framework is likely 388

to encounter news samples that differ significantly 389

from those in the training dataset. Therefore, the 390

generalization capability of a method is crucial for 391

its practical effectiveness. We conducted cross- 392

dataset testing to evaluate the generalization ability 393

of RoE-FND. The results, presented in Table 3, 394

demonstrate that RoE-FND exhibits superior gener- 395
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Ablation Setting CHEF Snopes PolitiFact
ACC ↓(%) ACC ↓(%) ACC ↓(%)

w/o Reflector 0.610 26.3 0.633 23.2 0.549 23.8
w/o Summarizer 0.748 9.6 0.721 12.5 0.555 23.0
w/o Dual-channel 0.725 12.4 0.736 10.7 0.645 10.5
w/o Case Retrieval 0.694 16.2 0.793 3.8 0.673 6.6
Baseline setting 0.828 - 0.824 - 0.721 -

Table 4: Ablation studies of the proposed RoE-FND.
↓(%) indicates the relative decrease compared to the
baseline setting in percentage.

alization performance compared to baseline meth-396

ods. This highlights its robustness and adaptability397

when facing unfamiliar data distributions.398

4.3 Framework Design Exploration399

4.3.1 Ablation Study400

In Table 4, we investigate the impact of various401

ablations. For w/o Reflector, we store analyses402

without reflection, which are then presented to the403

Judger as high-quality exemplars, simulating a404

few-shot learning approach. This ablation results in405

a significant performance drop. For w/o Advisor,406

we feed the reflections to the Judger directly. The407

performance drop underscores the importance of408

Advisor in maintaining efficiency. For w/o Dual-409

channel, we replace the dual-channel procedure410

with a single ordinary Analyst, and without com-411

parative reading during reflection. It diminishes412

the accuracy, demonstrating the value of the dual-413

channel approach. For w/o Case Specified Experi-414

ence, we retrieve random cases from the knowledge415

base. The result emphasizes the necessity of tar-416

geted case retrieval for optimal results.417

4.3.2 Enhancement via Fine-tuning418

We devise a solution to enhance the performance419

of RoE-FND further. The Analyst is the most crit-420

ical component of RoE-FND, thereby we propose421

a fine-tuning strategy that leverages larger LLMs to422

improve the capabilities of smaller LLMs. Specifi-423

cally, we employ a larger LLM, e.g. DeepSeekv3424

(671B), to generate high-quality analyses on the425

training dataset by performing the role of the spe-426

cial Analyst. These analyses are then used to fine-427

tune a smaller model, Qwen2.5 (7B), using LoRA428

(Low-Rank Adaptation). The fine-tuned model429

serves as the Analyst in RoE-FND, significantly430

improving its reasoning and analytical capabilities.431

We compare the results of enhanced RoE-FND432

with two state-of-the-art reasoning LLMs: Ope-433

nAI o1 (Jaech et al., 2024) and DeepSeek-R1 (Guo434

Method CHEF Snopes PolitiFact
ACC F1 ACC F1 ACC F1

OpenAI o1 0.892 0.888 0.852 0.800 0.833 0.833
DeepSeekR1 0.882 0.880 0.820 0.791 0.800 0.792
RoE-FND 0.891 0.893 0.863 0.791 0.702 0.735

+ fine-tuned 0.904 0.908 0.876 0.788 0.891 0.765

Table 5: Results of advanced reasoning LLMs and RoE-
FND enhanced by fine-tuning.

et al., 2025). The results are presented in Table 5. 435

While both reasoning models demonstrate signifi- 436

cant improvements over baseline methods, the ordi- 437

nary RoE-FND still performs competitively, achiev- 438

ing results very close to them. Notably, while they 439

take around one minute to process a sample, RoE- 440

FND only takes 22.8s on average. The RoE-FND 441

with fine-tuning enhancement outperforms both 442

reasoning models on three datasets in detection 443

accuracy. The result indicates that enhanced RoE- 444

FND achieves more effective reasoning in FND 445

tasks, leveraging its unique architecture to deliver 446

fast and accurate results. 447

4.4 Analysis of Generated Content 448

4.4.1 Case Analysis 449

We present a challenging case with correspond- 450

ing outputs in Figure 5 to illustrate these findings. 451

In this example, GPT-4 and DeepSeek-v3 demon- 452

strate a strong ability to dissect the news and ana- 453

lyze each component with supporting evidence. In 454

contrast, Qwen2.5 follows a similar analytical pro- 455

cess but struggles to draw meaningful conclusions 456

due to its overemphasis on descriptive alignment. 457

The special Analyst, however, achieves more ac- 458

curate analysis by imposing the conclusion ahead. 459

Advisor also emphasizes the importance of logical 460

arguments from similar cases, enabling the Judger 461

to recognize the distinctive traits of the analysis 462

and make a correct final prediction. Through the 463

devised procedure of the RoE-FND framework, a 464

smaller LLM like Qwen2.5 can correctly handle 465

challenging detections as larger LLMs. 466

4.4.2 Gains from the Exploration Stage 467

Advisor generates suggestions based on insights 468

drawn from similar historical cases We present the 469

most frequently mentioned keywords from these 470

suggestions in Figure 6. While there is some over- 471

lap in the most common advice keywords across 472

the three datasets, the distribution and emphasis 473

of these keywords vary, likely due to the distinct 474
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We need to dissect its components against the provided materials.
1. Tax policies: The material [...] However, the claim lacks support.
2. Investment in the middle class: The phrasing suggests [...]. 
While this is a concern, it does not directly link tax policy as a 
primary cause of the recession. [...]
5. Consensus among economists: The materials state that most 
economists believe the downturn was primarily caused by a 
housing bubble and systemic risks, not tax policies.
In conclusion, the claim oversimplifies and misattributes the 
causes of the Great Recession. Therefore, it is not true to suggest 
that the recession emerged largely due to tax policy changes.

Ordinary Analyst (GPT-4o-mini)                       Prediction: False
Let’s analyze it step-by-step using the provided materials:
1. Tax policies and the wealthy: The materials mention [...]. 
This suggests tax policies were not a primary cause.
2. Failed to invest in the middle class: [...] as a contributing 
factor rather than a direct cause of the recession. [...]
5. Economists' consensus: The materials emphasize that "most 
economists agree" the recession was caused by systemic 
financial risk and the housing bubble, not tax policies.
Conclusion: The claim is not true. [...] The Great Recession was 
primarily driven by systemic financial risk and the housing 
bubble, not tax cuts for the wealthy.

Ordinary Analyst (DeepSeekv3)                 Prediction: False

Let's break down the claim step-by-step:
1. "great recession emerged" - This aligns with historical fact.
2. "large part tax policies" - The materials suggest this is not a 
major factor, [...]
Conclusion: The claim is true but overly simplistic. It omits key 
factors like systemic financial risk and the housing bubble while 
exaggerating the role of tax policies and underregulation. A more 
balanced view would acknowledge these other significant 
contributors to the Great Recession.

Ordinary Analyst (Qwen2.5)                              Prediction: True Advisor (Qwen2.5)                                              

Analysis [B] is better because it [...].  And it systematically 
addresses each component of the claim, highlighting the 
complexities involved, thus avoiding oversimplification. In 
contrast, Analysis [A] primarily focuses on the historical 
alignment of individual components but ultimately overlooks 
the broader consensus on contributing factors, leading to a 
less comprehensive conclusion.

Judger (Qwen2.5)                          Final  Prediction: False
1. The reference to a consensus among economists suggests that 
the predominant cause was increased systemic financial risk 
along with a housing bubble, rather than tax policies. [...]
3. The concerns regarding [...] do not establish a direct causal link 
to the recession.
4. The "perfect storm"  signifies that multiple factors contributed 
to the crisis, rather than a singular focus on tax policies.
In conclusion, [...] the evidence suggests that tax policies were not 
a primary factor. Therefore, the claim is indeed false.

Special Analyst (Qwen2.5)                                 Prediction: False

News: The Great Recession emerged in large part due to tax policies that slashed taxes for the wealthy 
while failing to invest in the middle class, took eyes off Wall Street created a perfect storm. Label: False

Reflection 1:  [...]  alignment of sources and statements.
Reflection 2: [...] considers multiple sources and perspectives, 
the correct analysis presents a more balanced and accurate [...]
Reflection 3: [...] identifies the key discrepancy [...]

Advice: A good analysis should be well-reasoned, with logical 
arguments and sound methodology guiding the interpretation 
of the data. A good analysis should avoid any preconceived 
notions that could influence the conclusions drawn. [...]

Figure 5: A challenging case from PolitiFact and generation from multiple LLMs. We omit less important content
by [..] and highlight key points by colors and boldface.
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Figure 6: Statistics of the most common keywords from
advice by the Advisor. (Black words are shared, col-
ored words are dataset-specified.)

characteristics of each dataset. For example, Poli-475

tiFact primarily focuses on news related to poli-476

cies and political parties, which demands analy-477

ses that are neutral, critically constructed, and free478

from ambiguous conclusions. In contrast, soci-479

etal news in Snopes requires rigorous evidential480

support to verify news. Despite these differences,481

stringent standards such as “comprehensiveness”482

remain a consistent requirement. These findings483

demonstrate that, even without a formal training484

process, RoE-FND effectively builds specialized485

knowledge through its exploration stage.486

5 Conclusion and Future Works 487

We introduce RoE-FND, a novel framework that 488

synergies LLMs with case-based experiential learn- 489

ing. By reframing evidence-based FND as a 490

logical deduction task, RoE-FND leverages self- 491

reflective error analysis to construct a knowledge 492

base, synthesizes advice from historical cases, 493

and ensures the reliability of conclusions through 494

dual-channel verification. Experimental results 495

on CHEF, Snopes, and PolitiFact highlight RoE- 496

FND’s superior performance in both effectiveness 497

and interpretability compared to existing methods. 498

Several future directions can further enhance the 499

framework. First, incorporating real-time case up- 500

dates will improve its adaptability in practical ap- 501

plications. Second, the framework can be expanded 502

to multi-modal content, e.g. images, to address a 503

broader range of fake news scenarios. Third, po- 504

tential biases in LLM-generated rationales can be 505

mitigated through training or human-AI collabora- 506

tion. In summary, our work demonstrates the value 507

of integrating experiential learning with logical rea- 508

soning, providing a unique and effective approach 509

to tackling the challenges of fake news detection. 510
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6 Limitations511

While RoE-FND demonstrates promising results in512

evidence-based FND, several limitations warrant513

consideration for future improvements.514

Reliable evidence availability. In RoE-FND, we515

assign the task of filtering evidence to Analyzer in516

the deployment stage by inserting an extra step into517

its action chain before analyzing. Thereby address-518

ing the problem of noise or biased evidence. How-519

ever, the framework may be vulnerable to massive520

fabricated adversarial evidence materials, which521

will misguide the LLMs’ rationales.522

LLM reasoning fidelity. The framework assumes523

that LLMs can generate logically consistent ra-524

tionales when guided by retrieved criteria. How-525

ever, LLMs are known to suffer from hallucination526

and contextual bias, which may introduce errors527

even with dual-channel checks. For example, in528

our experiments, performance variations were ob-529

served across different LLM families (e.g., GPT-4530

vs. LLaMa2), suggesting that results are sensitive531

to the base model’s reasoning capabilities.532

Scalability problem. The employment of LLMs533

brings difficulties in scalability. RoE-FND relies534

on multiple LLM generations to process each sam-535

ple, resulting in higher computational latency com-536

pared to traditional trained methods. Although the537

framework can be deployed by pipeline, it might538

be less suitable for applications that require swift539

decision-making. Besides, running RoE-FND lo-540

cally without leveraging LLM APIs may bring a541

heavy equipment burden.542

Potential risks of RoE-FND. First, RoE-FND may543

struggle to detect AI-generated news, as the subtle544

manipulation traces in such content (e.g., stylis-545

tic inconsistencies) are often better identified by546

trained models with feature extraction. Logical rea-547

soning alone may fail to capture these nuances, lim-548

iting the framework’s effectiveness against increas-549

ingly sophisticated AI-driven misinformation. Sec-550

ond, although we assume the logical deduction is551

homogeneous for either language, the cultural gen-552

eralization in LLMs may be different. For instance,553

culturally specific idioms may be neglected during554

reasoning and cause detection failures. Moreover,555

RoE-FND may inherit the bias or ethical shortness556

of LLMs that caused by training.557

Addressing the above limitations is critical for558

enhancing the robustness, scalability, and practi-559

cal applicability of the framework in diverse and560

dynamic misinformation scenarios.561
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Figure 7: Results of different LLM temperatures and
retrieved cases number.

Parameter settings. The impact of LLM temper- 810

ature value and hyperparameter of RoE-FND is 811

depicted in Figure 7. For all LLMs employed, we 812
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You are an expert at retrieving useful information. Do not fabricate information source if it is 
not mentioned. Your response should be a numbered list of retrievals on a new line. For the 
claim: \n {news} \n Inspect following materials: \n {evidence} \n 
The relevant retrievals with useful information are:

Step One:

You are an expert in credibility analysis and factual reasoning. I want you to verify a claim.
Think step-by-step to produce an answer. Return your reasoning process and conclusion.
Materials: \n {output from the last step} \n
Based on the materials above, is the below claim true?
Claim: {news} \n

Step Two:

Your respond should be a single word, with no premable or explanation.
Analysis: {output from the last step}\n 
Based on the above analysis, is the claim true? (yes or no )

Step Three:

You are an expert in credibility analysis and factual reasoning. I want you to verify a claim.
Think step-by-step to produce an answer. Return your reasoning process and conclusion.
Materials: \n {output from the last step} \n
Based on the materials above, is the below claim true?
Claim: {news} \n
You should answer the question with a specific conclusion: The claim/news is {conclusion}

Step Two :

Step One and Three are identical to the Analyst

Figure 8: Prompts of ordinary and special Analyst.

apply the default temperature and top_p value, the813

length of generation is set under 2,048 tokens. In-814

formation on model sizes is listed in Table 6. The815

Ollama platform uses Q4 quantization. We utilize816

DeepSeek and OpenAI models via the officially817

provided API calls.818

Dataset settings. We use the dataset setting of819

the previous methods. Specifically, for CHEF, we820

delete the label of “NEI” (Not Enough Information)821

from the dataset to make it a binary classification822

task following previous work. All datasets are split823

into training, validation, and test sets in the ra-824

tio of 6:2:2. For RoE-FND we develop prompts825

on the training set and experiment on the testing826

set. All datasets are downloaded from their official827

published sources: CHEF https://github.com/828

THU-BPM/CHEF, Snopes https://www.mpi-inf.829

mpg.de/dl-cred-analysis/, PolitiFact https:830

//www.mpi-inf.mpg.de/dl-cred-analysis/.831

Prompt design. In RoE-FND, we design the832

prompts in four parts: 1) role assignment, 2) output833

formation, 3) task instruction, and 4) input wrapper.834

The prompts of ordinary and special Analyst are835

presented in Figure 8. The prompts of Reflector,836
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Figure 9: statistics of the most advantageous criteria
keywords for the Judger to select the correct analysis.
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Model Parameters Platform License

LLaMa2 6.74B, 13B, 69B Ollama LLAMA2 COMMUNITY LICENSE
LLaMa3 8.03B, 70.6B Ollama META LLAMA3 COMMUNITY LICENSE
Qwen2.5 1.54B, 7.62B, 14.8B, 32.8B Ollama Apache License Version 2.
Qwen2.5 72.7B Ollama Qwen RESEARCH LICENSE
DeepSeekv3 671B DeepSeek MIT LICENSE
DeepSeekR1 671B DeepSeek MIT LICENSE
gpt-3.5-turbo - OpenAI https://openai.com/policies/terms-of-use/
gpt-4o - OpenAI https://openai.com/policies/terms-of-use/
gpt-4o-mini - OpenAI https://openai.com/policies/terms-of-use/
o1-mini - OpenAI https://openai.com/policies/terms-of-use/

Table 6: Information of the utilized models.

You are an expert in critical thinking and analysis.
Given a claim, related materials, and two fact-checking analyses that verify the claim's 
authenticity,
Find out on why the correct analysis is better. Respond as concisely as possible.

Claim: {news}
Related Materials: {evidence}
Original Analysis: {analysis1}
Correct Analysis: {analysis2}
Why is the correct analysis better?

You are an expert in assessment and rating. Your answer should be within 100 words.
A better fake news detection analysis often have certain qualities, for example: \n
{advice}\n
Read the below two fake news detection analysis (Analysis [A] and Analysis [B]) that conclude the 
authenticity of a news claim differently.
Analysis [A]: {analysis1}\n
Analysis [B]: {analysis2}\n
Which analysis is better and why?
Answer in the following format:
Analysis [X] is better because ...

Step One:

Respond in one word to answer question
{output from the last step}\n
According to the above text, which analysis is better? [A] or [B]?

Step Two:

Read the following fact-checking experiences from different cases, conclude what qualities make up 
a better analysis? Respond as concise as possible.

Experiences:
{retrieved cases}

Generally speaking, what makes an analysis good? Compose your answer within 200 words.

Figure 10: Prompt of Reflector, Advisor. and Judger

Advisor, and Judger are presented in Figure 10.837 B Supplement Results 838

Generation of Analyst. The Analyst generates 839

analysis about the news’ authenticity. Although the 840

conclusions may vary, authenticity analysis adheres 841
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Logical verification

Evidence compatibility Info. correlation 

Background and impact Source verification

Mixed signals Bias and motivation analysis

Evidence credibility

(a) CHEF (b) PolitiFact

Figure 11: Visualizations of the Analyzer’s methodolo-
gies with keywords extraction and K-means clustering
on Chinese and English datasets.

to certain methodologies. To uncover the under-842

lying patterns of the methodologies, we engage843

an LLM to extract the keywords that anchor the844

methodologies. Subsequently, we employ K-means845

clustering on the embeddings of the extracted key-846

words to identify several centroids. This process847

categorizes the methodologies into four distinct848

genres, as illustrated in Figure 11. The clustering849

outcomes demonstrate that the generated analyses850

are underpinned by robust logic across various di-851

mensions. This comprehensive foundation ensures852

the reliability and interpretability of the proposed853

framework.854

Case Specific Criteria is Prefered than Common855

Criteria. The summarized criteria contain a list856

of keywords and their explanation, which are pro-857

vided to the Judger as standard for it to select the858

better analysis. We ask the Judger to score analy-859

ses by each criteria keyword. Then, it considers the860

score difference and selects the winning analysis.861

Therefore, the criteria keywords that distinguish862

the two analyses benefit the detection most. We863

define the advantage of a criteria keyword as the864

difference between the score of the correct analysis865

and that of the incorrect one. This advantage is then866

normalized by dividing it by the keyword’s occur-867

rence count. Consequently, theoretically, criteria868

with greater advantages will have higher scores,869

capped at a maximum of ten. In Fig 9, we visualize870

head advantageous criteria keywords and common871

keywords from Figure 6. Notably, common crite-872

ria keywords offer limited advantages during the873

Judger’s selection process. The results underscore874

the importance of retrieving experiences from sim-875

ilar cases, as analyses may not be distinguishable876

based on common criteria alone.877

C Licenses and Tterm for Use. 878

All-MiniLM-L6-v2, Ollama uses MIT license. Ta- 879

ble 6 lists the utilized models’ information. The 880

above artifacts are utilized consistent with their 881

intended use. 882
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