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Abstract

Physics-informed neural networks (PINNs) promise to significantly speed up par-
tial differential equation (PDE) solvers. However, most PINNs can only solve
deterministic PDEs. Here, we consider stochastic PDEs that contain partially
unknown parameters. We aim to quickly quantify the impact of uncertain param-
eters onto the solution of a PDE - that is - we want to perform fast uncertainty
propagation. Classical uncertainty propagation methods such as Monte Carlo
sampling, stochastic Galerkin, collocation, or discrete projection methods become
computationally too expensive with an increasing number of stochastic parameters.
For example, the well-known spectral or polynomial chaos expansions achieve
to separate the spatiotemporal and probabilistic domains and offer theoretical
guarantees and fast computation of stochastic summaries (e.g., mean), but can be
computationally expensive to form. Our Spectral PINNs approximate the underly-
ing spectral coefficients with a neural network and reduce the computational cost
of the spectral expansion while maintaining guarantees. We derive the method for
partial differential equations, discuss runtime, demonstrate initial results on the
convection-diffusion equation, and provide steps towards convergence guarantees.

1 Introduction

Solving partial differential equations (PDEs) in fluid dynamics, astrophysics, or climate science is
computationally expensive [1]. For example, solving a climate model at 1km resolution can take
10 days on a 5000-GPU supercomputer [2]. Decades of research in numerical methods [3] and
physical approximations, such as parametrizations or closures [4], has achieved drastic reductions in
the complexity of solving PDEs. However, numerical methods remain computationally expensive
for high-dimensional problems or uncertainty quantification [5] and physical approximations require
extensive domain knowledge and often sacrifice accuracy [4].

Recently, researchers in the field of physics-informed neural networks (PINNs) have proposed to
combine numerical methods with deep neural networks (NNs) [6, 5]. The combination builds a perfect
team: NNs have fast inference times despite approximating high-dimensional functions, but lack
guarantees and constraints [7]. Numerical methods are slow for high-dimensional problems, but have
rigorous convergence guarantees and physical constraints [8]. Each balancing the other’s weaknesses,
physical knowledge has been integrated into NNs as inputs [9, 10, 11], loss function [6], latent

∗Corresponding author: lutjens@mit.edu

35th Conference on Neural Information Processing Systems (NeurIPS 2021), Sydney, Australia.



(a) Target solution (b) Spectral PINN solution (ours)

Figure 1: Spectral PINNs. Initial results show that the spectral PINNs in Fig. 1b-solid can approximately match
the mean (line) and standard deviation (shade) of the target solution in Fig. 1a and Fig. 1b-light-shade-dotted
(with y=u). Importantly the approximated standard deviation also captures the growing trend towards the center
location (x = 0.5) and growing time, t = 1 (far-right-plot, orange).

state [12, 13, 14, 15], analytic constraints [16, 17], or evaluation function [18, 19]. From the other side,
NNs have been embedded into numerical methods by approximating the PDE’s parameters [20, 6],
dynamics [21, 12], residual [22, 23], differential operator [24, 25], or solution [6, 26]. Our Spectral
PINNs leverage NNs to approximate the solution of a PDE, creating a learning-based “surrogate
model” [27, 12] that can be used for fast propagation of uncertainties or sensitivity analyses.

PINNs have achieved to speed-up PDE solvers by 1-3 orders of magnitude [28, 26], but are mostly
limited to deterministic PDEs [5]. In practice, many parameters of PDEs are partially unknown and
uncertainty quantification plays a vital role in the development of real-life safety-critical systems [29],
climate risk estimation [30], or parameter inference [27]. A small set of PINNs has targeted stochastic
differential equations [31, 32, 33], but has been developed rather independently from the existing
tools in uncertainty quantification (UQ) [27]. Our work builds a bridge between UQ and deep learning
by combining well-known spectral expansions with neural networks.

Uncertainty propagation, the UQ subfield of our interest, aims to calculate statistical summaries of
the solution given knowledge about parameter distributions [27]. We can roughly divide methods
for uncertainty propagation in intrusive and non-intrusive techniques. Intrusive techniques, such
as Stochastic Galerkin [34], require domain knowledge of the PDEs and modifiability of the PDE
solver which often does not exist [8]. Non-intrusive techniques, such as Monte Carlo sampling [35],
collocation methods [36], or discrete projection [36], are purely data-driven methods that only assume
solver-generated datasets. The runtime complexity of many non-intrusive techniques, however, can
scale cubically with the number of stochastic parameters [34]. Purely deep learning-based generative
models such as GANs [37] or VAEs [38] can offer fast uncertainty propagation via Monte Carlo
sampling, but often come without theoretical guarantees [39, 40]. Our method is non-intrusive,
faster than conventional UQ methods, and leverages a widely adopted UQ technique called spectral
expansion or polynomial chaos expansion (PCE) offering some guarantees [41, 42, 27].

In particular, we propose to approximate the spectral coefficients with NNs. The integration of NNs
into spectral expansions enables fast calculation of statistical summaries, sensitivity analyses [43],
and the potential for theoretical guarantees of optimality or convergence [27]. The closest to our
work proposes NNs to estimate the coefficients of an arbitrary polynomial chaos [44], but has only
been demonstrated on a 1D stochastic elliptic diffusion equation, not on PDEs, and is intrusive [45].

We contribute Spectral PINNs, specifically:

• The extension of spectral PINNs to PDEs, spatiotemporal, parabolic, hyperpolic, and
evolutionary equations.

• A scalable, mesh-free, and data-driven method for non-intrusive uncertainty propagation in
potentially high-dimensional parameter and spatiotemporal spaces.

• A potentially faster method for uncertainty propagation than traditional UQ methods, such
as stochastic Galerkin or collocation.

• The first demonstration of Spectral PINNs on the convection-diffusion equation.
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2 Approach

Quantifying uncertainties in solutions to stochastic PDEs (SPDEs), via computing large ensembles is
computationally expensive. In this section, we approximate the solution using a spectral expansion,
and estimate the coefficients of that spectral expansion with NNs to build a fast and accurate surrogate
for uncertainty propagation.

2.1 Problem definition

First, we define a stochastic PDE with the solution, u, and stochastic parameters,Q, as:

Nt,x[u(t, x;ω);Q(x;ω)] = 0, ∀ t∈Dt, x∈Dx, ω∈Ω,

Bt,x[u(t, x;ω)] = 0, ∀ t∈∂Dt, x∈∂Dx,

with spatial domain, Dx⊂Rnx , temporal domain, Dt⊂Rnt+ , sample space, Ω, domain boundary, ∂,
potentially nonlinear operator, Nt,x, and initial and Dirichlet boundary conditions, Bt,x.

We aim to learn a surrogate model, i.e, an approximation to the solution, û:

û : Dt ×Dx ×Q 7→ Rnu . (1)

The domain of û are points of the form (t, x,Q(ξ)), whereQ(ξ) is a sample from a finite dimensional
distribution of Q, i.e. Q(ξ) = [Q(x0; ξ), . . . , Q(xnx−1; ξ)] for some nx > 0 and x0, . . . , xnx−1 ∈
Dx and the realizations of a new stochastic basis, ξ. The solution then maps a distribution of
parameters to a distribution of solutions.

2.2 The Local Convection-Diffusion Equation

We use the convection-diffusion equation to illustrate our method. This is a well-known evolutionary
PDE that combines parabolic and hyperbolic equations and is conceptually similar to incompressible
Navier-Stokes. The equation models the temperature distribution in a vertical ocean column over
time as,

f =
δT (t, x;ω)

δt
+ w

δT (t, x;ω)

δx
− δ

δx

(
κ(x;ω)

δT (t, x;ω)

δx

)
, (2)

with height, x ∈ Dx = [0, 1], time, t ∈ Dt = [0, 0.01], source, f = 0, noise, ω ∈ Ω, univariate
(nu=1) temperature, u = T : Dt×Dx×Q 7→ R1, stochastic diffusivity,Q(x;ω) = κ(x;ω) (detailed
in Appendix A.2), partial derivative, δ, constant vertical velocity, w = 100, initial temperature,
T (0, x;ω) = −4(x− 0.5)2 + 1, and Dirichlet boundary conditions, T (t, 0;ω) = T (t, 1;ω) = 0.

2.3 Spectral expansion

A core idea in our paper is to approximate the solution, u, as a spectral expansion, also called
polynomial chaos expansion [42, 27]. The spectral expansion projects the solution onto a space of
stochastic orthogonal polynomials. The solution then becomes a linear combination of spatiotemporal
coefficients and stochastic polynomials. The projection is optimal in the L2 sense [27]. The spectral
expansion approximates the solution as,

û(t, x; ξ) =

|A|−1∑
j=0

Ĉαj (t, x)Ψαj (ξ), (3)

where Ĉαj (t, x) are deterministic spectral coefficients of the expansion of the random variable
û(t, x; ξ). In our approach we replace these coefficients with neural network function approximations
that will be learned from data. The unknown stochastic domain ω ∈ Ω is approximated by a
transformed domain that can easily be sampled from, for example, a set of iid. Gaussians with ξ =
{ξ0, . . . , ξnξ−1} ∼ N (0, 1)nξ−1 with the truncated stochastic dimension nξ ≤ nx. We choose the
set of polynomials, ΨA(ξ), to transform a Gaussian distribution, specifically a multivariate orthogonal
Gaussian-Hermite polynomials (as displayed and displayed and detailed in Appendix A.3.1). The
polynomials and spectral coefficients are indexed by the multi-indices, αj ∈ A, which contain
index-pairs into the stochastic and polynomial degree, as detailed in Appendix A.3.2.
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2.4 Spectral PINNs

The NN jointly estimates all |A| spectral coefficients based on 2D spatiotemporal input pairs, {t, x},

NNCA(t, x) := ĈA(t, x) : Dt ×Dx → R|A|. (4)

Using single input pairs makes our surrogate model mesh-free as the NN can be queried at any
location to interpolate the training samples or collocation points. The NN is trained to approximate
the spectral coefficients while only using a limited number of measurements as target data. We
formulate the mean-squared error (MSE) loss for episode, e, and batch size, B, as:

Le(tb, xb) =
1

B

B−1∑
b=0

||u(tb, xb; ξb)−
|A|−1∑
j=0

Ĉαj (tb, xb)Ψαj
(ξb)||22, (5)

where the realizations of Gaussian random vectors, ξb ∼ N (0, 1)nξ−1 are shared between the target
and approximated solution. The batch size is chosen to fit one solution sample, B = ntnx with t-grid
size, nt, and x-grid size, nx. The training and validation/test set are using different realizations of the
random vector and the same {t, x}-pairs as grid points.

3 Preliminary Results

Figure 1 shows that the Spectral PINNs in Fig. 1b can successfully approximate the mean and
standard deviation of the target solution Fig. 1a. Importantly the explicit formulation as spectral
expansion allows us to compute the mean and standard deviation without any sampling as a function
of the spectral coefficients, e.g., µu(t, x) = C[0,0,0](t, u) [27]. We can note that the Spectral PINNs-
approximated standard deviation captures the growing trend towards the center location (x = 0.5)
and increasing time (t = 1). While the accuracy of estimating the mean and std. dev. could be
improved towards regions of high uncertainty (x = 0.5, t = 0.05) the plots indicate promise and
we expect hyperparameter tuning to further increase the accuracy. Figure 4 shows the approximated
spectral coefficients.

We used a 6-layer 2048-unit fully-connected neural network with ResNet blocks, in-/output nor-
malization, and ReLu activation. The network was trained with the ADAM optimizer with learn-
ing rate, lr = 0.001, and β = [0.9, 0.999] for E = 8 epochs in ≈1hr on one 5-year old Intel
i7−7500U@2.70GHz quad-core CPU. The target data was generated with nt = 128 temporal and
nz = 16 grid points and {ns,train = 800, ns,val = 200} samples of the solved PDE. The maximum
polynomial degree was chosen to be, nξ = 3, s.t. the number of spectral coefficients is |A| = 10.

3.1 Linear vs. cubic runtime complexity

Introducing NNs into uncertainty propagation (UP) methods aims to reduce runtime complexity while
maintaining accuracy in conducting statistic analysis of high-dimensional PDEs.

Runtime complexity. Classical UP methods can scale cubically with the number of spectral coef-
ficients in the worst-case [27]. For example, stochastic Galerkin requires to solve one system of
J(K + 1) equations [34] and collocation methods require to solve M systems of size J [36]. Here,
J is the number of spectral coefficients, K the number of stochastic polynomials, M the number
of training samples and in our case J=K=|A|=10, M=ns,train=800. In comparison, inference of
our FCNN scales linearly with the number of outputs/spectral coefficients, J , assuming the network
architecture is independent of J [46]. In practice, the architecture depends on the number of outputs
and future work will investigate this relationship. Further, a full comparison will include a discussion
on how training time scales with the number of outputs and experimental plots.

Convergence rate. The final accuracy of collocation methods scales linearly in the number of
samples, M [36]. However, the convergence rate towards an accurate solution has poor scaling with
the number of stochastic parameters nξ asO(M−αregularity/nξ). In comparison, MC sampling converges
withO(M−1/2) which is faster for a high number of stochastic parameters, nξ [27]. Future work, will
include a discussion on how the accuracy of NNs converges with the number of stochastic training
samples, M , and stochastic dimension, nξ [47], and provide examples with increased nξ > nKL = 3
(see Appendix A.2 for current stochastic dimension).
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Memory complexity. In some cases, leveraging NN-based surrogate models can not only reduce
computational complexity but also memory complexity [23]. Our network, however, contains nw =
2nunits +nlayersn

2
units +nunits|A| = 25M weights which occupy as floats nweights4B ≈ 96MB.

As this is quite large, future work, will investigate pruning [48] and mixed-precision [49] methods.

4 Discussion and Future works

We contributed Spectral PINNs, a spectral method for fast uncertainty propagation of high-
dimensional stochastic PDEs. We demonstrated the first application of NN-based spectral expansions
on the convection-diffusion equation. There exist various avenues for future work. First, we would
like to extend hyperparameter search to increase accuracy and decrease memory consumption. Sec-
ond, our work assumes that the stochastic parameters are mutually independent and Gaussian which
can be alleviated by an extension to arbitrary polynomial chaos expansion for arbitrary distribu-
tions [50]. Third, future work will investigate efficient sampling strategies to reduce the amount
of training samples, such as Latin hypercube sampling [51] or Quasi Monte Carlo sampling [52].
Fourth, our work relies purely on FCNNs, but the approximation of as spatiotemporal coefficients
naturally lends itself to RNNs [53], CNNs [54], GNNs [55], Transformers [56], or more to exploit
spatiotemporal features and propagate uncertaintes of higher-dimensional systems. Lastly, we will
continue the analysis of convergence guarantees based on recent work in converging PINNs [47].
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Figure 2: Local convection diffusion equation. The local convection diffusion equation simulates how the
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A Appendix

A.1 The local convection-diffusion equation

We generated ns = 1000 samples of the stochastic convection-diffusion equation via a 2nd-order finite
difference scheme in Python. We used the number of discretization points, nt = 128 and nx = 16.
We used a 2nd order forward/central/backward difference scheme for the left boundary/interior/right
boundary of the domain, respectively. The initial condition was then time-stepped with T (t+ 1) =

T (t) + ∆tdT (t)
dt .

A.2 Sampling the Stochastic Parameter during Training

We assume that the distribution over the diffusivity is known, for example, through domain knowledge,
data assimilation, or Bayesian parameter estimation. Specifically, the diffusivity is assumed to follow
an exponential Gaussian process (GP) with κ(x;ω) = exp(Yκ(x;ω)). The GP, Yκ(x;ω), is defined
by mean, µYκ = 3, correlation length, L = 0.3, variance, σYκ = 1.0, exponent, pGP = 1.0, and a
covariance kernel that is similar to the non-smooth Ornstein-Uhlenbeck kernel:

CovYκ(xi, xj) = σ2
Yκ exp

[
− 1

pGP

(
|xi − xj |

L

)p]
. (6)
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Figure 3: Hermite Polynomials. The basis functions for the first three Hermite polynomials, Hei(x) for
i = {0, 1, 2}. As the

During training we sample the GP via a Karhunen-Loève (KL) expansion [27]:

κ(xi;ω) = exp(Yκ(xi;ω))

≈ exp(µYκ +

nKL−1∑
j=0

√
λjφj(xi)ξj).

(7)

Here, λj and φj(xi) are the j-th eigenvalues/-vectors of the covariance matrix respectively, s.t.,∑nx
i Cov(xj , xi)φj(xi) = λjφj(xj). The KL-expansion has a maximum of nKL,max = nx modes

which have been truncated at nKL = 3 modes. The GP which is defined by random variable, ω, is then
approximated by drawing iid. Gaussian random samples, ξb = {ξ0, ..., ξnKL−1}b ∼ N (0, 1)nKL−1,
and projecting them onto the eigenspace of the covariance matrix.

A.3 Polynomial basis

A.3.1 Hermite polynomials

We choose the set of polynomials, ΨA(ξ), to be a set of multivariate orthogonal Gaussian-Hermite
polynomials, as displayed in Fig. 3:

Ψαj (ξ0, ..., ξn−1) = Πn−1
i=0 ψαji(ξi),

= Πn−1
i=0 Heαji(ξi),

with ξi ∼ N (0, 1),

(8)

with the one-term (monic) polynomials, ψαji of polynomial degree, αji, and maximum degree, n.
We are choosing the random vector of each stochastic dimension, i ∈ {0, ..., n− 1}, to be a Gaussian,
ξi ∼ N (0, 1) and use the associated probabilists’ Hermite polynomials, Heαji .

We chose Hermite polynomials, because we assumed the stochastic parameter, κ, to follow a Gaussian
Process and Hermite polynomials are orthogonal with respect to a Gaussian measure [8]. For other
distributions we choose other polynomials, e.g., uniform→Legendre, γ →Laguerre, as listed in table
2.4 of [8]. Future work, will analyse which space of functions can be approximated by Spectral
PINNs that rely on Gaussian-Hermite polynomials.

A.3.2 Multi-indices

We choose the vector of polynomial degrees, αj , that builds the polynomial set, Ψαj to be all
combinations of degrees that sum to a maximum of n − 1. In other words, the multi-index, αj ∈
A, with j ∈ {0, ..., |A|−1} is defined by the total-degree multi-index set, A = {αj ∈ Nn0 :

||αj ||1 =
∑n−1
i=0 αji ≤ n− 1} [27]. For example, A = {α0, ...,α|A|−1} = {[0, 0, 0], [0, 0, 1],

[0, 1, 0], [1, 0, 0], [0, 0, 2], [0, 1, 1], [0, 2, 0], [1, 0, 1], [1, 1, 0], [2, 0, 0]} and |A| = 10 for n = 3.

A.4 Learned spectral coefficients

Figure 4 shows the approximated spectral coefficients.
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Figure 4: Learned spectral coefficients. The neural network outputs the first |A| = 10 spectral coefficients.
We can observe that the first coefficient, C[0,0,0] (blue), approximates the mean and is of significantly larger
scale than the other coefficients.
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