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Abstract

Natural Language Inference (NLI) provides a001
general task format for evaluating the seman-002
tic relations between two pieces of text, which003
can be useful for various applications such as004
fact verification and text attribution. However,005
existing datasets for NLI and models trained006
on these datasets make assumptions about the007
context from which the premise and hypoth-008
esis are sampled. In this paper, we revisit009
this reference determinacy (RD) assumption010
in NLI, i.e., the premise and hypothesis are011
assumed to refer to the same context when012
human raters annotate a label. While RD013
is a practical assumption for constructing a014
new NLI dataset, we observe that current NLI015
models—which are typically trained solely on016
hypothesis-premise pairs created with the RD017
assumption—fail in many practical settings in018
which the premise and hypothesis may refer019
to different contexts. To highlight the im-020
pact of this phenomenon in real-world use021
cases, we introduce the REFNLI, a diagnos-022
tic benchmark for identifying reference am-023
biguity in NLI examples. In REFNLI, the024
premise is retrieved from a knowledge source025
(i.e. Wikipedia) and does not necessarily refer026
to the same context as the hypothesis. With027
REFNLI1, we demonstrate that finetuned NLI028
models and few-shot prompted LLMs both fail029
to recognize context mismatch, leading to >030
80% false contradiction and> 50% entailment031
predictions. We discover that the existence of032
reference ambiguity in NLI examples can in033
part explain the inherent human disagreements034
in NLI, and provide insight into how the RD035
assumption impacts NLI dataset creation pro-036
cess.037

1 Introduction038

Natural Language Inference (NLI), or Recognizing039

Textual Entailment (RTE), provides a general task040

format for evaluating the semantic relation between041

1The REFNLI benchmark will be released under CC-BY-
SA 4.0

Premise: A black race car starts up in front of a crowd of
people.
Hypothesis: A man is driving down a lonely road.

Label (Assuming Reference Determinacy): Contradiction (5/5)
Label (without Reference Determinacy): Neutral

Table 1: An example from the SNLI dataset (Bowman
et al., 2015) with all five annotators agreeing on the hy-
pothesis contradicting the premise, under the reference
determinacy assumption, i.e. the events described in the
premise and hypothesis happen on the same road. With-
out the assumption, the label would likely be neutral.

two pieces of text, where a system is expected to 042

predict if a hypothesis statement can be inferred 043

from a given premise. For the past few decades, 044

NLI has been the centerpiece for the development 045

and evaluation of language understanding systems 046

(Dagan et al., 2005; Bowman et al., 2015; Williams 047

et al., 2018; Nie et al., 2020a). 048

As the use of NLI now spreads across a wider va- 049

riety of downstream applications, such as text clas- 050

sification (Yin et al., 2019), fact verification (Schus- 051

ter et al., 2021), hallucination detection (Kryscinski 052

et al., 2020), text attribution (Gao et al., 2023), etc., 053

it is important to understand how the definitions 054

and assumptions made for collection of previous 055

NLI datasets and models trained on them affect 056

their usefulness in downstream use cases. 057

In this paper, we revisit and study the effect of 058

reference determinacy (RD), a common assump- 059

tion formed in the labeling of NLI datasets. With 060

RD, the NLI label between a pair of premise and 061

hypothesis is annotated under the assumption that 062

the pair refer to the same context (Bowman et al., 063

2015). We illustrate the idea behind RD through an 064

example in Table 1, where the premise and the hy- 065

pothesis describe two different events. The premise 066

contradicts the hypothesis (i.e., premise→ ¬ hy- 067

pothesis) only when we opt to assume that the two 068

events happen on the same road at the same time. 069

Otherwise, the pair would be labeled neutral, as 070

the two events are most likely unrelated. 071



RD is a practical assumption for the NLI label072

definition. Without the RD assumption, the entail-073

ment and contradiction relations would only exist074

when the hypothesis and premise describe func-075

tional relations that are universally true or false (Rit-076

ter et al., 2008), e.g. factual knowledge about an077

entity. For this reason, most large-scale NLI bench-078

marks follow the RD assumption during their anno-079

tation processes (§2.2). However, if we train NLI080

models exclusively on hypothesis-premise pairs081

created with the RD assumption, this could lead082

to the resulting models having limited ability to083

recognize if a hypothesis is relevant to a premise.084

We demonstrate the trickle-down effects of such085

NLI model behavior in downstream tasks such as086

fact verification. Specifically, we sample claims087

from FEVER (Thorne et al., 2018) and VitaminC088

(Schuster et al., 2021) and study how NLI mod-089

els behave when used to verify against evidence090

retrieved from the web. From the sampled claims,091

we construct the REFNLI benchmark (§3), which092

features 1,143 NLI pairs with expert judgements093

for whether the premise and hypothesis refer to the094

same context, as well as the correct NLI label.095

With REFNLI, we observe that both finetuned096

NLI models as well as LLMs few-shot prompted097

to classify 3-way NLI labels often fail to recognize098

context mismatches, which leads to many false099

entailment and contradiction predictions. On five100

popular NLI datasets (§4), we demonstrate that dif-101

ferent combinations of training datasets result in102

similar type of reference (in-)determinacy problem103

in the finetuned model. This indicates the existence104

of a reference determinacy bias in all five datasets,105

which we discuss in the context of how each of106

the five datasets are created. We propose strategies107

to filter out entailment or contradiction examples108

labeled only due to the reference determinacy as-109

sumption, and show this can mitigate the reference110

determinacy bias of finetuned NLI models at infer-111

ence time.112

Reference determinacy, we discover, can also113

partly explain part the distribution of human dis-114

agreements of NLI labels, a problem known to be115

widespread in popular NLI datasets (Pavlick and116

Kwiatkowski, 2019; Nie et al., 2020b). Our anal-117

ysis shows that human typically disagree more on118

examples where reference determinacy cannot be119

safely assumed, and disagreements happen when120

annotators are instructed to do so regardless.121

In summary, our contributions in the paper are:122

• We introduce the REFNLI benchmark, a dataset 123

featuring 1,143 examples for studying the the 124

effect of reference determinacy in NLI, a com- 125

mon assumption in the creation processes of NLI 126

datasets. 127

• With REFNLI, we investigate the downstream 128

impact of the reference determinacy assumption 129

of NLI dataset creation process. We show that 130

finetuned NLI models and LLMs exhibit refer- 131

ence determinacy bias and often fail to recognize 132

context mismatches. 133

• We discover and study the connection of the ref- 134

erence determinacy assumption to the inherent 135

human disagreement on NLI labels. 136

2 Preliminaries 137

2.1 Textual Entailment and Contradiction 138

Textual Entailment (Dagan and Glickman, 2004) is 139

defined as a directional relation between a pair of 140

text expressions, namely a premise and a hypothe- 141

sis. We say that the premise entails the hypothesis 142

if humans would typically infer that the hypothesis 143

is most likely true in the context of the premise. 144

Similarly, we say that the premise contradicts the 145

hypothesis if the hypothesis is highly unlikely to 146

be true given the information described in premise 147

(de Marneffe et al., 2008). 148

The task of NLI or RTE is usually formatted as a 149

three-way classification of a premise and a hypothe- 150

sis into entailment, contradiction or neutral, where 151

neutral indicates that the premise neither entails 152

or contradicts the claims in full. NLI has widely 153

been adopted as a general task format in the NLP 154

community (Wang et al., 2018, 2019), and many 155

datasets have since been created to facilitate the 156

evaluation of model’s language learning capabili- 157

ties (Poliak, 2020). 158

2.2 The Reference Determinacy Assumption 159

When we create and label NLI examples, refer- 160

ence determinacy (RD) is a practical assumption 161

for guaranteeing the correctness and consistency 162

of annotated labels. For instance, suppose a hy- 163

pothesis and premise pair both mention John Doe, 164

the perceived entailment or contradiction relation 165

could change based on whether we believe the two 166

Johns Doe are a single real-world person. 167

The creation processes of most NLI datasets as- 168

sume reference determinacy. For example, in 169

SNLI (Bowman et al., 2015) and MNLI (Williams 170
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et al., 2018), annotators were asked to write novel171

hypotheses that are either true/false/neutral in the172

context of a given premise. During labeling, the hy-173

pothesis is interpreted in the context of the premise,174

where entities and events in the two are assumed175

to be co-refer between the hypothesis and premise176

As a result, we see examples like in Table 1, where177

majority of the annotators would agree on the con-178

tradiction or entailment label, when the premise179

and hypothesis likely refer to different events with-180

out the RD assumption.181

Following MNLI and SNLI, large-scale NLI182

datasets, e.g. Marelli et al. (2014); Khot et al.183

(2018); Conneau et al. (2018), among others, typi-184

cally use similar processes to create and label hy-185

potheses from given premises. Here, we study186

models trained on MNLI, SNLI, plus other notable187

datasets including ANLI (Nie et al., 2020a) and188

VitaminC (Schuster et al., 2021). We aim to un-189

derstand the behavior of models trained on these190

datasets at recognizing relevance between hypothe-191

sis and premise pairs.192

3 A Case Study of Reference193

(In-)Determinacy194

NLI models are typically finetuned exclusively on195

examples created with the reference determinacy196

assumption. We first study the effect of the RD197

assumption when we use such NLI models to solve198

downstream tasks. Specifically, we aim to under-199

stand how an NLI model would behave in a realistic200

scenario where the premise can be irrelevant to the201

hypothesis. In such cases, if there exists enough202

information in the evidence to establish reference203

determinacy, i.e. humans would be able to deter-204

mine whether the evidence is related to the claim or205

not, an ideal NLI model should be able to correctly206

derive the NLI label.207

Motivated by this, we study the use of NLI208

for the task of fact verification. We construct the209

REFNLI benchmark, which features 1,143 pairs of210

claim and retrieved Wikipedia evidence sentence,211

with human-labeled reference determinacy and en-212

tailment relations.213

3.1 Sampling Claims and Evidence214

We start by sampling claims from the validation215

and test splits of FEVER (Thorne et al., 2018) and216

VitaminC (Schuster et al., 2021). With each claim,217

we use BM25 to retrieve the top-10 passages from218

an English Wikipedia dump from 2018-07-01 with219

Figure 1: The distribution of label predictions by
RoBERTa NLI mixture model from Nie et al. (2020a)
when used to verify claims against retrieved evidence
sentences from the correct vs. (most likely) irrelevant
Wikipedia pages.

pyserini (Lin et al., 2021) 2. Note that most 220

of the retrieved passages would not be related to 221

the entity or event described in the claim. Next, 222

given each claim and each sentence in the top-10 223

retrieved passages, we classify their relation with 224

a widely-used, pretrained RoBERTa model (Liu 225

et al., 2019) finetuned on a mixture of NLI datasets 226

from Nie et al. (2020a). 227

NLI model predicts many false contradictions. 228

On the development set of FEVER, we compare 229

how the model behaves when a claim is veri- 230

fied against evidence sentences from the “correct” 231

Wikipedia page labeled in FEVER, compared to 232

sentences from other Wikipedia pages, which are 233

more likely to be irrelevant to the claim. Figure 1 234

shows the distribution of the NLI model’s label 235

predictions when used to verify claims labeled as 236

supported (True) or refuted (False) by Wikipedia in 237

FEVER. We observe that apart from the case where 238

true claims are verified against sentences from the 239

correct Wikipedia page, NLI models make con- 240

tradiction predictions much more frequently than 241

entailments in all the other three cases. While 242

finding contradictions of false claim in the cor- 243

rect Wikipedia page where the refuting evidence 244

comes from is what we want to see, interestingly 245

we observe that the NLI model predict much more 246

contradictions against irrelevant Wikipedia pages, 247

i.e. pages about a different entity. In cases where 248

2https://github.com/castorini/pyserini

3

https://github.com/castorini/pyserini


Hypothesis Premise Label NLI prediction

Sabbir Khan made his di-
rectorial debut in 2001.

In 2009 he made his directorial debut with the film “Kam-
bakkht Ishq” (2009) that starred Akshay Kumar and Ka-
reena Kapoor.

Ambiguous Contradiction

Wales has a large region
rich in coal deposits.

Recent explorations have revealed prospective deposits
of rare-earth elements, a company is proposing further
analysis of these mineral deposits.

Neutral Contradiction

Same Old Love is a work
of music.

“Same Old Love” was also performed on “The Ellen De-
Generes Show”, “The Tonight Show Starring Jimmy Fal-
lon”, 2015 American Music Awards, and at the 2015 Bill-
board Women in Music.

Entailment Contradiction

Buffy the Vampire Slayer
is exclusively a Japanese
television series.

“Buffy the Vampire Slayer” comics refer to comic books
based on the television series “Buffy the Vampire Slayer”

Contradiction Entailment

Table 2: Examples from our study and the REFNLI benchmark. Compared to the usual three-way NLI label set, i.e.
entailment, neutral and contradiction, we explicitly distinguish the ambiguous cases, where reference determinacy
between the hypothesis and premise is meaningful yet cannot be established. “NLI predictions” shows predictions
made by the RoBERTa-based NLI model Nie et al. (2020a) under three-way classification.

the sentence comes from such irrelevant Wikipedia249

pages, the pattern of potential “false contradictions”250

from the model is largely visible. The finding here251

echoes our initial hypothesis, suggesting the NLI252

model seems to be lacking the ability to recognize253

whether an evidence sentence refers to the same254

context as the claim.255

3.2 REFNLI Benchmark256

To further validate our hypothesis and understand257

why NLI models behave this way, we design a258

human study and analyze the example predictions259

made by NLI models in this setting.260

From the set of examples where the RoBERTa261

NLI model predicts entailment or contradictions,262

and the evidence does not come from the correct263

Wikipedia page, we sample a subset for human264

annotation uniformly at random. The authors of265

the paper then annotate each claim and evidence266

sentence pair with one of these four labels:267

• Entailment: if the human annotator thinks that268

the evidence and claim likely refer to the same269

context, and the evidence is sufficient to fully270

support the claim.271

• Contradiction: if the human annotator thinks272

that the evidence and claim likely refer to the273

same context, and claim is unlikely to be true274

given the evidence.275

• Ambiguous: if it is unclear whether the claim276

and the evidence refer to the same context (e.g.277

contain ambiguous reference), and there exist278

multiple possible assignments or interpretations279

of references that could make the example fall 280

into at least 2 of the other 3 labels. Neutral: if 281

it is clear that the evidence cannot support or 282

contradict the claim in any way, i.e. there exists 283

no interpretation or assignment of references of 284

the evidence where it can support or contradict 285

the claim. 286

Compared to the usual 3-way NLI labels, the 287

label set here is designed to distinguish where ref- 288

erence determinacy cannot be safely established 289

between a hypothesis and a premise. Note that 290

even in such cases, the label could still be neutral, 291

as long as the premise is unrelated to the hypoth- 292

esis, no matter how the ambiguous reference is 293

interpreted. This follows the intuition that ambi- 294

guity in reference determinacy only matters when 295

there exists an interpretation where the evidence 296

could be related to the claim. To help understand 297

the motivation behind the label set design, we in- 298

clude one example of each label in Table 2. For 299

instance, the first example is labeled as ambiguous, 300

as it is not clear who he refers to in the premise, un- 301

less we assume the hypothesis and premise must be 302

talking about the same entity. We include a more 303

detailed description of the annotation guidelines 304

and discussion of corner cases in Appendix A. 305

The difference between neutral vs. ambiguous. 306

From the NLI task’s perspective, the notable differ- 307

ence is that neutral hypothesis-premise pairs them- 308

selves contain enough information for humans to 309

judge that the premise is irrelevant to the claim. In 310

such cases, it is reasonable to expect a good NLI 311
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model to make the correct prediction, whereas for312

ambiguous examples, the correct label cannot be313

determined without the RD assumption. In our314

study, we do not expect NLI models to work well315

for ambiguous examples. NLI models’ behavior316

with respect to ambiguity is investigated in greater317

detail in a recent study from Liu et al. (2023).318

Annotation process. The authors went through319

a total of 1,143 example pairs, where one author320

produced the initial label and another author ver-321

ified and adjudicated the label. On a sub-sample322

of 102 claims, we ask three authors to produce the323

label individually and we observe 0.83 Fleiss’ κ324

under 4-way classification, suggesting a good inter-325

rater agreement under the setting. In the rest of the326

paper, we denote the annotated set of examples as327

the REFNLI benchmark.328

Statistics. In REFNLI, the authors went through329

a total of 1,143 pairs of claim and evidence sen-330

tences, with 905 neutrals, 66 contradictions, 37331

entailments, and 135 ambiguous cases.332

4 Evaluating Model’s Reference333

Determinacy Biases334

With REFNLI, we try to understand the effect of335

training datasets on the resulting NLI models’ capa-336

bilities of recognizing reference determinacy. For337

this, we finetune a T5-large (Raffel et al., 2020)338

model on different combinations of NLI datasets,339

and study their behaviour on REFNLI.340

4.1 Experimental Settings341

Datasets. We study a mixture of five large-scale342

NLI datasets: SNLI (Bowman et al., 2015) MNLI,343

(Williams et al., 2018), ANLI, (Nie et al., 2020a)344

and VitaminC (Schuster et al., 2021) and the pro-345

cessed NLI sentence-pair style of FEVER used in346

VitaminC.347

Training. We initialize the model with pretrained348

T5-large 1.1 checkpoint using the T5x library349

(Roberts et al., 2022). We finetune the model with350

different combinations of the datasets, as shown in351

Table 3. The label set across dataset is unified to352

match the three-way classification on MNLI and353

SNLI, where each label is represented as a sin-354

gle token in the T5 output vocabulary space. For355

variations of training dataset (mixtures), we use a356

learning rate of 1e − 4 with the Adam optimizer357

(Kingma and Ba, 2014) and batch size of 128 dur-358

ing finetuning.359

Evaluation. We evaluate each finetuned model 360

on all examples in REFNLI. We report the per- 361

label precision and recall of predicted label, which 362

is computed by the output label token with the 363

highest softmax probability. To account for the ef- 364

fect of using different classification thresholds for 365

each label in label imbalanced setting, we addition- 366

ally report the per-label area under ROC (AUROC) 367

score over the output label probability distribution 368

under one-label-vs-rest setting. 369

We additionally evaluate Geminiultra with 8- 370

shot in context learning (GTeam et al., 2023) as 371

a point of comparison to contrast the behavior of 372

finetuned NLI models with an instruction tuned 373

large langauge model. 374

4.2 Results 375

Table 3 shows the classification results. We gener- 376

ally observe that models exhibit low precision and 377

high recall on both contradiction and entailment 378

predictions, suggesting the presence of many false 379

positive predictions made on the two labels. In 380

terms of AUROC, it’s more visibly clear that mod- 381

els perform generally worse on recognizing con- 382

tradictions compared to recognizing entailments, 383

which echoes our observations in §3. 384

All training datasets show similar patterns of 385

false contradictions and entailments. Across 386

all combinations of training datasets, we observe 387

similar patterns of many false contradiction and en- 388

tailment predictions, with slight variations across 389

datasets. With respect to entailment predictions, we 390

see almost all training configurations lead to high 391

AUROC score (i.e. > 0.85). However, with respect 392

to contradictions, we observe a larger discrepency 393

across different datasets. We observe that including 394

SNLI and Fever(NLI) in the training mix would 395

lead to worst performance in terms of contradiction 396

detection. In both leave-one-out and single dataset 397

training settings, we observe ANLI to be the most 398

useful dataset to include during training, especially 399

for contradiction detection. Interestingly, ANLI 400

(arguably) happens to be the one dataset where the 401

reference determinacy assumption is least enforced 402

during the annotation process, yet no definitive con- 403

clusion can ever be drawn here due to the existence 404

of many other confounders. 405

On Geminiultra, we observe a much lower rate 406

of false contradiction and entailment compared to 407

all of the finetuned NLI models. That said, there 408

still exists a gap between the performance on con- 409
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Training Data Contradiction (66) Neutral (905) Entailment (37)
(Model) Precision Recall AUROC Precision Recall AUROC Precision Recall AUROC

ALL 15.76±3.74 92.42±6.73 90.91 98.99±0.92 53.92±3.36 87.49 25.78±7.92 89.18±10.75 94.53

ALL - SNLI 17.39±4.04 90.91±7.18 90.51 98.80±0.88 63.75±3.23 89.25 36.71±10.95 78.37±13.56 91.74
ALL - MNLI 22.30±5.23 90.91±7.15 89.62 98.93±0.80 71.93±3.09 89.42 38.27±10.43 83.78±12.19 94.68
ALL - ANLI 19.87±4.58 89.39±7.61 88.50 98.46±1.00 70.60±3.09 88.02 50.00±12.83 83.78±12.33 93.92

ALL - Fever(NLI) 15.71±3.58 90.81±7.14 87.85 98.35±1.11 59.44±3.28 84.47 37.97±11.23 81.08±13.32 96.13
ALL - VitaminC 14.06±3.39 92.42±6.76 88.37 98.85±10.35 47.40±3.31 83.68 23.57±6.99 89.19±10.73 94.57

SNLI 8.40±2.08 93.94±5.93 72.21 97.07±2.33 21.99±2.71 66.46 50.77±12.16 89.18±9.85 96.70
MNLI 10.91±3.69 93.94±8.04 88.48 98.20±0.93 42.21±2.32 81.17 62.75±9.57 86.48±7.88 94.93
ANLI 19.04±4.52 90.91±7.19 92.18 98.85±0.86 66.96±3.12 91.66 38.75±10.91 83.78±12.03 95.60

Fever(NLI) 6.29±4.08 13.64±8.90 58.04 90.42±2.46 66.74±8.90 57.67 12.69±5.21 67.57±14.63 85.10
VitaminC 19.64±3.80 83.33±9.59 87.49 98.23±1.05 67.40±3.06 85.76 28.97±8.21 83.78±12.12 93.19

Gemini1.0 - Ultra 36.79±4.23 59.09±6.35 - 96.46±1.13 90.49±2.74 - 56.60±10.15 81.08±11.42 -

Table 3: Per-label classification precision and recall on REFNLI from T5-Large finetuned on different combina-
tions of five NLI datasets, and Geminiultra with 8-shot prompting for comparison. ALL denotes using the mixture
of all five datasets for finetuning, and ALL - X denotes the leave-X-out mixture. We generally observe that all
combinations of training data leads many false contradiction and false entailment in predictions. Number in para-
thenses shows label count in the benchmark. ± shows 95% confidence interval of precision and recall, estimated
via bootstrap resampling with 500 iterations. All metrics shown are scaled by 100× for visualization purposes.

Model F1 score w.r.t each label
Entails Neutral Contradicts

T5-Small 84.14 84.64 78.02
T5-Base 88.91 88.42 82.36
T5-3B 93.79 92.19 87.95

BERT-Tiny 71.78 75.65 68.09
BERT-Base 85.85 85.88 80.10
BERT-Large 89.13 88.11 82.63

Table 4: Per-Label F1 score of different models fine-
tuned on MNLI and tested on MNLI validation set. We
observe that model generally perform worse on contra-
dictions compared to the other two labels.

Label Metric
Precision ↑ Recall ↑ AUROC ↑

Entail. 15.76 → 32.26 89.18 → 84.85 90.91 → 94.57
Neutral 98.99 → 97.81 53.92 → 69.09 87.49 → 88.49
Contra. 15.76 → 20.29 92.42 → 84.85 90.91 → 91.18

Table 5: Per-Label precision recall and AUROC of T5-
large trained on the mixture of five datasets before →
after training set filtering described in §4.4

tradictions vs. entailments. For Gemini, we do not410

report the AUROC score as we do not have access411

to the output token probabilities during inference.412

4.3 Are Contradictions More Difficult to413

Learn?414

In the previous section, we observe a wide perfor-415

mance gap when finetuned NLI models are applied416

to recognize contradictions in settings where ref-417

erence determinacy cannot be assumed. An addi-418

tional factor here is that contradiction might be in-419

herently a more difficult problem to learn from the420

training data distribution. Table 4 shows an experi-421

ment where we finetune different variants of BERT 422

(Devlin et al., 2019) and T5 on the MNLI training 423

set. When we evaluate the models on the MNLI 424

dev set, we observe that the model consistently per- 425

form worse on contradiction examples. Here we 426

hypothesize that the low validation performance of 427

contradictions might be attributed to the inherent 428

human disagreement (Pavlick and Kwiatkowski, 429

2019), where the human raters tend to have more 430

disagreements on contradictions compared to the 431

other labels. We show and discuss evidence of 432

this, as well as how this can be connected to the 433

reference determinacy assumption later in §5. 434

4.4 Mitigating the Effect of Reference 435

Determinacy 436

To further validate that the reference determinacy 437

assumption in the training data has an impact on 438

downstream performance, we demonstrate that fil- 439

tering out examples where reference determinacy 440

cannot be easily determined improves the resulting 441

model’s performance on REFNLI. 442

With the mixture of five training datasets, we 443

check whether a contradiction or entailment exam- 444

ple is likely to be affected by the reference determi- 445

nacy assumption, by the simple heuristics of lexical 446

overlap. If a hypothesis and the premise share a 447

token-level Jaccard similarity less than or equal 448

to 0.15, we would discard this example from the 449

training set, as we conjecture that it is more likely 450

that the example is only labeled as contradiction or 451

entailment due to the RD assumption. We filter out 452

such examples from the training mix, and perform 453

a rebalance of the label distribution by random re- 454
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Dataset Ambiguous Reference? Correlation Between Human Votes (↓)
Ent. ↔ Neu. Ent. ↔ Con. Con. ↔ Neu.

SNLI (Bowman et al., 2015)
All -0.63∗∗ -0.73∗∗ -0.08∗

No (̃ 53%) -0.74∗∗ -0.48∗∗ -0.23∗∗

Yes (̃ 47%) -0.36∗∗ -0.51∗∗ -0.61∗∗

MNLI (Williams et al., 2018)
All -0.62∗∗ -0.50∗∗ -0.37∗∗

No (̃ 54%) -0.64∗∗ -0.74∗∗ -0.03
Yes (̃ 46%) -0.52∗∗ -0.70∗∗ -0.25∗∗

Table 6: To understand how reference ambiguity affects human agreement in NLI, we compute the Pearson corre-
lation among 100 human votes per example provided in ChaosNLI (Nie et al., 2020b). Correlation of −1 indicates
perfect agreement among raters on the distinction between two labels, and vice versa. We randomly sample 500
examples respectively from SNLI and MNLI split of ChaosNLI and annotated whether each example contains
ambiguous reference or not. (* denotes p < 0.05, ** denotes p < 0.01 for the correlation coeffecient.)

sampling neutral examples to match the number455

of contradiction or entailment examples left in the456

dataset.457

The evaluation results are shown in Table 5. We458

see that the method generally improves the preci-459

sion of entailment and contradiction predictions.460

We also see minor improvements across all labels461

in terms of AUROC. The findings here further val-462

idate our hypothesis that training with examples463

created with the RD assumption has a trickle-down464

effect on the performance of NLI models in real-465

world settings.466

5 Can Reference (In-)determinacy467

Explain Human Disagreements?468

Next, we study whether inherent human disagree-469

ments (Pavlick and Kwiatkowski, 2019) on NLI470

labels can potentially be attributed, at least in part,471

by the reference ambiguity between the hypothesis472

and premise. We conduct an experiment with the473

ChaosNLI dataset (Nie et al., 2020b). ChaosNLI474

contains samples of the original SNLI and MNLI475

datasets, where each example is re-labeled by 100476

different crowdsource workers. ChaosNLI presents477

an interesting case for our purpose, as the human478

raters were not given explicit instructions to assume479

reference determinacy, which was instead deferred480

to their own judgement. To understand whether and481

how reference ambiguity might lead to human dis-482

agreements, the authors went through 500 random483

samples respectively from SNLI and MNLI split of484

ChaosNLI, and labeled whether ambiguity exists485

between the hypothesis and premise, following the486

same annotation protocol as in §3.2.487

We compute the Pearson correlation between the488

number of votes each label received for each NLI489

example. Here, a higher correlation value between490

two labels (e.g., → 1) indicates that humans dis- 491

agree and confound the two labels more often, and 492

vice versa. Table 6 shows the our results. 493

Humans disagree more between contradiction 494

and neutral labels. Overall, we observe that hu- 495

man raters tend to split votes between the neutral 496

and contradiction labels more frequently than other 497

combinations. Notably, on SNLI, we see a much 498

weaker negative correlation (r = −0.08) between 499

contradiction and neutral, compared to the rela- 500

tively strong negative correlation between the other 501

two label pairs. On MNLI, we observe a similar 502

pattern, yet the gap is much smaller (r = −0.37 503

between contradiction and neutral). When we com- 504

pare the ChaosNLI annotations against the original 505

labels from MNLI and SNLI’s five-way annotation, 506

we observe that the change in majority label hap- 507

pens more often between entailment vs. neutral 508

and contradiction vs. neutral, as shown in Figure 3 509

in Appendix B. 510

Human disagreements can in part be attributed 511

to reference ambiguity. To estimate the percent- 512

age of examples that exhibit disagreements due to 513

reference determinacy, we look at how the correla- 514

tion between votes on different labels changes with 515

respect to whether reference ambiguity exists in 516

the data. From Table 6, we see that in both MNLI 517

and SNLI, a large fraction of the examples exhibit 518

the problem of reference ambiguity (̃ 47% in SNLI, 519

4̃6% in SNLI). When we compare the case be- 520

tween ambiguous vs. unambiguous examples, we 521

see that on both datasets, the rater agreement be- 522

tween contradiction and neutral improves when we 523

go from ambiguous to unambiguous cases, while 524

we observe the vice versa between entailment and 525

neutral labels. We observe that the change in agree- 526

7



Figure 2: Distribution of the majority labels from the
MNLI and SNLI split of ChaosNLI, when the reference
between the hypothesis and premise is ambigious vs.
unambiguous.

ment patterns are mostly due to whether the rater527

can safely establish reference determinacy between528

the hypothesis and premise. If so, then whether529

raters would agree on the hypothesis is contradicted530

by the premise is less likely to be impacted by the531

additional judgement of whether the two statements532

refer to the same context.533

In Figure 2, we see how the majority label distri-534

bution shifts according to whether ambiguity exists535

in NLI examples. We observe that in ambiguous536

cases, the annotators are more likely to label an537

example as neutral, while in the unambiguous case,538

raters are more likely to judge the hypothesis as539

entailed or contradicted by the premise.540

The findings here echo our hypothesis that the541

existence of reference ambiguity in NLI examples542

would lead to more disagreements among anno-543

tators. This potentially suggests that human dis-544

agreement can at least in part be attributed to the545

reference (in-)determinacy problem, and the an-546

notation process would have more disagreement547

especially when raters are not explicitly instructed548

to assume RD during the annotation process.549

6 Related Work550

As ambiguity is an indispensable element in how551

we interpret and express language, many language552

understanding tasks require models to be able to553

recognize the resolve the ambiguity that exists in554

an user query (Xu et al., 2019; Zamani et al., 2020;555

Stelmakh et al., 2022; Feng et al., 2023; Zhao et al.,556

2024). For instance, Min et al. (2020) observe that 557

ambiguous questions might lead to different an- 558

swers depending on what the user intent is, and this 559

would lead to annotation ambiguities when raters 560

are asked to provide a single answer for an ambigu- 561

ous question. With NLI, previous studies (Pavlick 562

and Kwiatkowski, 2019; Nie et al., 2020b) have 563

found that inherent human disagreements exist in 564

NLI labels, and the disagreement usually follows 565

instance-dependent pattern. This work explores 566

the understudied problem of explaining and under- 567

standing the cause of disagreements. Being able to 568

understand the disagreements can potentially lead 569

to the development of better NLI systems, as Zhou 570

et al. (2022) and Zhang and de Marneffe (2021) 571

show the merit of modeling the uncertainty distri- 572

bution of NLI labels. 573

Our work tries to understand the impact of anno- 574

tation artifacts (Gururangan et al., 2018; Bowman 575

et al., 2020) on the downstream applicability of 576

NLI tasks and models. In practice, researchers have 577

found that NLI models would exploit such artifacts 578

(Poliak et al., 2018; McCoy et al., 2019), which 579

potentially hurts the downstream applicability. Our 580

work is motivated by the use case of using NLI 581

for verifying text and factual consistency (Schuster 582

et al., 2021, 2022; Honovich et al., 2022; Gao et al., 583

2023), and we seek to understand the limitation of 584

NLI models in such use cases. 585

Beyond NLI and its downstream applciations, it 586

remains to be seen whether the reference or con- 587

text ambiguity problem exists in other tasks and 588

datasets as well. Along this line, Liu et al. (2023) 589

designs a suite of tests that show current instruction- 590

tuned language models often fail to respond to in- 591

put ambiguity. We conjecture that this could be due 592

to the inherent reference ambiguity in other tasks 593

during the instruction-tuning stage of these models. 594

We hope to explore this thread in future work. 595

7 Conclusion 596

This paper studies the impact of the reference de- 597

terminacy assumption in the NLI dataset creation 598

process. We release the REFNLI benchmark, and 599

investigate the trickle-down effect of reference am- 600

biguity in NLI on both the human annotators and 601

subsequently on the NLI model training process. 602

We hope that future NLI researchers and practi- 603

tioners pay attention to this problem, especially 604

when trying to apply NLI models in downstream 605

use cases. 606
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Limitations607

Our study focuses on understanding the implication608

of reference (in-)determinacy and its impact from609

a data perspective. Our modeling experiments use610

one fixed architecture with different mixtures of611

NLI datasets for training. Although it is mostly due612

to the fact that we want to understand the impact of613

using different types of NLI datasets for training,614

experimenting with more models could potentially615

eliminate model architecture as the confounder in616

our results. Although not the focus of our study,617

but the study could be extended and strengthened618

with experiments with large language models to619

understand the models react and respond to ambi-620

guities in the input with the NLI task format. As621

we discussed at the end of §6, we leave the two622

parts for future exploration.623

Ethical Considerations624

To the best of our knowledge, our study does not625

introduce ethical concerns.626
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A RefNLI Annotation Guidelines923

The expert raters for RefNLI were presented with924

examples consisting of a premise and a hypothesis.925

For each example, they were given instructions as926

follows.927

You are to assign one of 4 labels to the example:928

(a) ambiguous reference: If the premise con-929

tains ambiguous reference, and it’s possible930

that with resolved reference, premise would931

actually support/contradict the claim.932

(n) neutral: If the premise can’t support or con-933

tradict the claim in any possible way. e.g.934

No matter how you resolve the reference, the935

premise would still be irrelevant to the claim.936

(c) contradiction: If the claim is most likely937

false given the premise.938

(e) entailment: If premise fully supports the939

claim.940

If you find tricky cases, put yourself in the fol-941

lowing scenario: Suppose an LLM generates the942

claim, you want to decide if we should, given the943

evidence, tell the user that that this claim is true,944

tell the user that it’s false, or neither.945

The distinction between neutral and ambiguous946

is going to be difficult sometimes. See examples947

below for what we are after. If it’s truly unclear –948

feel free to skip the example.949

Specific Guidelines950

1. Skip unclear claims or premises: If you951

think the claim is difficult to understand, or952

there is too much ambiguity, skip the claim953

entirely.954

2. Don’t label the claim by its truth value in955

the world: If a claim says “The sky is blue”,956

and the premise says something completely957

different, label it as neutral. Don’t label such958

cases as entailment based on just your world959

knowledge.960

3. World Knowledge is permitted: You can as-961

sume commonly accepted world knowledge962

when interpreting the premise, e.g., basic ge-963

ography and other commonsense knowledge964

are allowed. If needed, a web search is al-965

lowed when making the judgements. How-966

ever, don’t make too many inferences.967

4. Temporal considerations: Ignore tense (e.g., 968

past or present) in both the premise and claims. 969

If the premise clearly indicates a time of an 970

event, but the claim doesn’t, assume that the 971

claim is uttered right after the event. 972

5. Personal surnames: If only the surname of 973

a person is mentioned in the premise, and 974

there’s not enough evidence for in the premise 975

for you to determine the last name is referring 976

to the same entity as in the hypothesis, mark 977

the example as “ambiguous” 978

6. Neutral vs. Ambiguous Reference: The dis- 979

tinction between the two can be difficult some- 980

times. The general rule is: if the premise can’t 981

seem to support the claim no matter how you 982

interpret the premise, then it’s neutral. 983

Some examples given in the instructions 984

Premise: Wales has a large region rich in coal 985

deposits. 986

Hypothesis: The Ural Mountains contain about 48 987

species of economically valuable ores and econom- 988

ically valuable minerals. 989

Label: N; even if we didn’t know whether the 990

Ural Mountains are in Wales, the premise doesn’t 991

mention anything about coal deposits, so there’s 992

no way that the premise can support/contradict the 993

claim. 994

Premise: Wales has a large region rich in coal 995

deposits. 996

Hypothesis: Famous for its coal, Newcastle is the 997

largest coal exporting harbour in the world, export- 998

ing 159.9 million tonnes of coal in 2017. 999

Label: A: The prominent Newcastle is in New 1000

South Wales, Australia, but there happens to also 1001

be a small town named Newcastle in Wales 1002

Premise: The Predator made more than $97 mil- 1003

lion worldwide. 1004

Hypothesis: Up to March 2011, The Predator’s 1005

worldwide gross has reached $172,543,519, mak- 1006

ing it the highest-grossing film in the franchise. 1007

Label: E; if the premise mentions a time, and 1008

there’s no clear temporal marker in the claim – 1009

assume that the claim is made in the similar time 1010

frame as the premise. 1011

Premise: The Hunchback of Notre Dame is a Dis- 1012

ney media franchise, commencing in 1996 with the 1013

release of "The Hunchback of Notre Dame". 1014

Hypothesis: The Hunchback of Notre Dame has 1015

only ever been based off of a poem. 1016
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Figure 3: Confusion Matrices between majority la-
bel from the original annotation vs. ChaosNLI’s re-
annotation label for SNLI and MNLI examples from
Nie et al. (2020b).

Label: Skip, since it’s unclear in the hypothesis1017

what “based off of a poem” means1018

B Human Disagreements and Reference1019

Ambiguity1020

Figure 3 shows the confusion matrix between1021

the majority NLI label from the ChaosNLI re-1022

annotation vs. the original majority label from1023

the five SNLI/MNLI annotators originally.1024
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