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Abstract—For robots to successfully accomplish tasks in
human daily life, they must possess the capability to navigate
by understanding human-like instructions that people often
use. However, current Object Goal Navigation (OGN) research
primarily relies on detailed instructions that are not typically
used in the wild, and thus still lacks the ability to navigate with
abstract human guidance. Prior real-world socially compliant
navigation work focuses on executing explicit social-norm based
instructions, without wayfinding instructions or an explicit
goal. We present Human-like INsTruction—-grounded Navigation
(HINT), a novel task in which an embodied agent must reach a
goal solely from human verbal and non-verbal instructions. To
support this task, we construct Social ACT, the first real-world
dataset that bridges the gap between abstract human instruc-
tions and robot behaviors. Unlike traditional OGN tasks that
only assess episode-level success or failure, Social ACT enables
progress-based evaluation at sub-instruction granularity.

I. INTRODUCTION

For robots to successfully reach their goals in everyday
human environments, they must be able to understand the
abstract wayfinding instructions that people often provide.
Human-to-human navigation routinely relies on concise ver-
bal cues such as “go that way” and non-verbal cues—head
turns, gaze, and pointing gestures—grounded in shared spa-
tial perception and commonsense. These cues are concise yet
semantically rich, and people integrate them to infer where
to go while maintaining safety and social compliance.

However, research in Object Goal Navigation (OGN) [1]-
[5] is largely empowered by photo-realistic simulators [2],
[3], [6], where agents operate in simulation based on fine-
grained instructions [7]. As a result, current agents often
lack the ability to act on the concise verbal or non-verbal
wayfinding instructions that humans commonly use in every-
day settings. However, prior OGN studies mainly assessed
episode success as a binary outcome at the episode level,
limiting fine-grained evaluation of methods, including how
far an agent progressed and where failure occurred.

As illustrated in Fig. 2, research on socially compliant nav-
igation [8]-[12] has primarily focused on socially compliant
execution [8], [9], such as forecasting pedestrian trajectories
to avoid collisions—under explicit social-norm based instruc-
tions, without explicit goals or wayfinding guidance.

However, as shown in Fig. 1, convenient human-robot
tasking in real-world deployments cannot rely on explicit
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Fig. 1: Overview of HINT and the supervision provided by
Social ACT. Humans often give brief instructions or gestures
assuming shared common sense. HINT evaluates whether a
robot can interpret and act on such human-like instructions.
Social ACT pairs linguistic and non-linguistic cues with time-
synchronized robot actions.

social-norm based instructions at every turn. Humans natu-
rally provide brief, human-like wayfinding cues and expect
the robot to navigate to the goal while remaining socially
compliant. This capability remains underexplored; accord-
ingly, real-world navigation datasets that include natural
human wayfinding instructions remain scarce.

To address these limitations, we introduce Human-like
INsTruction grounded navigation (HINT), a novel task
that requires a robot to interpret abstract verbal and non-
verbal instructions and navigate to a goal in the real-
world. We support HINT with SocialACT, a real-world
dataset potentially designed for real-world benchmark. We
annotate human-like wayfinding instructions that reflect how
people naturally direct one another and time-synchronize
the low-level robot sensor streams with human-teleoperated
navigation executed according to those instructions. So-
cialACT comprises 100 real-world mission sequences to-
taling 5h 14 min, spanning 70 distinct goals and 123 non-
verbal sub-missions. In total, we collect 1.32M image frames
across panoramic and cubemap images. For each mission,
Social ACT enables progress-level evaluation of HINT task,
where an agent navigates to a goal from human verbal and
non-verbal wayfinding instructions. Our contributions can be
summarized as follows.

« We propose HINT, a novel task for real-world settings
that requires a robot to reach a goal by interpreting
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Fig. 2: Positioning of the proposed HINT task within the developmental stages of social navigation. Socially complian

navigation provides robots with explicit norm-based instructions to avoid collisions and to act according to rules such as
yielding and waiting. The proposed HINT task requires robots to navigate using only human-like instructions without explicit
social norms. Finally, socially interactive navigation represents the future stage, where robots proactively assist humans and

adapt their navigation accordingly.

natural human verbal and non-verbal instructions.

« We construct Social ACT, the first real-world navigation
dataset pairing natural verbal and non-verbal instruction
with timestamp-aligned low-level robot sensor streams,
organized into sub-missions.

II. RELATED WORK

As depicted in Fig. 2, HINT advances beyond a simple
union of socially compliant navigation and OGN by formu-
lating goal-directed navigation from concise human guidance
without hand-specified social-norm rules. Related datasets
are summarized in Table I.

A. Social Compliant Navigation in the real-world

Early efforts toward social navigation in the real-world
emphasize execution under explicit social norms [11], [13]—
[15]. The goal is to move safely among people by avoid-
ing collisions, yielding when necessary, and maintaining
interpersonal distance, without an explicit goal [16], [17].
SCAND [8] and MuSoHu [9] are representative demonstra-
tion datasets that provide trajectories with social interaction
tags. These resources have been valuable for benchmarking
compliant motion in crowds and for studying perception
signals associated with social behaviors.

Although foundational for early social navigation, these
datasets lack human-like wayfinding instructions and explicit
goals. Therefore, these datasets were not suitable for studying
socially-aware OGN in the wild.

Perception focused datasets such as SNEI [10] and
SocialNav-Sub [12] study social scene understanding
through Visual Question Answering(VQA) pairs, which
broadens the scope of social perception. However, these
datasets do not couple perception to real-world action.

Existing research on socially compliant navigation typi-
cally relies on separate datasets for perception [10], [12]
and execution [8], [9], which impedes integrated learning
and evaluation of perception-conditioned action. To bridge
this gap, we construct SocialACT, a real-world dataset that
pairs concise, human-like wayfinding instructions with time-
synchronized, human-teleoperated robot actions at the sub-
mission level.

B. Object Goal Navigation in Simulation

OGN [16], [20], [21] have been studied in photorealis-
tic simulators such as MP3D [2], HM3D [3], R2R [19],
RxR [22] and REVERIE [4] collected verbal instructions and
evaluate episode success. These benchmarks established core
protocols for language guided navigation and object ground-
ing. However, these datasets predominantly employ fine-
grained wayfinding instructions that do not reflect the brief
human guidance typically used in real-world settings. [23].

Recently, Social-MP3D and Social-HM3D [18] have eval-
uated socially compliant navigation with humanoid avatars.
Importantly, humans are treated only as dynamic obstacles,
with the focus remaining on collision-free efficiency, while
human-like verbal and non-verbal instructions are not ad-
dressed.

In parallel, Zhang et al. introduced Uni-NaVid [24] in
Habitat 3.0 with humanoid avatars, aiming to handle instruc-
tions for Vision-and-Language Navigation(VLN), OGN, Em-
bodied Question Answering(EQA), and Human following.
However, despite the diversity of instruction types provided
in simulation, non-verbal human wayfinding cues also remain
unexplored.



TABLE I: Comparison of Datasets for Socially-aware Object Goal Navigation
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C. Positioning of Our Work

As illustrated in Fig. 2, the proposed HINT task targets
human-level wayfinding capability in real-world settings:
given only concise human wayfinding instructions—without
any explicit social norm based instruction, the agent must
navigate to the designated goal in a socially compliant
manner. Ultimately, addressing the HINT task paves the
way for real-world robots that can understand and act on
natural human instructions, enabling seamless and intuitive
human-robot interaction.

III. SOCIALACT DATASET
A. Human-like INsTruction grounded Navigation (HINT)

Humans routinely accomplish long-horizon navigation
when another person provides brief guidance, verbally or
non-verbally, such as pointing gesture, head turns, and gaze.
In our setting, we ask whether an embodied agent can follow
concise, human-like wayfinding instructions to reach a goal
without any explicit social norm based instruction. Accord-
ingly, HINT is a task that requires reaching the goal using
only concise human-like verbal and non-verbal wayfinding
instructions. The HINT task is defined by the following
function. Let Z; denote the current instruction at time ¢, M;
the current visual measurement, which may be a panoramic
or cubemap image, and G a goal image or text provided
as a reference. At each decision step t, the agent receives
(Z;,M;,G) and must predict the next waypoint action for
the subsequent step #+41:

-AH-I = HINT(I;,M,,Q),

This formulation evaluates whether the agent can effectively
ground human-like instructions into executable actions that
lead toward the goal using the available visual measurements.

B. SocialACT Dataset Design

Social ACT is a real-world, socially-aware OGN dataset
collected to support the HINT task. Each mission consists of
a person guiding the robot to a named goal through concise
verbal or non-verbal instructions. The visual measurements

includes panoramic and cubemap images captured onboard,
together with other synchronized sensors.

To enable progress based evaluation, each mission is
decomposed into sub-missions and sub-instructions that par-
tition the full journey into interpretable units, as illustrated in
Fig. 3. Annotations specify instruction modality (verbal, non-
verbal, or mixed), sub-mission boundaries, goal image, and
precise timestamps that synchronize instructions with images
and odometry. We provide both panoramic and cubemap
representations of the images. Through this design, the HINT
task can be evaluated at the progress level in real-world
environments.

C. Social ACT Hardware configuration

We set up a comprehensive sensor suite to collect the
Social ACT dataset using a Unitree Go2-W platform equipped
with an Insta360 X5 360° camera at 10 Hz, a Livox Mid-
360 360° LiDAR at 10 Hz, a Gemini 335L stereo RGB-D
camera at 10 Hz, and an IMU integrated with the Mid-360 at
200 Hz. LiDAR odometry is computed by KISS-ICP [25] at
10 Hz. All sensor streams are time-synchronized and stored
as ROS 2 bag files for each mission. This configuration
provides panoramic visual coverage and accurate geometry
for socially-aware navigation in the real world.

D. Dataset collection procedure

Teleoperation policy. Social ACT was collected by four
human tele-operators, who provided concise human-like
wayfinding guidance and simultaneously executed human-
like navigation in the real-world, yielding data where both
grounding and execution reflect human-like behavior for
robots to learn from. Within and across missions, opera-
tors alternated roles between teleoperating the robot and
providing guidance through concise human-like instructions,
including pointing and head or gaze shifts. The alternation of
roles results in diverse navigation strategies toward the goal,
while maintaining consistent data logging across missions.

Data preprocessing. We mitigate the inherent distortion in
panoramic frames collected from the Insta360 camera while
improving usability, We additionally project each panorama
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Fig. 3: HINT task in the Social ACT_030 mission The mission consists of three sub-missions teleoperated to collect sensor

data, visualized on the SLAM map with different colored trajectrories for each sub-mission. Each sub-mission ends once
the corresponding actions are completed, and the next one begins. The mission is considered successful if the agent outputs
the goal signal within an &y, time window of reaching the destination; otherwise, it is marked as a failure.

into a cubemap frames with six faces (front, right, left, back,
bottom, top). All cubemap and panoramic frames are time-
synchronized with the raw sensor data on a per-second basis
and integrated into a single bag file for each mission to facili-
tate convenient use of our dataset by robotics researchers. To
obtain the ground-truth action sequence for each mission, we
employ an state-of-the-art odometry method, KISS-ICP [25],
which generates SE(3) odometry.

Data labeling. We label sub-timestamps with one-second
precision at sub-mission boundaries and annotate a human-
like wayfinding instruction for each sub-mission. Four anno-
tators write the instructions to preserve human-like brevity
and clarity while indicating the intended route. A sub-
mission ends when the given instruction has been completed,
at which point a new sub-mission begins with the next
instruction. This procedure yields paired sequences that
connect guidance units to the robot’s time synchronized
observations and actions throughout the mission.

E. Dataset Statistics

We partition the 100 Social ACT missions into three
difficulty levels according to the prevalence of non-verbal
guidance. The easy split contains 40 missions that use only
verbal instructions. The medium split contains 30 missions,
each with exactly one non-verbal sub-mission while the
remaining segments are verbal. The hard split consists of the
remaining 30 missions, with an average of 3.1 non-verbal

sub-missions per mission. This stratification highlights in-
struction modality and its effect on navigation performance.
It also ensures balanced evaluation across difficulty levels,
enabling fair comparisons and clear ablations.

IV. POTENTIAL RESEARCH TOPICS

To successfully address the HINT task, an agent must
be able to leverage commonsense knowledge to infer the
missing context from abstract instructions and navigate ac-
cordingly. Another promising research direction, as illus-
trated in Fig. 2, is socially interactive navigation: envisioning
robots that recognize when humans may require assistance,
proactively suggest the appropriate assistance, and navigate
according to human instructions. Realizing this direction
will require developing capabilities to interpret diverse social
contexts and to infer implicit human needs.

V. CONCLUSION

We introduce the Human-like INsTruction—grounded Nav-
igation (HINT), task and construct SocialACT, a real-world
dataset designed to support and evaluate this task. Social ACT
comprises 100 missions totaling 5Sh 14 min, with 70 goals
and 123 non-verbal sub-missions, and includes 1.32M image
frames across panoramic and cubemap views. The dataset
aligns verbal and non-verbal instructions with time synchro-
nized low level robot actions at sub-instruction resolution,
which enables progress based evaluation beyond episode
success through metrics such as progress success rate.
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