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Abstract

As Artificial Intelligence (AI) systems become
more powerful, concerns about trust issues such as
bias hinder their large-scale adoption. Bias may
arise with respect to protected attributes, includ-
ing well-studied factors like gender, race, and age.
In this paper, we introduce ARC, a tool to rate Al
models for robustness, encompassing both bias and
robustness against perturbations, along with accu-
racy through a causal lens. The main objective
of the tool is to assist developers in building bet-
ter models and aid end-users in making informed
decisions based on the available data. The tool
is extensible and currently supports four different
Al tasks: binary classification, sentiment analysis,
group recommendation, and time-series forecast-
ing. It allows users to select data for a task and
rate Al models for robustness, assessing their sta-
bility against perturbations while also identifying
biases related to protected attributes. The rating
method is model-independent, and the ratings pro-
duced are causally interpretable. These ratings help
users make informed decisions based on the data
at hand. The demonstration video is available at:
https://tinyurl.com/muwujxfv.

1 Introduction

Most Al models deployed in critical domains such as health-
care and education are blackbox [Adadi and Berrada, 2018;
Durdn and Jongsma, 2021; Pedreschi et al., 2019; Srini-
vasu et al., 2022]. They learn correlations between data at-
tributes [Fischer er al., 2020] rather than causal relationships
(cause and effect), making trust and interpretability key con-
cerns [Shin, 2021; Schmidt and Biessmann, 2019]. [Srivas-
tava and Rossi, 2019] proposed a two-step method to rate
Al models for bias, and developed a tool to explore gen-
der bias versus accuracy trade-offs in translators [Bernagozzi
et al., 2021; Dutta et al., 2020; Wang et al., 2021]. This
approach was also used to rate chatbots [Srivastava et al.,
2020] and search engines [Tian et al., 2023]. Various sta-
tistical fairness definitions [Hedden, 2021; Li et al., 2022;

*Stands for AI Rating through Causality.

Li et al., 2023; Pitoura et al., 2022; Zhang and Wang, 2021],
such as statistical parity [Yao and Huang, 2017] and equal-
ized odds [Garg et al., 2020], have been proposed, but they
are often mutually exclusive and insufficient [Verma and Ru-
bin, 2018]. Causality-based fairness [Ehyaei er al., 2023;
Su et al., 2022] aligns better with human values and fosters
collaboration with social sciences [Carey and Wu, 2022].

In [Lakkaraju, 2022; Srivastava et al., 20231, we intro-
duced the idea of rating Al models through a causal lens. This
method was applied to sentiment analysis systems (SASs)
[Lakkaraju et al., 2024b] and to composite systems com-
bining SASs with translators [Lakkaraju et al., 2023]. In
[Lakkaraju er al., 2024a], the method was extended to as-
sess time-series forecasting models (TSFMs), evaluating their
robustness by accounting for bias, as well as the impact of
perturbations on their outcomes. Despite recent advances,
there is no existing tool that uses causal analysis to rate Al
models across multiple robustness dimensions and support
model selection. To address this gap, we introduce ARC (Al
Rating through Causality) tool. Beyond accuracy, robustness
is a key component of trustworthiness [Chander ez al., 2024;
Wei and Liu, 2024]. ARC estimates both and offers a com-
prehensive rating system for comparing Al models.

The key benefits of ARC are that it (a) helps users se-
lect the most suitable AI model for a specific task, and
(b) is designed to support a range of Al tasks and mod-
els, with potential for extension to new tasks. We, hence,
make the following contributions: (1) Present a general, ex-
tensible rating tool that supports various Al models based on
causal analysis with a choice of metrics. (2) Demonstrate
its applicability in multiple domains, including classification,
sentiment analysis, group recommendation, and time-series
forecasting. (3) Discuss how ratings generated by the tool
can support informed Al model selection.

2 Problem

In this section, we introduce the generalized causal model
used by ARC and the key research questions it could answer.

2.1 Preliminaries

Let an Al model take input attributes X (which can be uni-
modal or multi-modal) and predict an output Y. The model

functions as a black box:Y = f(T,(X);0), where f(.)
represents a pre-trained Al model with parameters 6, and
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T, : X — X represents the family of treatments (or per-
turbations) that, when applied, transforms the input. Tj rep-
resents the control group (no perturbation). Each T, repre-
sents an input modification such as adding noise, changing
words in text, or altering image properties. The input X may
inherently encode sensitive information. Let Z denote the
protected attributes (e.g., gender, race), which can either ex-
plicitly appear in X or be inferred through proxies. The Al
model’s outcome, denoted as O, is derived from Y and varies
based on the application. For example, in regression tasks,
O = |Y — Y| represents the residual error.

2.2 Causal Model

The causal model M (Fig. 1) illustrates causal relation-
ships. Arrowheads indicate causal direction. If the Pro-
tected Attribute (Z) influences both Treatment (T') and Out-
come (O), it introduces a confounding effect, creating a back-
door path between 1" and O (highlighted in red), leading to
biased analysis. Backdoor adjustment techniques can mit-
igate this effect [Liu er al., 2021; Xu and Gretton, 2022;
Fang er al., 2024]. The adjusted distribution, (O|do(T)), cap-
tures the true causal effect of 7" on O. Solid ‘?” arrows in
Fig. 1 indicate causal links that can be validated using our
tool, while the dotted arrow represents a potential causal link
affected by how T varies with Z.

Protected
Attributes (Z

71~ 27

- \
?) —>»(Outcome (O)

Figure 1: Our proposed generalized causal model. The validity of
link ‘1’ depends on the conditional distribution (7'|Z), while the
validity of the links ‘2’ and ‘3’ can be tested using the evaluation
metrics.

2.3 Key Research Questions ARC Can Help
Answer

e RQ1: Does Z influence O, even when Z has no effect on
T ? evaluates the statistical bias exhibited by the model.

* RQ2: Does Z affect the relationship between T and O
when Z influences T'? evaluates the confounding bias
exhibited by the model.

* RQ3: Does T affect O when Z may also influence O?
examines the causal effect of treatments on the model’s
outcome in the presence of potential direct influence
from the protected attributes, measuring robustness un-
der varying treatments.

* RQ4: Does T affect the accuracy of the model? evalu-
ates the impact of treatments on model performance by
evaluating changes in task-specific accuracy metrics.

3 System Demonstration

The ARC tool was built using the Django framework and
is available here: http://casy.cse.sc.edu/causal rating. Table
1 summarizes the tasks, datasets, attributes, and Al models.

Log

The Task you have chosen is: Time-series Forecasting

Stock Prices

e chosen s/ re: ['industry', 'company']

re: ' ARIMA', 'Biased', 'Random', "VNST', 'VNS2']

The Metric you have chosen is: WRS

Results
Results

The partial order is (lower scores are desirable):
‘The partial order is (lower scores are desirable):

ARIMA 59

Biased 69 345

Random 46 345

VNS1 69 345

VNS2 69

th respect to Gendes
1, NRCLex SAS

The final ratings with respect to industry (lower ratings are desirable):
a 1,'ARIMA': 2, Biased: 3, VNSI" 3, 'VNS2: 3
s with respect to Race (lower ratings are desirable):

SAS' 1,'NRCLex SAS': 1, Random SAS': 3, Biased SAS' 4} The final ratings with res pany (lower ratings are desirable):
{'ARIMA'": 1,"VNS2": 2, Biased": 3, 'Random": 3, 'VNS1": 3}

(a) Sentiment Analysis:
TextBlob and NRCLex exhib-
ited no measurable bias.

(b) Time-Series Forecasting:
ARIMA exhibited the least bias,
while VNS1 showed the most.

Figure 2: Weighted Rejection Score (WRS) quantifies statistical
bias, helping to answer RQ1 across different AI models. While
WRS was computed for multiple tasks, we present results for two
representative ones here.

This section details the rating workflow, represented in the
flowchart (Fig. 3) and demonstrated in the tool (Fig. 4). We
use Time-Series Forecasting as a running example, with fur-
ther details available in [Lakkaraju er al., 2024al.

Check for sensitive
features, Z.

Preprocess data.

Calculate WRS to
quantify the statistical
bias.

- Calculate APE to
Give the Al systems »| quantify the effect of ( Stop )
to be evaluated a raw the perturbation
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A

Figure 3: Workflow for performing statistical and causal analysis to
compute raw scores and assign final ratings to the test models.

1. Select a Task (Fig. 4a): The user starts by choosing
a task, such as Binary Classification, Sentiment Analysis,
Group Recommendation, or Time-Series Forecasting.

2. Choose a Dataset (Fig. 4b): The user selects a dataset
relevant to the chosen task.

3. Choose Attributes (Fig. 4c): The user specifies input, out-
put, and protected attributes that will be used in the analysis.
4. Select AI Models (Fig. 4d): The user picks one or more
Al models from the available options for comparison.

5. Choose Evaluation Metrics (Fig. 4e): The user selects
evaluation metrics that can be used to answer research ques-
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Tasks Data Attributes Metrics Models
Binary German Credit Dataset [Dua | Treatment: Credit Amount | WRS, DIE %, | Logistic Regression, Ran-
Classifica- | and Graff, 2017]. (low, medium, high); Pro- | and PIE % dom
tion tected: Age, Gender; Out-
come: Risk (good/bad).

Sentiment | EEC Dataset [Kiritchenko | Treatment: Emotion Word | WRS, DIE %, | TextBlob, NRCLex, Biased,
Analysis and Mohammad, 2018] with | (positive, negative); Pro- | and PIE % Random
(SAS) emotion word variations and | tected: Gender, Race; Out-

protected attributes (Gender, | come: Sentiment.

Race).
Group Public data from funding | Treatment: Request For | WRS Random Matching (MO0),
Recom- agencies (RFPs) and re- | Proposals (RFPs) and re- String  Matching (M),
menda- searcher profiles [Valluru et | searcher profiles; Protected: Semantic Matching (M2),
tion al.,, 2024a; Valluru et al., | Gender; Outcome: Good- Boosted Bandit Learning

2024b]. ness Scores (for recom- (M3)

mended teams).

Time- Stock prices (Mar 2023 - | Treatment: Semantic, | WRS, DIE %, | ARIMA, Random, Biased,
series Apr 2024) from Yahoo! Fi- | Input-specific, and Compos- | PIE %, APE, | ViT-num-spec-large (VNSI),
Fore- nance. ite perturbations; Protected: | and Accuracy | ViT-num-spec-small (VNS2)
casting Company, Industry; Out- | Metrics
(TSFM) come: Residual.

Table 1: Summary of tasks that include Binary Classification, Sentiment Analysis [Lakkaraju er al., 2023; Lakkaraju et al., 2024b], Group
Recommendation [Srivastava et al., 2022; Valluru er al., 2024c; Nagpal et al., 2024b; Nagpal et al., 2024a], and Time-series Forecasting
[Lakkaraju et al., 2024al, data attributes, evaluation metrics, Al models, and references with implementation details used in the ARC tool.

tions stated in Section 2, including robustness metrics such as
the Weighted Rejection Score (WRS) (to answer RQ1), De-
confounding Impact Estimation (DIE %), (to answer RQ2)
Propensity Score Matching - DIE (PIE %) (to answer RQ2),
Average Perturbation Effect (to answer RQ3), and Forecast-
ing Accuracy metrics (to answer RQ4). The tool provides
the description of these metrics in a popup block as shown
in Fig. 4e. The complete formulation of these metrics can be
found in [Lakkaraju et al., 2024al.

6. View Results (Fig. 4f): The tool presents a log of user se-
lections, causal analysis results, and a causal diagram. ARC
provides both nuanced raw scores and final ratings for
easy interpretation and comparison across AI models.

4 Discussion

In this paper, we applied our robustness assessment tool to
four diverse tasks and showed that the rating methodology
generalizes well.

ARC uncovered the following task-specific observations:
1. The German Credit dataset is widely recognized
as biased with respect to gender and age [Liao and
Naghizadeh, 2023; Bhargava et al., 2020]. ARC was able
to identify statistical and confounding biases; 2. For SASs,
ARC identified statistical and confounding biases related
to gender and race, with TextBlob and NRCLex emerging
as the least-biased; 3. In group recommender systems for
team settings, we identified statistical bias concerning the
protected attribute gender, where M2 emerged as most bi-
ased; 4. VNS and VNS2 exhibited least confounding bias,
whereas ARIMA showed least statistical bias. The pro-
posed rating methodology not only estimates attributes driv-
ing bias but also quantifies these biases. By providing end-
users with valuable insights, the tool helps them make in-

formed choices among the available models. As future work,
we plan to conduct user studies to evaluate the tool’s usability.

Limitations. A central limitation of ARC is its reliance on
a predefined causal model, which requires domain knowledge
and may not reflect the true underlying data-generating pro-
cess. It is rarely possible to specify a perfect causal model.
ARC begins with a hypothesized structure in which protected
attributes act as confounders, and it explores different sce-
narios within this structure. In practice, such models are
often informed by expert knowledge, controlled studies, or
causal discovery algorithms that rely on statistical dependen-
cies. Even when imperfect, a causal model provides a princi-
pled framework for reasoning about interventions and coun-
terfactuals, capabilities that purely statistical methods lack.
Causal models are designed to answer “what if I intervene?”
questions, which are especially critical in the presence of con-
founding (e.g., Simpson’s paradox [Pearl, 2022]).

A second limitation is that ARC uses a fixed causal graph
structure across all tasks. This means we do not account for
domain-specific differences in causal structure, which could
matter in some settings. That said, keeping the structure fixed
has a practical upside: it lets us compare models under the
same set of assumptions, without the results being driven by
changes in the causal setup itself. In future work, it would
be useful to explore how ARC behaves when the graph is
adapted to specific domains or learned from data.
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Home Tasks Data Attribute Selection Systems Metrics Results About

A task of using past data to predict future values. It looks
at patterns and trends over time to make informed guesses
about what will happen next. It is used in applications like

stock market prediction and weather forecasting.

Tasks

Choose any of the tasks listed below:

O Binary Classification
O Sentiment Analysis
O Group Recommendation [Teaming]

®  Time-series Forecasting

Submit and Proceed

(a) Task Selection

Home Tasks Data  Atribute Selection  Systems  Metrics  Results  About

Attributes

Choose attributes from the dropdown menu:

Input

Perturbation v
Output

Max(Residual) v
Protected attributes
Industry v

Submit and Proceed

Log

(c) Attributes Selection

Home Tasks Data  Afiribute Selection  Systems  Metrics  Results  About

PIE %, also known as PSM-DIE %, uses Propensity Score
Matching to account for confounding effects by matching
treatment and control units based on the probability of
treatment. This method helps simulate randomized control
trials (RCTs) to measure the impact of confounders.

Metrics

Choose any of the metrics listed below:

O Weighted Rejection Score (WRS)

O Deconfounding Impact Estimation (DIE) %

Propensity Score Matching - Deconfounding Impact Estimation (PIE) %

O Average Perturbation Effect (APE)

SMAPE
O MASE

O Sign Accuracy

Submit and Proceed

(e) Metric Selection

Home Tasks Data Attribute Selection Systems Metrics Results About

D ata Daily stock prices from Yahoo! Finance for six companies
across three mdustnes We subjected the data to two
: drop-ta and value halved, two
input-: speclﬁc pemu'banons single pixel change and
saturation change, and one composne perturbatmn in
©  Stock Prices which we ined the
by CLIP model based on the time-series graph  with the
original multi-modal input.

bmit and Proceed

Click on the name of the dataset to get its description.

Log

‘The Task you have chosen is: Time-series Forecasting

(b) Dataset Selection

Home Tasks Data  Attribute Selection  Systems  Metrics  Results  About

Systems

ARIMA is a forecasting model for time-series data that uses autoregressive and

Choose any of the systems listed below: moving average components.

ARIMA Biased System is & custom-built system that introduces intentional bias in
forecasting predictions.
Biased System
Random System is random time-series
Random System predictions.
ViT-num-spec-large pec-large is a larger variant of Vi trained on large

amount of pre-COVID stock prices data for time-series forccasting.

ViT-num-spec-small

spec-small is a smaller variant of trained on
smaller amount of post-COVID stock prices data for tine-series forecasting.

Submit and Proceed

(d) Models Selection

Home Daa semns Missics About
Log A

Causal Diagram
The Tk o v chosen i i serles Forccasting
The vt o e chosen i Stock Prices -

o
The nput o bvechoen i reatiment e
The Output o vl antcame
1

“The Protected attribute(s) you have chosen is / are: ['industry 'l ad
The System(s) you have chosen is/are: [' ARIMA, 'Biased', 'Random’, 'VNS1', 'WNS2'] € rrulm-nl(?) Ay R

 porusaton 34’ (Ras\dunﬂ

The Metric you have chsen is. PIE %

Results

The partial order is (lower scores are desirable):

ARIMA | Biased | Random | vas1 | wNs2

Input_0 (Perturbat

; Protected Var: industry) | 789.98 | 38870.50 | 1225458 | 1099.53 | 110181

Input_1 (Perturbat

65580 | 42512.17 | 11306 51 | 40082 | 112605

Input_2 (Perturbation=0; Protected Var: 58183 | 4542035 | 1180820 | 49575 | 74242

Input_3 (Perturbation=S; Protected Va NaN [ 42478.39 | 1247539 [ 597.12 | 114599
Input_4 (Perturbation=4; Protected Var: NoN [ 4154139 [ 1147241 [ 4408 | 141153
Input_S (Perturbation=>3; Protected Var: industry) | NaN | 4330841 | 1375780 | 422.19 | 899.93

Tho foal ratings wil respet s Cindustey ] (lower coings ace desiable):

Randon’: 3, Biased:

(f) Displayed Results

Figure 4: Figure showing step-by-step workflow of the ARC tool, illustrating selection of task, dataset, attributes, Al models, and metric. The

result will be displayed at the end.
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