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Abstract

Scaling laws have shaped recent advances in machine learning by enabling pre-
dictable scaling of model performance based on model size, computation, and
data volume. Concurrently, the rise in computational cost for Al has motivated
model compression techniques, notably quantization and sparsification, which have
emerged to mitigate the steep computational demands associated with large-scale
training and inference. This paper investigates the interplay between scaling laws
and compression formats, exploring whether a unified scaling framework can accu-
rately predict model performance when training occurs over various compressed
representations, such as sparse, scalar-quantized, sparse-quantized or even vector-
quantized formats. Our key contributions include validating a general scaling law
formulation and showing that it is applicable both individually but also composably
across compression types. Based on this, our main finding is demonstrating both
theoretically and empirically that there exists a simple “capacity” metric—based
on the representation’s ability to fit random Gaussian data—which can robustly
predict parameter efficiency across multiple compressed representations. On the
practical side, we extend our formulation to directly compare the accuracy potential
of different compressed formats, and to derive better algorithms for training over
sparse-quantized formats. Our source code is available at: IST-DASLab/unified~
sc—laws

1 Introduction

A key recent advance in machine learning has been the idea of predictable scaling of learning
performance with respect to model, computation and data sizes. This approach is encompassed
by the scaling laws Kaplan et al. [17], which allow researchers to predict the values of these three
parameters required to reach a certain model performance. This powerful idea has been expanded
upon in several directions, e.g. [[15}15; 122]], and is a key ingredient behind the massive expansion of
computational power for Al [12].

A parallel research direction, motivated by this massive increase in computational cost, has been model
compression, which proposes a series of techniques to reduce the computational and memory footprint
of model inference and training, via techniques such as sparsification [14]] and quantization [11]].
In this paper, we focus on the interplay between scaling laws and the degree of compression of the
representation over which learning occurs. While there is significant emerging work in this direction,
e.g. [9;119;133; 311, current scaling laws are specialized to single representations (e.g., quantization or
sparsity) and/or formats (e.g., integer quantization), and cannot yet address the question of predicting
model scaling behavior when training over general compressed representations.
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Contributions. This paper is structured two main questions, and their practical ramifications:

Q1: Is there a unified compression scaling law? First, we wish to find a single general law that not
only applies to sparse [9] or quantized [19] representations in isolation, but that also provides a good
fit for hybrid formats, such as sparse-and-quantized weights, or compound compression, i.e. sparse
weights and activations. Through extensive experimentation, we identify this law to be of the form

Loss(N,D) ~ A-(N-p(R))"*+B-D? +F, (1)

where NV is the number of model parameters, D is the dataset size, F is the irreducible error, A, B, o
and [ are constants, and p is a parametric function of the representation R. Crucially, we find that,
even for very complex representations—e.g. 3-bit quantization with group size 32 and 1% outliers in
full-precision—the parametric function p can still predict the scaling of model performance w.r.t. the
parameter count N. We call p(R) the representation capacity of R. Consequently, there is always a
“dense equivalent” parameter count N = N - p(R) which would yield the same loss during training.
The capacity p(R) lies naturally in the interval (0, 1], and the key goal of compression is to maximize
the trade-off between model accuracy and the size and computational cost of the representation.

Q2: Is capacity an “intrinsic” property of the representation? While related forms of the above
law have been proposed in prior work [[10;[19], we are the first show that capacity is an intrinsic
property of the representation, independent of the model and task for which the scaling law is
obtained, but relatable to standard information-theoretic measures. Moreover, we establish the
applicability of the law across hybrid (e.g. sparse-quantized weights) or composite (e.g. quantized
weights-and-activations) representations.

More precisely, our main finding is that capacity is tightly-correlated with the representation’s ability
to fit random Gaussian data, measured in terms of minimal mean-squared error (MSE). Concretely,
p(R) is a simple parametric function of the MSE of the representation R when fitting random
Gaussian data, i.e. p(R) = p(MSE(R)), where instances of the same representation R, e.g. 3
and 4-bit integer quantization, share the same parametric form p. This finding, which we validate
across quantized, sparse, quantized-sparse, and even vector-quantized representations, provides a
simple metric to “rank” different formats implementing the same representation. In addition, this also
allows us to determine the “optimal” capacity at a certain bit-width, which is given by theoretical
bounds on Gaussian fitting for a given support, which can be easily estimated via Monte Carlo
algorithms. In addition, we also provide a non-trivial theoretical justification for this relationship
in Theorem|[I] for Adam-optimized compressed models: we relate the convergence of Adam over
compressed representations with the product between the number of parameters /V and the average
root mean-squared error of compression across optimization, which connects to our notion of capacity.

Our second finding is that, except for pathological cases, capacity factorizes across composite
representations: concretely, the capacity of a 4-bit and 2:4 sparse model is the product between the
capacity of the 4-bit dense model, and that of a 2:4-sparse but unquantized model. Factorization
allows us to evaluate the capacity of complex representations based on simple ones, and also holds
when compressing different model representations, e.g. both weights and activations.

Practical Implications. The analytical metrics suggested by representation capacity also have
non-trivial practical applications. First, the fact that we are able to relate the predictive parameter
p to intrinsic properties of the underlying representation gives us the ability to analytically predict
the representational power of different compressed numerical formats. This way, we can accurately
compare and predict the efficacy of various formats such as Floating-Point, Integer INT with and
without grouping), or sparse-quantized formats (2:4 + INT) at different compression budgets. Second,
this framework inspires an improved approach for sparse training, which we show provides significant
improvements (above 20% in some sparsity regimes) in capacity at the same number of parameters.

Overall, our results provide a new lens to view the scaling properties of compressed models, with
respect to intrinsic properties of the representation over which training is performed. Thus, we believe
that capacity-aware scaling has the potential to become a practical design principle for the next
generation of efficient foundation models.

2 Preliminaries

Scaling Laws. We start from the “Chinchilla” scaling law formulation [15]] that proposed to model
loss scaling as a function of the number of parameters in the model N and the number of data points



Table 1: Representation scaling laws (rows) versus the quantities of interest (columns). For all laws,
N represents the number of parameters, D is the data, and E is the irreducible error. For the sparsity
scaling law of Frantar et al. [8]], S is the sparsity and the lowercase parameters are learnable constants.
For the precision scaling law of Kumar ez al. [19], P, is the weight precision, and vp is a learnable
weight sensitivity parameter. For the law of Frantar er al. [10], effc is the “effective parameter
multiplier,” that is explicitly fitted for every instance of compression C. By contrast, our formulation
postulates that the parameter efficiency is a simple parametric function of the representation’s capacity
to fit random Gaussian data (GMSE(R)).

Parametrization Formulation for Loss(N, D) Sparsity fit | Quantization fit
(Error) (Error)
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D the model was trained on, in the form the parametric function:
Loss(N,D) = AN~ 4+ BD P + E, )

where A, B, F, «, and S are the scaling law parameters that can be fit empirically. It is important to
note that such scaling laws assume an ideal, well-tuned training setup, and that the parameter may
vary slightly depending on architecture, optimizer, and hyper-parameters.

Compressed Representations. For sparsity, we assume that a specific fraction, within each parameter
group of a certain size G, is set to zero. Sparsity is unstructured if the group is the whole tensor,
whereas it is semi-structured (N:M) if N parameters out of every M are set to zero. For quantization,
unless otherwise stated, we assume that parameters are mapped onto a scalar, symmetric grid
corresponding to the number of bits available for quantization, as is standard [[L1]]. (We will also
consider vector quantization in Sectiond.1]) For sparse-quantized representations, we follow [13] by
first applying sparsification, and then quantization, to map continuous parameters onto this format.

Prior Scaling Laws. The relationship between the learning representation and the the scaling law
formulation was considered by Frantar et al. [9] for sparsity, and by Kumar et al. [19] for quantization.
The scaling laws they propose are described in Table[T] together with their parametrization, for the
special case of weight-only compression. While both these laws can predict loss with respect to
training over their target representations, their formulation is not designed to generalize to other
representations, or to hybrid ones (e.g. sparse-quantized).

The unified law we consider extends preliminary work by Frantar et al. [10], who, assuming that
training happens over weights compressed in representation C, proposed a simple parametric law
similar to Equation[I] but which is fitted independently for each instance of compressed training,
yielding a value of the corresponding parameter efficiency factor, called effo. Frantar er al. [10]
focuses on quantization; they fit sparsity in limited experiments, and do not consider hybrid formats.

Our Approach. By contrast, our focus is on relating parameter efficiency to intrinsic properties of
the representation R: in their parlance, we show that, across all instances of a given compressed
representation R, e.g. uniform integer (INT) quantization, the parameter efficiency has the same
parametric form p(R), and, in fact, this parametric form is simply a function of the MSE for the
representation R w.r.t. random Gaussian data, i.e. p(R) = p(GMSE(R)). Importantly, GMSE(R)
is an intrinsic property of R, and only depends on its own parametrization: for INT, this would be the
number of bits we employ per parameter.

The fact that this parametric form is shared across instances of the same representation (Section [.T)),
is powerful since it allows us to compare and transfer parameters between instances of the same
representation R. Clearly, if GMSE ~ 0, then p(P) ~ 1, and we recover the original “dense”



scaling law [[15]]. Interestingly, Table [T|shows that our unified law can provide a better fit than the
representation-specific formulations of Frantar et al. [9] and Kumar et al. [19], and (almost) matches
the formulation of [10], which is fitted for each compression instantiation C'.

Setting for Experimental Validation. For our scaling law investigations, we pretrained decoder-only
Transformers following the Llama architecture [34] for 30M, 50M, 100M and 200M non-embedding
parameters. The models were trained on the C4 dataset [28]], using the Llama-2 tokenizer [34]. To
ensure we operate in a data-rich regime, we use 50, 100, and 200 training tokens per model parameter
for each training configuration, and train on fixed-length context windows of 512 tokens. We used
AdamW [18; 23] with a 0.1 ratio of warm-up epochs with cosine scheduler. Our experimental setup
is very similar to that of [9;[19; [10]. More details are provided in Appendix [A]

We follow standard quantization-aware training (QAT) methods, combined with various levels of
unstructured weight sparsity. For quantization we employ the gradient estimator of [27], a per-layer
uniform quantizer with static scaling factors and gradient masking. Quantization levels range from
1-bit to 8-bit precision. We consider configurations with quantized weights only, activations only, and
both simultaneously. For sparsity, we apply unstructured magnitude pruning via top-k thresholding
on a per-layer basis. The sparsity mask is recomputed dynamically at each optimization step. For
Vector Quantization (VQ), we follow QuUEST scalar quantization and apply it to 2- and 4-dimensional
HIGGS grids [24]. To restrain outliers we use the trust estimation method [27] that zeros out gradients
for any point lying outside a hypersphere of a certain radius.

3 Theoretical Analysis

One key focus of our work is whether, given a compressed representation 2 over which learning is
performed, we can identify a predictive metric that correlates with the representation’s efficiency
p(R). To identify this metric, we first model the standard weight-compressed LLM optimization
process, which combines the Adam algorithm [18]] with the straight-through estimator (STE) [2]]. We
have:

STE Gradient: ¢; = %f(é\t), where 0; = C(6y),
Optimizer states: m; = Bime—1 + (1 — P1)g:
v = Bovg—1 + (1= Ba)g;, Uy = max(vg, Uy 1)
Model update: 6,41 = 60— UL

n Tt

where V represents stochastic mini-batch gradient operator, C: RV — R¥ is the compression
scheme, 1, 32 € (0,1) are momentum parameters, € > 0 is a small constant for numerical stability
and 1 > 0 is the learning rate or the step-size. All vector operations are element-wise, including the
max operation. Our analysis relies on the following assumptions, which are standard in adaptive
optimization [36} |29} 45 20; 165 25 130]:

Assumption 1 (Lower bound and smoothness). The loss function f: RN — R is lower bounded by
some f* € R and is L-smooth, namely, ||V f(0) — V f(0')||2 < L||0 — 0'||2, for any 6,0" € RN .
Assumption 2 (Unbiased and bounded stochastic gradient). For all iterates t > 1, the stochastic

gradient g, at 0y is unbiased, Elg:] = Vf(@), and uniformly bounded, ||gt||cc < Goo, by some
constant Go, > 0.

Assumption 3 (Bounded variance). For all iterates t > 1, the variance of the stochastic gradient g;
at 0y is uniformly bounded by some constant o* > 0, namely E||g; — V £(0;)|13] < o

In this context, our main claim is the following:
Theorem 1 (Non-convex convergence analysis). Let Assumptions and 3| hold. Then, choos-
ing step-size n = min(no, %) with g = 2(Llc\[p and C = 2+/G2%, + /N, a randomly chosen

N+C\f (f( 1) —f* +L0)+O(N;/2>.

compressed iterate 0 from {@\1, .. é\T} satisfies

CLG
Z 16 = 02

Discussion. Similar convergence analysis for Adam under compressed iterates 6; was performed
in the setup of convex online learning with bounded domain condition [[16], and in nonconvex
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Figure 1: Comparison of p fits for scaling law forms from Table[l} (a, left) shows quantizations
scaling laws, (b, middle) and (¢, right) demonstrate the match between noise injection and QUEST
quantization for weight-only and weights+activations quantization.

optimization with restricted hyperparameter choices and slower rate in terms of constants and extra
log-terms [3]]. We now interpret this bound, whose complete proof can be found in the Supplementary.
Specifically, the bound shows the ergodic convergence of the gradients taken at compressed iterates,
which is the strongest property shown even in the uncompressed case [36]]. In turn, this term is
bounded by 3 terms on the RHS. The second and third bounding terms are standard in the analysis of
uncompressed Adam [36], showing that our analysis is fairly tight. We focus our attention on the first
term, whose key part is highlighted in blue: this term consists of absolute constants, multiplying the

critical term N - |E {% Zthl ||§t — 0, Hg} . Specifically, this term consists of the number of parameters

N times the average {5 compression error over the model parameters throughout the execution. Thus,
this analysis suggests that the parameter efficiency of such models may depend multiplicatively on
both the number of parameters, and the compression root-mean-square-error (RMSE) throughout the
execution. Importantly, this bound is independent of the compression type.

4 Findings
4.1 Finding 1: Gaussian RMSE Predicts Representation Capacity

Table[T|presents a number of scaling laws that model the same functions via different parametrizations.
One can notice, that both the Sparsity form of Frantar et al. [9] and the Quantization form of Kumar
et al. [19] can be reduced to the Decoupled form of Frantar et al. [[10]] in the third row, by imposing
additional constraints (e.g. effp = 1 —e~F»/7 for quantization). Naturally, the Decoupled form can
achieve lower fit error, but it does not provide any information about the interpretation of the capacity
term, which we call p(R), across different representations R. The Sparsity form and the Quantization
form, on the other hand, feature intertwining and interpretable parameters. For simplicity, we first
focus on the Quantization form for now.

The Functional Form. Kumar et al. [19] choose the functional form p(P,) = 1 — e~ w/Yw to
model quantization efficiency. By contrast, we propose a different form to model p(R):
p(GMSE(R)) = L - tanh(F - log, ,4(GMSE(R)))°, 3)

which depends only on the representation R’s Gaussian-MSE fit, denoted by GMSE(R), and on the
scalars L, F', and C, detailed below. The GMSE(R) is easily computable for any representation, and
allows us to bypass the dependency on representation-specific parametrization, such as bit-width or
sparsity. Specifically, we fit the scalar parameters for each compression type, e.g. scalar quantization,
and then re-use these parameters while varying GMSE(R) w.r.t. compression parameters, €.g.
bit-width. The scalar parameters L, I, and C' allow us to accurately model observed effects such as:

* Imperfect convergence in high-precision: While modern QAT algorithms such as QuEST reach
efficiency p = 1 for low quantization error, older algorithms such as LSQ (Figure[I](a)), have an
efficiency limit strictly below 1, since for instance its gradient estimator introduces consistent bias.
The factor L, defaulting to 1 for saturating representations, allows us to model this imperfection.

* Various low-precision curvature: As seen in Figures|l|(b) and (c), different representations be-
have differently around GMSE = 1, with some have noticeably higher curvature (“breakdown”).



From Figure[I](a), one can see how that region disproportionally affects the law of Kumar ef al.
[19], leading to a very poor fit at higher bitwidths. The factor C, closer to 1 for representations
“more linear” around GMSE = 1, allows us to more accurately model p(R).

Quality of Fit. Table|l|shows that our approach leads similar or better quality-of-fit relative to prior
laws, covering both scalar quantization and sparsity, while Figure|l|shows p(R) alignment between
scaling law forms, compared to Kumar et al. [19], for the QUEST and LSQ quantizers. Again, our
approach provides significantly better fit. In Figure[2[a), we show that our method can also provide a
good fit for models trained with vector-quantized (VQ) weights, using the projection method of [24],
for lattice dimensions 2 and 4. This shows both the versatility of our approach, and the necessity of
the L term, since higher-dimensional VQ appears to have clear sub-unit saturation due to higher bias.
We provide further examples in Section[4.3]

4.2 Finding 2: Noise Injection as a Scaling Law Predictor

Next, we turn our scaling law on its head, and ask: what if we plug the optimal achievable GMSE
for a certain bit-width into the scaling law? In that case, the scaling law should allow us to compute a
lower bound on the achievable parameter efficiency given a certain type of representation. In turn,
we can find out how close existing quantization- or sparsity-aware training techniques, or numerical
formats, are to the information-theoretic lower bound for that specific representation.

Figure[I](b) illustrates the “optimality gap” for the QUEST algorithm for scalar weight-only quan-
tization across bit-widths, suggesting that this approach is fairly close to optimal. In Figure|l|(c),
we compare the fit between actual runs of this QAT algorithm across bit-widths, and the predicted
values via noise injection [1]] (plugging in the equivalent GMSF) into the scaling law, showing a
near-perfect fit.

4.3 Finding 3: Representation Capacity Is Multiplicative Across Compression Types

In prior work, [19] have claimed that, for their formulation of the law, the representation capacity
factorizes independently for quantization of weights and activations. Our experimental findings
extend this result, showing that representation capacity, p(R), also factorizes naturally across a wide
range of compression approaches, whether for the same tensor (sparse-and-quantized weights) or for
different state tensors (sparse weights and sparse activations). We follow the experimental setup from
Section 2] training models with sparse weights and activations, or sparse-quantized weights, or both.
We fit a scaling law in the 100 toks/param regime. We show that representation capacity factorizes
for the following scenarios:

1. Sparse weights and activations: For sparsity, independently applied to weight and activations,

p(st,sa) = P(st) 'p(Rsa)' “4)

We summarize the fitted values of p(R) levels in a matrix M (Figure [2b)), where each entry
corresponds to the fitted efficiency for a model trained with a specific sparsity configuration.
Remarkably, the matrix can be accurately approximated by a rank-1 outer product of the first
column M, . (weight-only) and the top row M:, 0 (activations-only) elements, i.e. M ~ My . ®
My ... The resulting parameter efficiencies closely match the product of efficiencies obtained for
runs with weight-only and activations-only configurations.

2. Sparse and quantized weights: Given a weight sparsity level s combined with ¢-bit quanti-
zation, we claim that the representation capacity can be represented as the product: p(R s) =
p(Ry) - p(Rs). We report the results for different sparsity levels and bit width in Figure [9]
Similarly, the matrix p(R) factorizes into the outer product of marginal vectors for quantization-
only and sparsity-only representation. Apart from extreme quantization to 2-bit precision, the
approximation maintains the error of order of 1072,

3. Sparse and quantized weights, and quantized activations: Finally, we observe that factor-
ization extends to quantization of activations as well. In supplementary experiments, we apply
quantization to activation tensors alongside with weight sparsity and quantization. Our results
indicate that the representation capacity with weight sparsity s,, and quantization bitwidth q,,,
and activation sparsity ¢, follows p(Rgq,, s..q.) = P(Rq.) - P(Rs,) - p(Rg,)-

This result allows for low-cost comparison across compression comparison. Moreover, it facilitates
compression hyperparameter tuning and thus predictable model training in a compressed regime.
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Figure 2: (a) Scaling law for 2- and 4-dimensional vector quantization. (b) Representation capacity
across weight and activation sparsity levels: baseline, factorized prediction, and relative errors. Note
the low errors for the factorized predictions, with slight increases at the larger sparsity levels.
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Loss when trained using the corresponding formats via QUEST, and the resulting capacity p(R).
Observe the high correlation between ranking in terms of GMSE (top), and Val. Loss (bottom).

5 Applications

5.1 Application 1: Comparing Compressed Numerical Formats

Practical Formats. The scaling law for compressed representations enables systematic comparison
of numerical formats used in quantization, such as INT8, INT4, FP4, or custom low-precision
representations, based just on their GMSE, which can be determined via fast Monte Carlo algorithms.
Thus, it provides a clear guidance on which low-precision format delivers the best performance
for given resource constraints. Figure [3]illustrates this for a number of floating-point and integer
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Figure 4: Representation capacity p(R) versus MSE for (a) group-wise quantization, with markers
indicate group counts (color encodes quantization bitwidth), and (b) outlier-aware quantization.
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Figure 5: Backward heuristics: (a) forward mask Mgy determined by the T}, threshold, (b) backward
mask determined by threshold T, (c) banded backward mask determined by both 7}, and 7T}, (d)
capacity plot compared to the Magnitude Pruning baseline with Mgy = Mpwy .

data-types. Specifically, we observe a direct correlation between the ranking of GMSFE values (top)
and the actual C4 validation loss obtained in actual experiments (bottom). This suggests that our
GMSFE metric is an accurate predictor of compressed pre-training performance. For instance, it
suggests that switching to FP4 (E2M1) will not bring gains relative to INT4 training, and that both
formats are close to the theoretical lower bound at 4 bits.

The Impact of Parameter Grouping and Outlier Preservation. A related question regarding
formats is whether more complex approaches, such as group-wise quantization, or outlier preservation
in higher precision, can disrupt the scaling law. We examine this in Figure [d] which it shows that
preserving no outliers (0 %) lies on the Pareto-optimal boundary: higher outlier ratios achieve a worse
trade-off between the MSE and the representation capacity p(R). This suggests that, for pre-training
it is more effective to allocate bits to encoding the values distribution rather than outlier preservation
or careful grouping. This further demonstrates that the proposed RMSE dependency is a general
property and remains valid even under diverse structured compression techniques.

Compositionality. An immediate practical application of the multiplicative behavior of the law
(Section[d.3) is the ability to estimate the model’s performance in advance for arbitrary compression
configuration. Given the individual efficiencies of different compression methods, such as quanti-
zation or sparsity, applied to weights or activations, one can predict the combined effect without
spending additional compute for training.

5.2 Application 2: Increasing the Capacity of Sparse Training

The Sparse Training Problem. For our second application, we investigate implications of the RMSE
law to maximize the capacity of a sparse representation during training. Specifically, standard sparse
training methods such as gradual magnitude pruning (GMP) [37;|9] compute a forward sparsity mask,
which we denote by M gy during the forward pass based on the absolute-magnitude Top-K operation
applied to the model parameters 6 with respect to a target sparsity. Then, a gradient V L( TopK (0))
is taken w.r.t. the sparsified weights. Standard baselines, such as the ones we use for sparse training,
re-use the forward sparsity mask for the backward, preventing the pruned weights from receiving
any gradient. We are interested in heuristics to improve the parameter efficiency of this standard
approach, increasing capacity at the same sparsity level.

RMSE-Banded Gradient Masking. For this, we follow the RMSE law and align the parameters
6 € RY with the standard normal distribution by dividing # by its root mean square RM S () =

vV Zf\il 62, which results in ||§/RMS(0)||3 = N. We allow the user to provide a median

deviation parameter p € (0,0.5), which determines the threshold for the backward mask T}, =
RMS(0) - ppf(0.5 + p), where ppf is the inverse cumulative distribution function of the standard
Normal distribution. The multiplication by RM S(x) “converts” the threshold for the standard
Normal distribution to the threshold for the vector 6. As a result, Mpw = 0] > T),.

Effectively, our approach, which we call RMSE-Banded Backward Masking (RBBM), sets a backward
mask M py that may be different than the TopK mask for the forward, whose sparsity is controllable
via the parameter p. To address the fact that it may not allow gradient flow for small parameter
values, we allow gradients to flow for the smallest and largest parameters, and create a band between
T, and the TopK threshold T}, where we do not allow gradient flow. Let m = min(T,,T})) and
M = max(T,,Ty) and define Mpw = (|6] < m) Vv (8] > M). Since we do not control the



relationship between 7, and T}, we need to ensure that the band is defined correctly. Concretely, the
values 6; < m and values 0; > M will receive gradients, while the values 8; € [m, M] will not.

To illustrate, in Figure [5a] we show the structure of forward mask Mpy,, were the red region
corresponds to values |0;| < T that will not receive any gradient, while the green region corresponds
to the values |0;| > T} which will receive gradient. The top-k threshold T}, is fixed. In Figure we
have a similar behavior for the backward mask Mgy determined by the threshold T},, which is now
user-controlled via the median deviation parameter p. In Figure [Sc| we show an example for T}, < T,
where we obtain a banded-mask: the values |6;| € [T},, T}| will not receive any gradient (red region),
while the other values will receive gradient (green region). The band width can be controlled via
the parameter p € (0,0.5). When p is close to zero, the T}, value will decrease, having the effect of
increasing the width of the red band, where the corresponding weights do not get gradient. When
p = 0, the value of T}, will be equal to the median and this will be equivalent to the baseline (e.g.
Mpw = Mpw) illustrated in Figure [5a

Results. We apply RBBM for sparse training in our pretraining scenario, for the 30M parameter
Llama model, using our training setup from Sec. 2] and for unstructured sparsities between 10% and
90%. We compute the capacity of the sparse representation. The results for our RMSE-based heuristic
and the standard sparse training baseline (Magnitude Pruning) are provided in Figure[5d} The results
show that our RMSE-based approach enables consistently higher capacity than the baseline.

6 Related Work

We focus on studies that extended classical scaling laws [[17;115] to model compression. Frantar et al.
[9]] presented the first scaling law for weight-sparse Transformers, across vision and language and
unstructured and semi-structured sparsity. Earlier work by Clark ez al. [S] studied mixture-of-experts
sparsity, deriving scaling laws in terms of total parameters and compute per token, reinforcing the
idea that only effective parameters govern scaling.

A recent breakthrough by Kumar et al. [19] introduced scaling laws that incorporate numerical
quantization during training and inference, showing that, as for sparsity, a model trained in low
precision behaves like a smaller high-precision model. They also apply their approach to post-training
quantization (PTQ), showing that PTQ quality worsens as training data increases. For training-time
quantization, their laws suggest that using lower precision allows training larger models on the same
compute budget. Relative to their pioneering work, we bring the following improvements. First,
we investigate a different and arguably simpler scaling law, showing that it yields a considerably
better fit for quantization itself (see Table[I)). Second, our key focus is different, we provide a first
interpretation of the notion of representation “capacity”, together with a theoretical justification, and
ample experimental validation. Finally, we validate the factorization property posited by Kumar et al.
[19], as well as extensions to hybrid formats. Follow-up work by Sun et al. [33]] examines scaling
laws for floating-point (FP) formats, finding that the law of Kumar ez al. [19] does not provide a good
fit in this case, and investigates an extension of the law via additional parametrization.

Preliminary work by Frantar ef al. [10] proposed the single-parameter scaling law on which we
build, and showed that it can be applied to instances of weight quantization and sparsity, by directly
fitting the efficiency parameter. By contrast, we identify a general law, in the sense that the same
parametric form can transfer between compression types, to hybrid sparse-quantized formats, as well
as to instances where both weights and activations are compressed. More interestingly, we equate the
representation capacity factor in the law with a natural notion of representation capacity, show that the
law factorizes across representations. In concurrent work, ParetoQ [22] aimed to unify the fragmented
landscape of LLM quantization by systematically evaluating the interplay between training strategy,
quantization function design, and bit selection. Our results complement their findings: for instance,
we obtain that, for the architectures we consider, 2-bit weight-only quantization is Pareto optimal.

7 Discussion and Limitations

Our study introduces representation capacity—roughly defined as a simple monotone transform of the
Gaussian MSE—as a unified metric when training compressed models across various representations.
Capacity enables format comparisons without retraining or exhaustive grid searches, so that future
hardware designers can expose any format whose capacity p dominates the Pareto frontier, confident



that software will exploit it optimally. Moreover, our law factorizes, further simplifying the search
for the “optimal” training format.

A few caveats remain. First, in line with prior work in this area, our experiments are limited to
decoder-only Llama-style architectures trained on C4 in the data-rich regime (100 toks/param); we
plan to extend this at larger scale. Second, the law may need specific fits for ultra-low precision
(e.g. 2-bit or ternary formats) and for vector-quantization codebooks below 8 entries, suggesting
second-order effects may need to be taken into account. Third, while our theoretical evidence uses
standard assumptions, it could be extended to more complex representation types.
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Appendix Roadmap

This appendix provides supporting material organized as follows:

 Experimental Setup (Appendix [A): Model architectures, hyperparameters, and training
configurations.

* Factorization of Representation Capacity (Appendix [B): Detailed analysis showing how
representation capacity matrices can be factorized for various compression techniques
including quantization, sparsity, and their combinations.

* Ablation Studies on Law Formulation (Appendix [C): Investigation of different noise
distributions (Gaussian, Logistic, Student’s t, Laplace) and functional forms (tanh, logistic)
for the scaling law formulation.

* Scaling Laws for Vector Quantization (Appendix [D): Implementation details and algo-
rithms for vector quantization approaches, including forward and backward pass descriptions
for HIGGS-based training.

* Theoretical Support (Appendix[E): Convergence analysis for Adam optimizer with Straight-
Through Estimation (STE), including complete proofs and supporting lemmas.

* Improved Sparse Training via RBBM (Appendix [F): Comparison of our backward mask
heuristics against Rigl. and Gradual Magnitude Pruning, with detailed descriptions of
different masking strategies.

A Experimental setup

Hyperparameters. Table [2] summarizes the architectural and optimization hyperparameters used in
this study.

Model size # Layers # Heads # Embeddings Learning rate

30M 6 5 640 1.2-1073
50M 7 6 768 1.2-1073
100M 8 8 1024 6-10~4
200M 10 10 1280 3.1074

Table 2: Key architectural and training hyperparameters for Llama family models.

Generalization Across Model Families and Datasets. To validate that our findings are independent
of the model family and dataset, we conducted comparable experiments on the OLMo?2 [26]] family
models trained on the ClimbMix dataset [7]. OLMo2 models use no biases, employ rotary positional
embeddings [32], RMSNorm [35]], and reordered pre-normalization [21;[26]. We also used ReLU?
activation function for linear layers.

We matched the model size range, data-model size ratios, and optimizer hyperparameters to those used
in our original setup. Scaling laws of the same functional form as in Table[I} where p(GMSE) takes
the form of Eq. 3] were refitted from scratch. We report the corresponding estimates for parameters
(o, B, E, L, F, C') in Table [3| Confidence intervals of one standard deviation were obtained by
the bootstrapping procedure. The results match closely with those from the Llama / C4 setup, with
overlapping confidence intervals.

We use 8x80GB H100 machines for efficient training, and training one model takes on average 1 hour.
To produce the full set of results we ran in total approximately 250 such training runs for various
compression configurations.

B Factorization of Representation Capacity

Figures [6}j9] show factorization of the representation capacity matrix for various in-training compres-
sion techniques:

1. Quantized weights and activations (Fig. [6).
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Llama family / C4 OLMo2 family / ClimbMix

o 0.13£0.05 0.18+£0.03
B 0.33 £ 0.06 0.26 +0.02
E 1.3£0.5 1.4+0.3

L 1.0£0.7 0.84 +0.10
F 0.41 £0.02 0.37 £ 0.04
C 1.39 £ 0.08 1.24 £0.13

Table 3: Scaling Law hyperparameters for Llama and OMLo2 model families.

2. Sparsity + QUEST quantizer (Fig.[7).

3. Joint sparse & quantized weights + activations (Fig. , for all combinations (s4, ¢4, gp) for
sparsity s, € [0.25,0.5,0.75] and bit widths ¢, ¢, € [2,4, 6].

4. Sparsity + uniform quantizer with maximum absolute value as a scale (Fig. [9).
From the factorized representation-capacity matrices we observe the following:

1. The element-wise error of the fitted coefficients p (from our scaling law) is of order
1073102

2. A rank-1 row-column outer product accurately approximates the matrix, confirming the
multiplicative property of representation capacity p in various scenarios.

3. Approximation error remains of the order 102, except for the cases of extreme 2-bit
quantization, where p < 0.1. We explain this gap due to the poorer performance of the
optimizer in these extreme compression regimes, which is not taken into account currently
by our model (as it uses the same coefficients for both 16 and 2 bits).

True p(P) Approximated p(P) Absolute error

140.09 0.15 0.19 0.20 0.21 10.04 0.10 0.16 0.19 0.21 10.04 0.06 0.03 0.01

o
o

2 24015 0.30 0.40 0.45 0.45| J 240.09 022 035 0.41 0.45| B 240.06 0.09 0.06 0.04
o) Keo) Q0
£ 34019 0.42 0.62 070 074| £ 340.15 0.36 0.57 0.67 0.74| € 3{0.03 0.06 0.05 0.03
2 2 Ry
9] 9] 9]
= 44020 046 072 0.85 0.90| = 40.19 0.43 0.69 0.82 0.90| = 440.01 0.03 0.03 0.03
1640.21 0.48 0.76 0.91 1.00 1640.21 0.48 0.76 0.91 1.00 161 -
1 2 3 4 16 1 2 3 4 16 1 2 3 4 16
Activation bits Activation bits Activation bits

Figure 6: Representation capacity coefficients for independent quantization of weights and activations.
Element-wise p fitting error is not greater than 5 - 1073,

C Ablation studies on Law Formulation

C.1 Evaluating RMSE across Different Distributions

We investigate how the choice of noise distribution used in our law formulation from Sec. .1 affects
the predicted representation capacity. In Figure we plot the mapping p(M SE) for different bit
widths using Logistic, Student’s t, and Laplace noise distributions. Each distribution is rescaled to
have zero mean and unit variance.

We observe that, no matter which noise distribution we choose, the mapping p(M S E) always remains
strictly monotonically decreasing. In principle, one could use heavytailed distributions (for example,
Student-t or Laplace) to give more weight to extreme outlier errors. However, this leads to a smaller
range of MSE values. By contrast, assuming Gaussian noise—which we propose—produces the
widest spread of MSE, which in turn allows for a better fit for the scaling law. In short, although
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True p(P) Approximated p(P) Absolute error

2 10.57+0.000.54+0.000.42+0.040.33+0.00| 24 0.57 0.48 0.39 0.28 249 - 0.07 0.02 0.05
3 40.75.0,010.66.40.040.57+0.030-35.0.05] 34 075 063 052 037 34 - 0.02 0.05 0.02

(%] (9] (9]
4 40.87:0000.8140000.68:0000.46000] = 44 0.87 0.74 0.61 0.43 = 4 0.08 0.07 0.03
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8 40.99.0,010.90.0,010.75.0.000.51.0.01] 84 099 084 069 049 g4 - 0.06 0.06 0.02
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Figure 7: Representation capacity coefficients with fit errors in case of sparsity combined with the
QuEST quantization.
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Figure 8: Representation capacity fit errors for sparse+quantized weights and quantized activations.
Error bars denote +1 standard deviation from the mean.

True p(P) Approximated p(P) Absolute error
0.04005 058 085 1.00 1.00 0.040.05 058 085 1.00 1.00 004 - = > =
0.140.09 052 081 0.95 0.95 0.14 0.04 055 0.81 0.94 0.95 0.14 0.05 0.03 0.00 0.00
0.240.14 048 077 0.89 0.89 0.24 0.04 052 076 0.89 0.89 0.24 0.10 0.04 0.00 0.00

b 0.340.13 046 072 084 0.84 b 0.340.04 049 072 0.84 0.84 b 0.340.09 0.03 0.00 0.00
e 0.4-40.13 044 067 078 0.78 & 0.440.04 046 0.67 078 078 e 0.440.10 0.01 0.00 0.00
@M 0.540.08 042 062 071 072 M 0.54 003 042 061 072 072 @M 0.540.05 0.00 0.01 0.00
% 0.640.08 038 056 0.64 0.64 %0,6« 0.03 037 055 0.64 0.64 L% 0.64 0.05 0.00 0.01 0.00

0.740.09 035 049 056 0.56 0.74 0.03 0.33 0.48 0.56 0.56 0.74 0.06 0.02 0.01 0.00
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094002 024 031 035 035 094002 020 030 035 0.35 0.940.00 003 0.01 0.00
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Figure 9: Representation capacity coefficients matrix for sparsity applied with uniform quantization.
Element-wise p fitting error is not greater than 2 - 1073,

monotonicity is preserved under various distributions, the Gaussian MSE delivers the best overall
representation capacity prediction, so we adopt it as our default formulation.

Throughout this work, unless specified otherwise, MSE is computed over standard Gaussian input.

C.2 Functional form of the Law

The behavior of p( GMSE) observed in our experiments can be captured by fitting multiple smooth,
monotonically decreasing functions, with no more than 3 additional parameters. In principle, a wide
range of such functions can be used to model this relationship, depending on the desired fit properties.

For lower overall fitting error, we found it beneficial to constrain the function to satisfy boundary
conditions f(0) = 1 and f(1) = 0. This way the correct behavior in the high-error region M SE < 1
is enforced, which is critical for stable predictions in the extreme compression cases. The corre-
sponding fits are summarized in Table[d] the fitting error is calculated for the combined scaling law
L(MSE) = L(p(MSE)).
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(a) Effect of input noise distribution on the mapping (b) Different functions used to fit p(M SE)
p(MSE).
\ \ Functional form | Fitting error (RMSE) |
| Decoupled |  Independently fitted p | 4.2-1074 \
Tanh p = tanh(F - log, ,, MSE)“ 4.7-107*
Logistic p=(1+B -MSE*)! 4.9-10*
- 1 — MSE*
Logistic (1, 0) p=——""—"— 1.1-1073
1+ B-MSE

Table 4: Functional form choices and associated fitting error.

Throughout this work, we adopt the functional form of hyperbolic tangent as it provides the smallest
fitting error.

D Scaling Laws for Vector Quantization

In this section, we provide detailed information about the Vector Quantization approach used to
produce the results in Figure 2{a). Algorithms|[T]and [2]describe the forward and backward passes
over a linear layer actively quantized with HIGGS for row-major weights. As was described earlier,
our method is combines ideas from Panferov et al. [27]] for the gradient estimator, and Malinovskii
et al. [24] for the lattice representation. We use the trust estimation method that zeros out gradients
for any point lying outside a hypersphere of radius R: ||z||3 > R?. Our experiments were conducted
on 30M and 50M models using the same set of hyperparameters as in Sec.[2}

Algorithm 1 VQ Training Forward

Input: Input activations x, row-major weight w
wp, = HT(w)

Wh = PIOjg,iq Wh

y = XVAV,}J;

Return: y, x, Wy, Mgria(Wn; Wp)

A

E Theoretical Support

Here we provide the full proof of Theorem|I] giving a convergence analysis of the Adam optimizer
when used with STE. For completeness, the description of the algorithm is presented in the Algorithm

Bl
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Algorithm 2 VQ Training Backward

. . OL 2 ‘W

1: Input: by > X Wh, Mgria(Wh; W)
. OL _ 0Ly

2: ox ayWh

3. 9L _ TOL

4

5

COwR oy

% = IHT (Mgrid(wh; Wh) © B%h,)
9L OL

: Return: x’ Ow

Algorithm 3 Adam with Straight Through Estimation (STE) and AMSGrad normalization

1: Input: parameters 31, 32 € (0,1), € > 0, step-size ) > 0, 6; € R mg = vy = g = On
2: fort ={1,2,...,T} do

3: @ C (Ht) o Compress the model via quantization and/or sparsification
4 =Vof (Gf) o Compute STE for compressed model
5: mt Bimi—1 + (1 — P1)g: © Update first-order gradient momentum
6: vy = Bavi_1 + (1 — B2)g? ¢ Update second-order gradient momentum
7: 0y = max(vy, Ug—1) © Apply AMSGrad normalization
8: Oiy1=0.—n \/% ¢ Update the uncompressed model parameters
9: end for

Proof. Let G be the gradient bound with respect to {5 norm, that is, ||g:]|]2 < G. Using the
relationship between ¢5 and /., norms, we conclude G < VdGy. Let Ty = Diagfl/ (04 + €) be the

preconditioning (diagonal) matrix and rewrite the main update rule as
Orr1 = 0 — nlymy.

Letting 6y = 601, define virtual iterates x; as follows:

1 B
0, — 0,
T—p " 1=-p !

Ty =

In particular, z; = 6. Then, the update rule for the virtual iterates becomes

1 B1
1—51(0t+1 — 0= 1-5

B1
= ——Tymys + U ——T_1my1

—51 1-5

(0 —6i—1)

Ti41 — g

n
gt g e
= *%Ft(mtfﬁmt—1)+£(rf 1— ) my_q
_ﬂl 1—6 1 N ——

LA,

= —nlg + 1 /Bﬂ Alymy_q.

Next we apply smoothness (Assumption [I]) of the loss function f over the iterates x;:
L 2
Fl@enr) < flwe) +(VF(@e), 21 = 20) + Sllze — 2™
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Taking expectation and splitting the inner product into two part, we obtain

E[f(@e41)] — E[f (2]
—nE[V f(xt),Tege)] +nE |:<vf($t) 1 fﬁ AT'ymy— 1>}

\ 21

—  —WE[(V(6:),Tige)] +1E KW (z2), 16}1“””“”

In the following, we bound all the four terms mentioned above.

IN

n?L
+7E tht — A]-—‘tTnt—l

b1
1-5

17

2L 2
+—E

ATymyq|| | +nE[(Vf(0:) — Vf(21),Tegr)] - (%)

v

Tige —

B1
1-5

111

Bounding term 1. Let ||AT;|| be the operator norm (with respect to 5 norm) of the matrix AT%.
Since AT"; is diagonal, the spectral norm coincides with the largest diagonal value in magnitude.

Using unbiasedness of the stochastic gradients, we have
I = —nE[Vf(0:),Ti-19)] = nE[Vf(0:), Alege)]

< =i [(V1(0),Te1V 1 (0))] +nGE[| AT,
= B [(VS0), 01V I @))] + 1B [(T1B) = V100,71V (B1))] + nG2E[| ATy
< = Din(Ce-1)E[[VF@)IP) + nLGE[|Ts-1]l[18 — 6:]1] + nGE[ AT
< —CiOE[IIVf(Gt)HQ] +LGE[[|0; — 0| - [ITe—1]] + nGZE[ AT ],
where we used Assumption 2]and Lemma [3|to bound
_ of 1
Ania(Teer) 2 (etllmas €)% 2 (67 +6) 7% o
Bounding term II. Splitting the inner product again and bounded each term, we get
11 = [<Vf<et>,1ff1ﬁlmtmt_l>} R [<Vf<xt> VI, 2 AT >]
2
L
< 10 E{IV @) AT me[[] + ¢ LA g BT —amia | - [|ATimg o []]
1-5 (1—p1)2
nﬁl QBfLGZ
< AT ————E|[||AT 7

where we used the fact that the largest eigenvalue Aoy (Ts) = ||T¢|| = (|0¢lmin + €)71/2 < e 1/2,
The second inequality is due to the smoothness of f, and the last inequality is due to Lemma [I]
Assumption 2] and the property of norms.

Bounding term III. This term can be bounded as follows:

2 7] LB}
ITT < n*LE [[Togel”] + a-gpE [1AaTm, ]
n*L > 3 n’Lp7
< T=Elllg, — VI @) + V6 + = e =
n’L LG
< 1= (BUVSGI] + ) + {757 BlIAT
2 . 2102  n?LB2G2
< TER(IVF @I + T+ PO pyjar,, ®
€ € (I=p51)?
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1]

(6)



where we used Assumption [3|that g, is unbiased with bounded variance o2,

Bounding term IV. Finally, for the fourth term, we have

IV =nE[(Vf(0:) = Vf(2:),Ti_190)] +nE[(Vf(0:) — V f(x1), AT'tgs)]

< (V100 - V(0. T 1 @))] + EE R o AT )
@ np n n? 1 LG?
< e BIIVI@)I] + 5 EUVI @) = V5 @)lP)+ 55 <ElIAT)
© np 0 AL 2] | m*BLG?
< e EIIVI@)IP) + 5 =55 E [T )] + Az eElArd)
1p ~ n*BiL? 2], "°LAG?
< ?EE[HVJC(@QHQ] + mE [Hmt—lﬂ } + mE[HAFtH]a )

where (a) is due to Young’s inequality and (b) is based on Assumption [I] Now integrating (&), (7).

@), @) into (),

I < = ZLEIV @)+ nLCE(d: — 6] - Vo |1 + nGPE[ AT |

o< ’75; GEllar) + G gjar)
< Plavs@+ T+ DA gyar
o< LEvr@)R+ 5otk [l ) + A pyjar),
and taking the telescoping summation overt = 1,...,7T, we obtain
Elf(zr41)] — E[f (21)]
T
< —goﬂfﬂp)zﬁnw )+ T S 8 [

2 2
(2 )ZEIIARII E’ﬂlLGQZEHArtn ”LGZEnet Ol I
T

2 3 2 317202 2
n  n°L  np n° B3 L Tn*Lo® = Tn’L?Bio
< |-l 4=y 7, T
( Gt e et 2(1—61)2;)6) ;1 IV £ @17 + R R

nG? 0?1 LG? 2ﬂQLG
(2 + o ZEnArtn ! QZEIIABII ZEnat ol Il

where we used Lemma Choosing p = and n<no def (41].: gﬂl)

and using Lemma we get

T 27 2 372 2 2
n Tn Lo Tn>L*Cofio
Elf (zr41) — )] < 72_: IV £ (6211 o (1 B1)2e

2nG? AP LGE LG e~
" L APBLGE > E[16: — 64| - [ITe—1 ]

TU-Bve  (-pre T T
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Re-arranging terms, we get

T
f(61) = f* nLo* n*L?CyB30?
; IVF@I? < 200( )L ke

T € (1—51)2€?
2 LG? 20,LG 0, —0
+4Co( G 4 nB1 LG ! ) CoLG [0 _ tl2 ’
T(l*ﬂl)\/g T(]-_Bl) € T —1 \/ €+ ||'Ut71||min

where in the last inequality we used x; = 6 and the lower bound f* < f(#) for all # € R?. Finally,
choosing 1 = min(, ﬁ) and considering the two cases, we continue

1 & 1\ f(6)—f*  Lo*  L2CyB2c>
T;E IVSGIIF) < 2Co (max (1’ 770\/T> VT o (- 51)262T>
G2 B, LG? ) QCOLG 16 — 642
4C, 0t 2
- 0 (T(l_ﬁl)\/é+ T3/2(1_ﬁ1)2 g \/6+||@t1||min]
< 20, (fwl)_f* L Lot LPCopio? )

VT evT (1 =p1)*eT

00— 17 & 8,LG?
+4C”( ol (1—61)ﬁ+T3/2(1—51)26)

Z 16; — 9,:2] :

QCOLG

Using the bounds G < VNG, Cy < \/Tﬁ C and surpessing higher order terms, we simplify the
bound to

T

 CLGx CVN Lo N°/2
T LBV < <7 TZH% ola| N+ 2 (50 - 52+ 22 )0 (217).
which completes the proof of the theorem. O

Lemma 1. For anyt > 1 the following bounds hold:

mell <G, Y B [Iml?) < To? +ZE[||Vf<et 2] (10)

t=1 =

Proof. Let us start with the proof of the first bound on m;.

2
[mesil? = [|Bimue + (1= B1)ges |
< Bullmel? 4+ (1= B1)l|gesr |
t+1 41

IN

Billmall + (1= py) Zﬁfﬂ "llg-lI* = (1= B1) Zﬁ’f“ "llg- I

Using the bounded gradient assumption, we get

Ime]|* < (1= B1) GQZBi TG

T=1
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To derive the bound with expectation, we apply Cauchy-Schwartz inequality and the bounded variance
assumption:

T T t
DE[mlP] < (=50 > AE[llg-|’]
T
< ZEMMﬂziﬁﬂM—Vﬂ%+Vﬂ®W]
t; t—A . )
< Y (P+E[IVF@I]) =T+ Y E IV @I

Lemma 2. For AT', =T,_1 — Ff we have

Z |AT| SN Z IAT < -

Proof. From the definitions of T'; = Diag_l/2 (Ut + €) and ¥y = max(vy, U;—1) imply that ATy =
I,y — I'; is positive semidefinite. Hence, ||AT;|| = Amax(ATL':) > 0. Using the convexity of Apax
over symmetric matrices, we get

T

T
S OlATy = m?xZArt,i
t=1

t=1

= masz: ! — ! = max ! — ! <i
et \/@tfl,i“"e \/17m+6 i \/?70,i+€ \/17T,i+€ T /e

For the second sum of squared norms, notice that for scalars @ > b > 0, it holds that
(a—0)* < (a—Db)(a+b)=a® -1
Therefore, the above derivation can be repeated without the square roots as follows:

T T
STIAL? = max S AT,
=1 R——1

T 2
> (= 1
= max -
i \/@t—1i+€ Vi +e
1 1 1
= maxz — = =max | = - =
Vi_1. i€ Vg + € i Vo,; + € Ur,; + €

which completes the proof. O

IN
o=

Lemma 3. For all iterates t > 1 the following bound holds
190 < G2,

Proof. From the update rules we get the bound for v; using the initialization vy = 0:
[velloo < llvelly < Ballve—1lls + (1 = Ba)llgell?
< Bellve-alls + (1 - B2)G?

t—1

Billvolls + (1 — B2)G* D B3 < G2
7=0

Hence, using the update rule of ¥, and initialization 7o = 0, we conclude

IA

[1Telloc < max(f|vefloo, 1Te-1lc) < G
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Next, we simplify the optimization setup by considering SGD optimizer over (still generally non-
convex) quadratics. In this special case, we provide improved and generally optimal asymptotic
convergence rate. Moreover, we do not use the bounded gradient condition (i.e., ||g¢||cc < Goo) Of
Assumption[2]in this analysis.

More formally, consider iterates 61 = 0; — 7769 f (é\t), where gt = C(6,) is the compressed model.

Suppose that the loss function is quadratic with Hessian matrix H € RY*% and our compression

scheme C: RY — R¥ is unbiased, namely E¢[6;] = 6;. Since the loss is quadratic, we have
VI(0) = VIO + (0, —6,)) = Vf(6,) + H(B, — 6,).

Denote by E; = E[-|6;] the conditional expectation conditioned on iterate 6, and apply unbiasedness
of the compression to get

Ed[V @) = [V F(0:)]? + Ec|H@, — 6,)]? (11)
Therefore,

Ee[f(Or1) — f7]

< (00 - 1) - nEAT 160, 9]+ LR T 1@

< (00 - 1) - nELT 160, 91BN + LBV 1@+ Do?

= (00 - 1) =B + ELE 9 0017 + L 1, - 002 + 2o
6 = ) =0~ IR + LBl - 0] + o)

< (00 1) = TEAIION + ZEE 116 -] + ).

where we used E.[V f (@\t)] = V() due to the unbiasedness of compression and enforced the
bound n < % in the last step. Hence,

1<~

TZHGt_et”%{Z 02> :
Choosing the step size 7 = min(1, T) and applying L-smoothness, we get O(1/+/T) convergence
1« 1 L
7 2BV < —= (2(f(x1) —f)+Lo* + L°E Z 16 - @HZD max ( ) :
ot VT "VT

rate for the uncompressed iterates 6;:
For the convergence bound with respect to the compressed iterates 0t, we apply (TI)) to quantify the
exact difference in average gradient norms with the following identity:

T

;;E[wat)nﬂ < 2<f<xn>T—f> L (E

—ZE IV £(B2)]13] ZE IV £(60)]13] + E ZHH 0, — 0,) ||21.
Thus, a randomly chosen compressed iterate 0 from {91, ceey HT} satisfies
1 1
E[|V£(0)]] < — §e2+o<).
[(IVFO)7] < Tt;“ i — 0l Wi

F Improved Sparse Training via RBBM

F.1 Comparison against RigL.

In this subsection we compare our backward mask heuristic in Figurg5d| with the RigL method of
(Evci et al., 2020). We run two instances of RigL: 1) the default one that updates the mask once at
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100 steps (i.e. A = 100) and updates the mask for the last time at 75% of training and 2) a version of
RigL that is closer to our RBBM setup, which changes the mask at each step (i.e. A = 1) during the
entire training. In Figure[TTal we observe that both versions of RigL induce lower capacity than our
naive baseline for a fixed sparsity.

1 ——Baseline (MP) —— Baseline (CMP)
—— RigL (delta=100) - —=— Baseline (GMP)
——RigL (delta=1) —— RBBM (GMP)
08 ——RBBM 06

Capacity
Capacity

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0.5 0.6 0.7 0.8 0.9
Sparsity Sparsity

(a) Pre-training Llama-30M with different sparsities (b) Pre-training Llama-30M with different sparsities
using our MP baseline, RBBM heuristic and Rigl.  using our constant MP (CMP) baseline, GMP and
variations. RBBM heuristic with GMP schedule.

Figure 11: Comparison of sparse training methods for Llama-30M.

F.2 Comparison against Gradual Magnitude Pruning (GMP)

In this section we show our results for applying the GMP sparsity schedule [37] for our setup in
Figure[TTb] Our first baseline is the constant Magnitude Pruning (CMP), where the backward mask is
identical to the forward mask (determined by Top-K) and the sparsity is kept fixed during training.
The second baseline is the original GMP where sparsity increases gradually and we compare against
the gradual sparsity schedule applied to our b-rms heuristic.

We observe our RBBM heuristic with GMP schedule has lower capacity than both CMP and GMP
baselines when sparsity is < 40%. However, for sparsities > 40% there is no significant difference
in capacity between CMP and GMP schedules.

F.3 Backward Mask Heuristics

In this section we provide more details about our backward heuristics.

Our purpose is to perform sparse training for both forward and backward passes. All models are
trained with the same learning rates as in the Quest project.

Notations. Let 6 be the model parameters, Mgy be the be the mask for the forward pass, and Mgy,
be the mask for the backward pass.

Forward Pass. The mask for the forward pass is computed using Top-K operator, where K is chosen
based on the target sparsity. Supposing Top-K returns the indices of largest entries by magnitude, the
i*" entry in the forward mask for a tensor x is computed using the indicator function I as follows:

My (x) = 1[i € TopK (|z|)] (12)

Backward Pass. The mask for the backward pass is computed using a few heuristics described
below.

1. fw: the backward mask is simply set to the forward mask: Mpy = Mgy . This heuristic allows
gradients to flow only through the largest parameters by magnitude selected by Top-K, while the
low-magnitude parameters will have zero gradient

2. rms: we align the tensor x with the standard normal distribution by dividing x by its root mean
square RM S(z) = /1 3" | 22, which results in ||2/RM S(z)||3 = n. For this heuristic, the
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user sets a median deviation parameter p € (0, 0.5), which is used to determine the threshold for
the backward mask Trass(x, p) = RMS(x) - ppf(0.5 + p), where ppf is the inverse cumulative
distribution function of the standard normal distribution (see the scipy.stats.norm.ppf| function).
The multiplication with RM S(x) has the purpose of converting the threshold for the standard
normal distribution to the threshold for the vector z. As aresult, Mpw = |z| > Tras(x,p).

. banded-rms (b-rms): the rms heuristic has the property that the absolute values of x that are
larger than the threshold Trss(x, p) will have value 1 in the mask, while the smaller ones will
have value 0. This banded heuristic determines the backward mask using the threshold Trass(, p)
computed for the rms heuristic in conjunction with the Top-K threshold (which we denote by T}).
We want to allow gradients to flow for the small parameters and create a band between Tras5(z, p)
and T}, where we do not allow gradients. Concretely, the backward mask is set as follows: Mpy =
(lz] < min(Trams(x,p), Tk)) V (mazx(Trars(x, p), Ti) < |x|). Since the median deviation p is
a hyper-parameter, we do not have any control over the relationship between Trss (2, p) and T},
and we are using the min and max functions to make sure the band is valid, e.g. the parameters
do not receive gradient if they lie in the interval [min(Ty, Trars(x, p)), maz(Ty, Tras(x, p))]-

. area-banded-rms (a-b-rms): in the b-rms heuristic we do not have any control over the re-
lationship between the Top-K threshold T}, and Trass(x,p). Let us discuss the two possible
cases:

@ Ty < Trums(z,p) : Mpw = (|z| < Tk) V (Tryms(z,p) < |z|), which means that all
values from x with a lower magnitude than T}, and larger magnitude than Tryss(z, p) will
get gradient, while the values in the range [T, Trars(x, p)] will not receive gradient, even
though they were selected among the Top-K during the forward pass.

(b) Trus(x,p) < Tk : Mpw = (|z| < Trms(x,p)) V (T < |x|), which is the desired case
we developed the b-rms heuristic for: the largest entries from x according to the Top-K rule
will receive gradient, as well as the entries smaller than Trpss(z, p). The entries lying in the
interval [Trass(x, p), Ti] will not receive gradient.

We want to make sure that case (a) above does not happen in practice and force the heuristic
to behave as in the case (b). For this, we need to change the way we compute the threshold

Trums(z,p).

The area-b-rms heuristic uses the area hyper-parameter a € [0, 1] (instead of median deviation
p) and expresses the width of the band starting from the Top-K parameter 7}, towards zero
to compute the threshold 7, to make sure the condition 7,, < T} always holds. As a result,
Mpw = (Jz| < T,) V (T, < |z|). For example, a = 0 yields T}, = T, and this heuristic turns
into fw, while ¢ = 1 yields T, = 0 and is equivalent to My = 1, (all entries set to 1, meaning
all parameters get gradients). When a € (0, 1), the parameters smaller than 7T}, or larger than T},
get gradients, while the parameters lying in the interval [T, T;] do not get gradients.

How to compute the threshold 7,? Compared to the threshold computation for the previous
heuristic, the definition for T3, is slightly more complicated and it was computed graphically. Let f
be the cdf function and f~! be the ppf function (inverse cdf) for the standard normal distribution.

T,=RMS(x)- f~! (0.5 +(1—a)- (f (%) - 0.5)) (13)

Explanations for the formula above. Suppose the Top-K threshold 7}, has a corresponding
cdf of 0.8 and we set a = 0.5 (which means 50%). We need to set the threshold 7T}, such that
(f(Tx) — f(Tw))/(f(Tk) — 0.5) = a, where 0.5 is the cdf of the mean (which is identical to the
median for a standard normal distribution). This ratio expresses the length of the band [0.5, f(T})]
in the cdf space starting from f(T}) towards the median. As a consequence, the threshold
T, = ppf(0.65) because the quantile 0.65 is the center of the interval [0.5, cdf (T} )] = [0.5,0.8].
The explanations of each term follow:
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T,=RMS(z) - f1|05+(1—a)-|f (T’“> —-0.5

* A: f = cdf computes the corresponding quantile of the Top-K threshold T} normalized by
RMS(x)

* B: subtract 0.5 from term A to compute the length of the interval [0.5, f(T,FM9)]

e C: multéply by 1 — a because we take into consideration the band length that starts at
F(TEMS) towards 0

* D: compute the cdf of T}, by offsetting again by 0.5 (the quantile of the median)

 E: use ppf = f~! to obtain the value that corresponds to cdf (T},) for the standard normal
distribution

* F: multiply by RM S(x) to obtain T}, in the same space as x

Technical note. One could determine the threshold 7}, naively by employing the formula 7,47¢ =
(1 — a)T}. Despite simpler, this naive approach leads to a narrower band because the cdf space is
non-linear.

Conclusion. The mask computed using the a-b-rms heuristic is more straightforward to under-
stand because the parameter a describes the area of the red band (where parameters do not receive
gradients) as a percentage of the area between 0 and the Top-K threshold 7% . This heuristic can be
used as a replacement for b-rms and the parameter a should be tuned, similarly to parameter p for
b-rms, with the distinction that a € [0, 1] (for a-b-rms) and p € (0, 0.5) (for b-rms).
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