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ABSTRACT

This work studies how the nature of a response generated by a large language
model (LLM) impacts the efficiency of relabeling-based unlearning, a common
unlearning technique that trains the model to fit an “unlearn” set (i.e., a dataset that
we wish the model to unlearn) with alternative responses to prevent it from gen-
erating unwanted outputs that align with the unlearn set. We distinguish between
two different ways LLMs can generate undesirable outputs: learning-based gen-
eration, where the model learns an underlying rule connecting the input and the
response (e.g., social stereotypes), and memorization-based generation, where
the model memorizes specific information about a given input (e.g., private in-
formation like a phone number). We demonstrate that relabeling-based unlearn-
ing can be detrimental to the model performance when the undesirable outputs
are generated based on learning-based generation whereas it is more effective
with memorization-based generation. We provide theoretical justifications for this
through the lens of hypothesis testing, showing that memorization-based hypothe-
ses are more stable in the presence of “fabricated evidence” that contradicts the
hypothesis’ prediction and more flexible to produce alternative responses. Our
empirical results further support our findings by showing a clear performance gap
in relabeling-based unlearning under these two types of data generation mecha-
nisms.

1 INTRODUCTION

Large language models (LLMs) have shown remarkable capability to generate complex, human-like
text by being pretrained on massive amount of data. However, this training process may also result
in undesirable model behaviors with serious safety risks, such as privacy leakage, social bias, and
creation of harmful content (Carlini et al., 2021; Huang et al., 2022; Sandbrink, 2023). To address
these risks, machine unlearning for LLMs has emerged as an increasingly growing field aimed at
removing the influence of undesirable data from a model.

A primary objective of machine unlearning for LLMs (also referred to as LLM unlearning) is to
prevent the model from producing undesirable outputs, represented by a data set known as the un-
learn set (also known as the forget set), given relevant prompts without compromising the model’s
overall capability. Researchers have proposed various unlearning methods based on different frame-
works (Jang et al., 2022; Zhang et al., 2024; Jiang et al., 2020; Li et al., 2024). Among these
methods, a common approach is the relabeling-based method (Deeb & Roger, 2024; Maini et al.,
2024; Eldan & Russinovich, 2023). The core idea for the relabeling-based method is to first create
a new unlearn set with the same prompts as the original unlearn set but with alternative, harmless
responses. The model is then trained with this new set being a part of the training data. By train-
ing the model to fit these new responses, we effectively encourage the model to predict the original
prompts with alternative responses and then overwrite the undesirable responses.

While the field of LLM machine unlearning is receiving increasing attention, the understanding
on what factors truly influence its difficulty and efficiency is relatively underexplored. This is a
crucial area of study since the understanding of these factors allows us to gain deeper insights on
how these unlearning methods work and help us develop more effective and reliable unlearning
methods. Prior works in this area have identified several key factors that influence the unlearning
efficiency including frequency of unlearn data in the training data (Krishnan et al., 2025), data
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entanglement (Zhao et al., 2024a), robustness to parameter perturbation (Feng et al., 2025), how
knowledge is encoded in the training data (Wu et al., 2025) and so on.

Following this line of work, our work studies what affects the unlearning difficulty and efficiency,
specifically for the relabeling-based unlearning method. Our focus is a new factor: how the un-
desirable response is generated by the model after the initial training. In this work, we distinguish
between two different ways of response generation: learning-based generation, where the model
learns a general rule to connect the prompts to the response (e.g., social stereotypes that associate
certain professionals with a particular gender), and memorization-based generation, where the
model memorizes a specific response to given prompts (e.g., private information like a personal
phone number).

In this work, we study how the nature of response generation (learning-based versus memorization-
based) affects the unlearning efficiency for the relabeling-based method. The key contributions of
this work are highlighted as follows:

* We propose a hypothesis testing framework to model the relabeling-based unlearning method. In
particular, we provide a mathematical model for the learning and memorization-based hypotheses.
The relabeling-based method is modeled as providing a sequence of “fabricated evidence” that
conflicts the hypothesis prediction based on existing history of observations.

* Building upon this, we study how the belief in the learning and memorization-based hypotheses
change when presented with conflicting evidence by comparing the posterior and prior change
relative to the baseline hypotheses that make constant predictions. We show that memorization
hypothesis is more stable with an upper bound on its belief change independent of the length of
the evidence sequence while the belief change for the learning hypothesis scales with the evidence
length.

* We establish a lower bound result showing that even when the unlearn set contains only a single
data point, fitting this new set can cause a significant performance gap even if the prior hypothesis
space can perfectly fit the original task distribution. This lower bound suggests that in order to fit
the new unlearn set while maintaining good overall performance, the model needs to drastically
change its prior by expanding the hypothesis space with more complicated hypotheses, which
could lead to slower convergence and poor performance.

* Finally, we provide empirical evidence to support our findings by instructing the model to per-
form binary classification task. We define three types of tasks: LINEAR and RECTANGLE (akin
to learning-based generation), where the data shows clear patterns and RANDOM task (akin to
memorization-based generation), where the labels are uniformly and randomly generated. Our
experiments show that the RANDOM task shows faster and more stable unlearning, maintain-
ing consistently high retain accuracy throughout the unlearning process while the LINEAR and
RECTANGLE tasks shows slower convergence and significant fluctuation in retain accuracy.

1.1 RELATED WORK

Machine unlearning algorithms for LLMs The area of machine unlearning for LLMs is rapidly
growing with vast amount of literature. This paper focuses on the relabeling-based unlearning
method, which has been extensively studied in prior works. For example, (Maini et al., 2024) teach
the model to respond with “I don’t know” for the prompts in the unlearn set in order to prevent the
model from outputting harmful responses. In (Eldan & Russinovich, 2023), the authors replace the
unlearn target with its generic counterpart and finetune the model with these alternative labels. Fur-
thermore, (Deeb & Roger, 2024) generates random incorrect choices for multiple-choice questions
and optimizes over these choices. Apart from the relabeling-based method, other notable unlearn-
ing methods include gradient ascent (Jang et al., 2022; Chen & Yang, 2023), which maximizes the
prediction loss of unlearn set, NPO (Zhang et al., 2024; Bronec & Helcl, 2025) which performs
preference optimization by treating the unlearn data as negative examples, RMU (Li et al., 2024)
which perturbs the activations for the unlearn data while preserving the activations for the retain
data. Other recent LLM unlearning algorithms include (Yao et al., 2024; Liu et al., 2024; Chen &
Yang, 2023; Meng et al., 2022; Ishibashi & Shimodaira, 2023) and others.

Machine unlearning difficulty Our work is close to the line of work that studies the difficulty of
machine unlearning. Previous research has identified several factors that may be related to unlearn-
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ing difficulty. To name a few, (Krishnan et al., 2025) studies the connection between the frequency of
knowledge in the pretrained data and unlearning success. In particular, the authors (Krishnan et al.,
2025) find that knowledge with higher frequency is harder to unlearn. (Feng et al., 2025) proposes
a Memory Removal Difficulty (MRD) metric to measure the unlearning difficulty for each sample,
which can be defined as the stability of data prediction in the presence of model parameter pertur-
bations. Furthermore, (Zhao et al., 2024a) identifies two factors affecting the unlearn difficulty and
shows that the unlearning is harder if the sample is more memorized and there is more entanglement
between the unlearn and retain data. Finally, (Wu et al., 2025) links the unlearning difficulty to how
the knowledge is encoded in the training data and shows that learning with paraphrased descriptions
leads to easier unlearning, while unlearning knowledge from a chunk of text is more challenging.

2 PRELIMINARIES

2.1 LLM UNLEARNING

Large language models (LLMs), parametrized by 6, predict the next word of a sequence s based on
a probability distribution Py(+|s). LLM unlearning is the process of removing the undesired data
influence of a unlearn dataset, such as private or harmful information without compromising the
overall model utility.

To achieve this, we use two distinct datasets. The unlearn dataset (U) contains the specific infor-
mation we want the model to unlearn. The retain dataset (R), on the other hand, is a collection of
data points that helps the model preserve its original utility and capabilities. By training the model
on these two datasets, we can effectively erase the targeted information while keeping the model
general utility.

Most existing LLM unlearning methods are achieved by finetuning model 6 over a regularized ob-
jective written as

rrbin(l —a)Ly(0,U) + aLg(8,R)

where Ly; is the unlearn loss computed on the unlearn set U that measures the unlearn effectiveness,
Lp, is the retain loss aiming to preserve model utility and « is a weight to balance between the
unlearning and model utility maintaining objectives. In previous works, Ly and L  are implemented
in different ways as seen in (Jang et al., 2022; Zhang et al., 2024; Jiang et al., 2020; Li et al., 2024)
and others.

2.2 RELABELING BASED UNLEARNING

Among the various LLM unlearning methods, an important approach is the relabeling-based method,
which has been explored in a sequence of recent work (Yu et al., 2023; Yao et al., 2024; Eldan &
Russinovich, 2023; Ishibashi & Shimodaira, 2023; Maini et al., 2024; Deeb & Roger, 2024). The
relabeling-based unlearning involves firstly creating a new unlearn set, U’, such that each prompt-
response pair (x,y) in U is replaced with a modified pair (x,y’) where the new response y' is
different from the original response y. The selection of ¥’ can be either an intentional crafted re-
sponse, such as ‘I don’t know’ as seen in (Maini et al., 2024) or a randomly selected but sensible
response such as a random choice in the context of multiple-choice questions (Deeb & Roger, 2024).

After the construction of U’, the overall unlearning objective is

moin(l —a)L(0,U") 4+ aL(0, R) (1)

where the loss function L is prediction loss. The logic behind relabeling-based unlearning is that
by training the model on these relabeled pairs (U’), we encourage the model to predict the original
prompts with alternating or neutral responses, effectively overwriting the undesired information.

Some prior works combine the relabeling-based objective (1) with other unlearning techniques, such
as gradient ascent loss, to form a more comprehensive optimization objective. This work will focus
exclusively on the objective defined in (1) given that it remains a fundamental component in these
works and focusing on equation (1) can obtain deeper insight into how relabeling works without the
influence from other unlearning techniques.
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3 MODEL’S BELIEFS UPDATE FOR UNLEARNING VIA RELABELING

In this section, we model the relabeling-based unlearning method as presenting conflicting evidence
to the model (referred to as fabricated evidence). We study how this new evidence updates the
model’s internal beliefs, especially for the learning and memorization-based hypothesis, whose de-
tailed definitions will be provided later in this section.

Generally speaking, a learning-based hypothesis is a general rule learned by the model to map the
output to input (e.g. the arithmetic rule to give the response to ‘given the equation 3x+5=11, the
solution for x is 2°). In contrast, a memorization-based hypothesis involves memorizing a specific
output for each input, usually for arbitrary information (e.g. ‘The file name of Alice’s medical record
is 187465373622").

After initial training, the model holds a certain belief in these hypotheses on how the response
is generated based on the prompts. The relabeling-based method, as defined in equation (1), can
be seen as presenting the evidence to the model that contradicts the model’s current beliefs. For
example, training with the pair ‘given the equation 3x+5=11, the solution for x is 3’ challenges the
arithmetic rule the model uses for basic calculation. Similarly, training with the pair ‘the file name
of Alice’s medical record is 17384748343 contradicts specific information the model memorizes
previously. The process of the relabeling-based method makes the model update its belief of the
hypotheses in the presence of conflicting evidence.

We show that learning-based hypothesis is less stable than memorization-based hypothesis when
faced with fabricated evidence that contradicts the hypothesis’s prediction. When a learning-based
hypothesis is presented with fabricated conflicting evidence, its belief relative to baseline hypotheses
decreases exponentially with the length of the evidence. In contrast, a memorization-based hypoth-
esis is relatively stable. Its belief relative to baseline hypotheses only drops by a constant amount
regardless of the length of the fabricated evidence, as long as the same input has only been observed
by the model a limited number of times. We also show that the learning-based hypothesis when
confronted with fabricated evidence requires the model to search for a new hypothesis that fits both
the modified unlearn and retain data, which can be a slow process when the model needs to dras-
tically change its underlying priors on the hypothesis space. In contrast, the memorization-based
hypothesis is more flexible and efficient to make alternative predictions.

3.1 BELIEF UPDATE MODELING

Given a sequence of prompt-response pairs D = {(z;, zj)}?:l, we simplify our analysis by letting
xz; € [N] ={0,1,2,... N} and z; is either —1 or +1 for any j € [n]. Assume that the prompt z is
uniformly sampled from [NV] and the observed response z € {—1, +1} is a noisy version of the true,
underlying response y € {—1,+1}. Specifically, the true response y is flipped with a probability
e € (0,0.5) independently for each observation.

We propose two primary hypotheses to distinguish between how the model predicts the response y
given input z, a learning-based hypothesis (Hj) that the model learns the underlying, general rule
between x and y, and a memorization-based hypothesis (/) that the model memorizes every pair
it has ever seen. The mathematical representations of both hypotheses are defined as follows:

* Hj (Learning-based Hypothesis): The response y is determined by a known function f : [N] —
{=1,+41}, thatis, y = f(z).

+ H; (Memorization-based Hypothesis): A latent vector V € {—1,+1}"¥*! is sampled once where
each element in V is i.i.d uniformly sampled from {—1,+1}. The response y for input z is the
value stored at the x4, position of vector V, i.e.,y = V.

Under the learning-based hypothesis (Hp), the model learns a general rule f(-) that characterizes
the relationship between the prompt = and response y. In contrast, under the memorization-based
hypothesis (H7), the model acts like a lookup table or a database, and the relationship between the
input z and output y is completely arbitrary and random, determined by the initial sampling of the
latent vector V. Also, since each element in V' is sampled independently, there is no dependency
between the responses for different inputs. The response of input x; provides no information for the
response of input x2, which means there is no underlying, general rule for the model to learn. The
optimal strategy is to memorize the responses for each input individually.
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To serve as baselines for hypothesis testing, we also define two additional hypotheses that make
constant predictions:

* Hy:y=+1forallz € [N].
* Hy:y= —1forallz € [N].

Notations we denote h as the history of n observations, and the prior belief of a hypothesis H
given observations h as P(H|h). New evidence is denoted as e, which consists of & observations.
The posterior belief of H after incorporating new evidence e is denoted as P(H |h,e). Finally,
P(y|H, h, x) represents the prediction probability of the label y for input 2 given that hypothesis H
is true and a history of observations h.

We also define fabricated evidence against a hypothesis as a sequence of data points that consistently
contradict the hypothesis’s predictions, given its past observations.

Definition 1. (Fabricated Evidence) Given a hypothesis H with history observations h, we call a
sequence of datapoints e = {(z;, zj)};?:l fabricated evidence against H, if we have

y; = — argmax P(y|H,h,z;) Vj € [Kk]
ye{_17+1}

and z; is a noisy observation of y; with i.i.d flipping noise e.

We will first test the learning-based hypothesis [ against the baseline hypotheses H> and H3. Our
primary focus will be to study the stability of the belief of Hj in the presence of fabricated evidence
e. To simplify the analysis, we consider a specific case where all evidence shares the same input z*.
In particular, Theorem 2 shows that the logarithm of the belief drop of the learning hypothesis H
relative to the baseline hypothesis scales linearly with the evidence length & with high probability,
whose proof can be found in Appendix A.

Theorem 2. (Stability of Learning-based Hypothesis) Let P(Hy|h), P(Hz|h) and P(H3|h) be
existing belief priors based on a history of observations h. Consider fabricated evidence e =
{(mj,zj)}é?:l against Hy with history h, where x; = x* for all j € (k). There exists an i € {2,3}
such that the change on the log-posterior is given as

where [ is the number of flipped observations in the evidence e, which follows a binomial distribution
| ~ Binomial(k, €). Furthermore, since € € (0,0.5), we have with probability over 1 — O(k=19),

A, = Q(k)

where the randomness is taken over the observation noise in the evidence e.

Remark: Theorem 2 shows that when presented a sequence of fabricated evidence against Hy, the
log-posterior of the learning-based hypothesis (Hj) relative to the baseline hypothesis (Hs or Hs)
decrease linearly to the length of the evidence. When the evidence length is sufficiently long, the
belief of Hy will be overwhelmed by the baseline hypothesis. Note that this result holds regardless
of the choice of x* for which the evidence is collected. Even if z* was not observed in the initial
history h, fabricated evidence regarding =™ still causes a belief drop for Hy.

Meanwhile, in the next theorem (Theorem 3), we will show that the memorization-based hypoth-
esis (H1) is relatively stable, and may lead to constant belief drop regardless of the length of the
fabricated evidence. The proof of Theorem 3 can be found in Appendix A.

Theorem 3. (Stability of Memorization-based Hypothesis) Let P(H1|h), P(Hz|h) and P(Hsl|h)
be existing belief priors based on a history of observations h. Consider fabricated evidence e =
{(z;, Zj)}§:1 against Hq with history h, where x; = x* for all j € [k].

Let hy, be the subset of the history h with input value x*, m = be the number of z; = 1 in hy-
and m_q - be the number of z; = —1 in hy~, then we have for any i € {2, 3}, the change on the
log-posterior can be given by
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In particular, if x* is not observed in the initial history h, then we have the belief update

A, <log(2)

Remark: Theorem 3 states that the belief drop for memorization-based hypothesis H; relative to
the baseline hypotheses (H> and H3) is upper bounded by a value that doesn’t depend on the length
of the evidence k. This means that even as the evidence length approaches infinity, the belief drop
is limited. Moreover, unlike the learning case where the belief drop is independent of the chosen
input 2*, in the memorization case, the belief upate varies based on the choice of z*. Specifically,
the more frequently =* has appeared in the initial history A and more consistent its observations are,
the greater the belief drop it will cause when there is fabricated evidence against it.

3.2 PREDICTION UPDATE FOR RELABELING-BASED UNLEARNING

We also note that the learning and memorization-based hypotheses have different ways for the re-
sponse predictions. For the learning-based hypothesis H, the entire prediction behavior is governed
by the prediction function f. Therefore, in order to minimize both the unlearn loss L(6, U’) and the
retain loss L(6, R), the model has to find a new hypothesis H’ that better fits the datasets U’ and R.
However, how fast the model can find this new hypothesis H’ highly depends on the model’s prior,
like what the hypothesis could be or what hypothesis space H’ belongs to. In the next theorem,
we show that given a prior hypothesis class A that can perfectly fit the task distribution, then any
hypothesis h € H that achieves good accuracy on U’ will suffer from big performance drop even in
the case that |U’| = 1. This lower bound, whose proof is given in Appendix A, is stated as follows:

Theorem 4. Given a d-dimensional linear hypothese class defined as H = {h,, »(z) = sign(w 2+
b)lw € RY b € R}. There exists a distribution D and U' = {(2’,y')} € [N]¢ x {—1, +1} where
with N > 3, such that minyey, errp(h) = 0 and Pp(x = ') is negligible, however, for any h € H
with h(x') = i/, we have

errp(h) > 0.1
where errp(+) is the 0-1 error evaluated on distribution D.

The theorem above states a fundamental challenge for models that rely on a learning-based hypoth-
esis when using the relabeling-based unlearning method. In order to minimize both the unlearning
and retain loss, the model sometimes needs to drastically change its prior beliefs about the func-
tions required to fit both U’ and the retain set R. In the context of Theorem 4, even though the
original task can be perfectly predicted by a linear classifier, fitting the modified unlearn set U’ (let
ﬁ(x’ ) = v') using linear classifiers will lead to a constant error rate. As a result, the model needs to
expand the hypothesis class to include more complex hypotheses. This change in prior beliefs can
make the optimization process slower and more complex, which we will provide empirical evidence
in the experiments presented in the next section.

In contrast, the memorization hypothesis (H1) gives a more flexible way to predict the response. In
particular, H; admits a decision rule based on maximum likelihood estimation written as

A 1 ifmlx Z m_lx
Yo = -1 ifml,r <M-1g

where m; , and m_; , are the number of times the model has observed prompt 2 with response 1
or —1 respectively. Therefore, in order to change the model prediction form 1 to —1 for specific
prompt z, we can repeatedly present the model with observations of (z,y’ = —1). Eventually,
m_1 . will be larger than m, ;, at which point, the model’s prediction for x is flipped to v/ = —1
and the information associated with x is effectively unlearned. This process is restricted to specific
prompt and does not require a search for new hypotheses as in the learning case. We will show
empirically in the next section that such restricted and localized update leads to faster and more
stable unlearning.
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4 EXPERIMENTS

4.1 EXPERIMENT SETUP

In our experiments, we follow prior work (Zhao et al., 2024b; Dinh et al., 2022) to instruct the model
to perform binary classification task. The model is given a two-dimensional input z = (x1,x2)
where x1 and x, are integers between 0 and 200. The prediction label is either —1 and +1 which
are mapped to class name “Foo” and ”Bar”, respectively. We choose this binary classification task
for the following key reasons: 1) the nature of the task makes it straightforward to construct specific
data distribution patterns and conduct experiments under a well-controlled setup. 2) it enables a
clear visualization of the model’s decision boundary, which allows us to observe how the model’s
beliefs update concerning the underlying data generation hypothesis.

An example of the prompts used in our experiments is shown as follows:
What is the label for this input?\n Input: 62 87\n Label: Foo

We generate prompts of this form for each (x, y) pair in the dataset.

Tasks and Datasets We define three different tasks:

* LINEAR: data points (x, y) are linearly separable with y = sign(x; — x2).

* RECTANGLE: the input domain is partitioned into 4 quadrants centered at (100, 100). Points in
two quadrants are labeled as 41 and those in the remaining quadrants are labeled as —1.

* RANDOM: label y is uniformly and randomly generated from {—1, 41} for each input .

For each task, we generate 1024 datapoints in each task and choose 30 of them as the unlearn set U,
while the rest will be the retain set R. The data distribution of all tasks are plotted in Figure 1.

Figure 1: Data visualization for the LINEAR (left), RECTANGLE (middle) and RANDOM (right)
tasks.

Language model The language model we use is Llama-3.2-3B-Instruct (Dubey et al., 2024).
Similar results are obtained with other models including Qwen3-4B (QwenTeam, 2025) and Llama-
3.2-8B-Instruct (Dubey et al., 2024)), which are deferred to Appendix B.2.

Training/Unlearning method We first finetune the original model on the entire dataset for each
task. After finetuning, we perform unlearning on the unlearn set using the relabeling-based method
defined in equation (1). In particular, we construct a modified unlearn set U’ by flipping the label
for each data point in U to generate alternative responses and then train the model to fit both U’ and
the retain set R. The prediction loss £(6, (z,y)) = —log(Py(y|x)) is used as the training objective
for both fine-tuning and unlearning. The loss is calculated only on the label y. More detailed
hyperparameter settings are provided in Appendix B.1.

4.2 RESULTS

Decision Boundary for Learning and Memorization-based Generations Since it is challeng-
ing to directly obtain the underlying model hypothesis of the model, we instead plot the decision
boundary as an indirect way to understand the model’s prediction process. The decision boundaries
for each task after the initial finetuning are provided in Figure 2.
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Figure 2: Decision boundaries for the LINEAR task (left), RECTANGLE (middle) and the RAN-
DOM task (right) after finetuning. The clear, regular decision boundaries for the LINEAR and
RECTANGLE tasks demonstrate that the model learned the underlying data generation rule, indicat-
ing the model’s generation is more learning-based. In contrast, the irregular and scattered decision
boundary of the RANDOM task suggests the prediction relies more on memorization rather than
rule learning.

From Figure 2, we can see a clear discrepancy between tasks relying on learning-based generation
and memorization-based generation. The decision boundaries for the LINEAR and RECTANGLE
tasks (left and middle of Figure 2) show clear and regular patterns. This suggests that the model
successfully learns the underlying rules of data generation, showing a learning-based generation
approach. In contrast, the model finetuned on the RANDOM task data is akin to memorization-
based generation as the labels are uniformly and randomly generated and there is no underlying
data distribution structure for the model to learn. As a result, its decision boundary (right of Figure
2) is irregular and scattered, showing no clear pattern.

Unlearn Efficiency Here, we show that unlearning is more efficient for the memorization-based
task (RANDOM) than for the learning-based tasks (LINEAR and RECTANGLE). The unlearning
performance is evaluated using the accuracy on the retain set R (retain accuracy) and the accuracy
on the unlearn set U (unlearn accuracy), as shown in Figure 3.

Retain Accuracy Unlearn Accuracy

10 10 LINEAR task
—— RECTANGLE task
—— RANDOM task

LINEAR task
—— RECTANGLE task
—— RANDOM task

[ 50 100 150 200 250 300 350 400 o 50 100 150 200 250 300 350 400
step step

Figure 3: Accuracy for the retain set R (left) and unlearn set U (right) during unlearning for different
tasks. The unlearn set consists of 30 data records, which represent 3% of the full dataset. Unlearning
the RANDOM task shows faster and more stable convergence compared to the learning-based tasks
(LINEAR and RECTANGLE). Retain accuracy remains consistently high (over 90%) for the RAN-
DOM task but drops sharply to under 40% for the other two tasks in the middle of the unlearning
before recovering. Meanwhile the unlearn accuracy for the RANDOM task reaches zero faster than
that for the other two tasks.

We observe relabeling-based method achieves nearly 100% retain accuracy and zero unlearn accu-
racy for all tasks by the end of unlearning. However, the unlearning process shows different patterns
between learning-based and memorization-based tasks.

¢ (Unlearning Stability) The stability of the unlearning is reflected by the retain accuracy during
unlearning (left of Figure 3). A stable unlearning process can effectively remove information
from the unlearn set without significantly affecting the retain accuracy. The retain accuracy for
the LINEAR and RECTANGLE task drops sharply under 40% during unlearning before recov-
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ering. In contrast, the retain accuracy of the RANDOM task remains above 90% consistently.
This indicates greater stability of the memorization-based task.

* (Unlearning Rate) The rate of unlearning is captured by the unlearn accuracy (right of Figure 3).
A faster unlearn rate means the accuracy on unlearn set U drops more quickly. The unlearn
accuracy of the RANDOM task decreases significantly faster, reaching zero accuracy in around
70 steps, while the LINEAR and RECTANGLE tasks require over 250 steps to achieve the
same level. The slower convergence can be a result of the requirement of the learning-based
tasks to search for new hypotheses to simultaneously fit the modified unlearn set U’ and retain
set IR, as discussed in section 3.2.

Figure 4: Decision boundary evolution during unlearning for tasks: LINEAR (top row), RECT-
ANGLE (middle row) and RANDOM (bottom row). The figures show decision boundaries at un-
learning steps: 0, 60, 180, 420. The unlearn set consists of 30 data records, which represent 3%
of the full dataset. Light-colored areas indicate higher model uncertainty. The learning-based tasks
(LINEAR and RECTANGLE) show significant, global changes on their decision boundary as the
model unlearns, suggesting significant shift on the model’s belief. In contrast, memorization-based
task (RANDOM) only shows localized, minor boundary updates, highlighting the stability of the
model’s belief.

Decision Boundary Evolution during Unlearning To observe the change of the underlying hy-
potheses the model employs for the prediction, we save snapshots of model at various steps of the
unlearning and plot the decision boundary for each saved model. In Figure 4, we show how the
decision boundary evolves at different stages of the unlearning.

The top and middle row in Figure 4 plots the decision boundary evolution for learning-based tasks
(LINEAR and RECTANGLE). Despite the unlearn set representing only 3% of the full dataset, the
model’s belief in the original learning-based hypothesis gets significantly shattered at the beginning
of the unlearning due to the fabricated conflicting evidence introduced by U’, leading to a drastic
change in the model’s prediction behavior with an unclear and irregular decision boundary. The
model then gradually refines its internal belief and successfully finds a new hypothesis that can fit
both U’ and R by the end of the unlearning.

Meanwhile, the bottom row of Figure 4 illustrates the decision boundary evolution during unlearning
for the RANDOM task. Even though some localized changes on the decision boundary are still
visible, there are no significant global changes and the overall decision boundary structure remains
stable, which indicates the stability of the model belief of the memorization case for the relabeling-
based unlearning method.
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REPRODUCIBILITY STATEMENT

All datasets used in our experiments, along with the experiment code, are provided as supplementary
material. The package also includes a README file with detailed instructions for reproducing the
experiments in this paper. Proofs of the theoretical results can be found in Appendix A.
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A MISSING PROOF IN SECTION 3

Theorem (Restatement of Theorem 2). Let P(Hyl|h), P(Hz|h) and P(Hs|h) be existing priors
based on a history of observations h. based on a history of observations h. Consider fabricated
evidence e = {(x;,2;)}¥_, against Ho, where x; = x* for all j € [k]. Then there exists an
1 € {2,3} such that the change on the log-posterior is given as

P(Hylh) P(Hylh,e) 1—e¢
A, =1 — ] -1 ———— | =(k—=2])1 —
oc (Bracns) s (praieg ) = 0~ 20s (15
where | is the number of flipped observations in the evidence e, which follows a binomial distribution
I ~ Binomial(k, €). Furthermore, since € € (0,0.5), we have with probability over 1 — O(k~10),
A, = Q(k)

where the randomness takes from the observation noise in e.

Proof. Without loss of generality, we assume that f(z*) > 0, then y; = —1 for all y; from the new
evidence e. Then by Bayes’ theorem, we have

Next, we focus on the ratio %. First, since both Hy and Hs assume i.i.d generation,
therefore P(e|Ho,h) = P(e|Hy) and P(e|Hs,h) = P(e|Hs). Then given the evidence e =
(x*,21)...(z* 21), let | be the number of 41 in all z;s, then we have

Ple|Ho) = <N11>k (1 - o)l

and

Ple|Hy) = (Nlﬂ) (1= !

Combining everything together, we have
P(e|Hs, h) 1—e¢
A, =1 — | =(k—20)1 —
8 (P(e|H0,h) (k= 20)log | —

Since y; = —1 in e, [ also denotes the total number of times z; flip y; which happens independently
with probability e. Therefore, [ is binomial distributed with [ ~ Binomial(k,€). Since € < 0.5, via
McDiarmid’s inequality, we have with probability over 1 — O(k~19)

k— 20 = Q(k)
where the randomness takes from the noise on the observation z.
Similar proof can be obtained for A, between Hy and Hs, when f(z*) < 0.
O

Theorem (Restatement of Theorem 3). Ler P(Hq|h), P(Hz|h) and P(Hs|h) be existing priors
based on a history of observations h. Consider fabricated evidence e = {(x;, zj)}é?:l against Hq

with history observations h, where x; = x* for all j € [k].

Let h,, be the subset of the history h with input value x*. Let my ;= be the number of z; = 1 in hy-
and m_ 5~ be the number of z; = —1 in hy~, then we have for any i € {2, 3}, the change on the
log-posterior can be given by

In particular, if x* is not observed in the initial history h, then we have the belief update
A, <log(2)

12
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Proof. Without loss of generality, we assume that the label y; = 1 for ¢ € [k] in evidence e, Then
we are comparing the belief between H; and H3 and Hs.

In particular, we have for i € {2, 3}

Next, we need to compute P(e|Hy, h). Denote random variable y,+ as the corresponding y to x*.
Then we have

P(elHi,h)= > Plelys- =y, Hi,h) - Pyz- = y|Hi,h)
ye{—l,l}

Then we define the [ be the number of times z; = 1 in e, it is straightforward to obtain that

Plely, = —1H) = <1>’“ 1 gt

=
=+
[a—y

Plely,- =1, Hy) = () 1 —o)

=
+

Meanwhile, we have

Ple|Hah) = ()ku )

=
=+
—_

L

Next, we will compute the

P(yy+ = ylh,Hy) fory e {-1,1}

We denote h,« the subset of h that have the input value x*, it is easy to show that
P(yg« = ylh, H1) = P(ys~ = ylhy~, H1) fory e {-1,1}
This is due to the fact that under H;, the part of h whose feature is not =* is independent of y,«.
Applying Bayes’ theorem, we obtain
P(hg~

Y = 1,H1) 'P(ya:*:1|Hl)
P(hy+|Hy)

P(yw* = 1|h1*aH1) =

It is easy to show that
(1 _ E)ml 677L71
(1 —e)mem—1 4 (1 —¢)m-1em

P(yzr = 1|hg~, Hy) =

Similarly, we have
(1 —¢)m—1em

P rx = —]. hx*,H -
(y ‘ 1) (1 _ 6)"L1€m—1 + (1 _ E)m—leml

Then we have

P(e|Hy h) P(e|Ha, )
PlelH1,h) 3 eq11y Plelyer =y, Hi) - P(ya- = y|H1, h)
P(€|H2, h)

<
- P(6|y7‘* = 13H1) P(yT* = ]“H17h’£*>

1 1—¢ [ Mg g —m_q %
P(ys~ = 1Hy, hy) — * < € >

13
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The last equality follows that

k
1
P(e|Ha, h) = P(e|y,- = 1|Hy, Hy) = (NH) 1 — )t

Similarly, we also have

P . [ My gx =M _q gx
(e|Hs, h) <14 1—c¢
P(e|Hy, h) ¢

Combining these results with equation equation 2, we obtain the desired results.

O
Theorem (Restatement of Theorem 4). Given a d-dimensional linear hypotheses class defined as
H = {hwp(z) = sign(wTz + b)lw € RE b € R}. There exists a distribution D and a data
record 2’ = (z,y') € [N]% x {—1,+1} where [N] = {1,2,3,... N} with N > 3, such that
minpe g errp(h) = 0 and Pp(x = «') is negligible, however, for any h € H such that h(x) = v/,

we have

errp(h) > 0.1
where errp(-) is the 0-1 error evaluated on distribution D.

Proof. The construction is as follows:

* The points are uniformly distributed in hyper cube C' = {1, 2, 3}¢ where P(z € C') = 0.2

¢ The ground truth for all points in z is 1, thatis, P(y = 1|z € C) = 1.

The unlearn point is the center of the hypercube ' = {2}¢. The rest of distribution can be con-
structed such that, 3h* € H, such that errp(h*) = 0, for example with arbitrary distribution for
x ¢ Cand P(y=1) =1forall z withx; < 6 and P(y = —1) = 1 for all z; > 6 where x; is the
first coordinate of x.

Now, we show that if we want to “unlearn” z’ by finding a h € H with parameters w, b such that
hwp(z") # 1, we have

errp(h) > 0.1

First, since fz(x’ ) = —1, then we have wTz + b < 0. Now we consider other points in the unit B,
since B is centered as x’, then any point x can be written
r=1+Ax

where ||Az|| < 1. Note that since z is uniformly distributed across B, which implies that the
direction of Ax is symmetric, that is, for any x = 2’ + Az € B, there exits an T = 2’ — Ax such
that z € B and Pp(z) = Pp(Z). Therefore, we have

Pp(wTAz <0z € B) > 0.5
For any = with w” Az < 0, we have
wlz +b=w"(2' +Ax) +b=wl2 +wTAz+b<0

That implies that at least these = will also be classified as —1, which is

Pp(h(x) =—1jz € B) > 0.5
Combined with fact that Pp(x € B) > 0.2 and the true label of € B is +1, we have

errp(h) >0.2x0.5=0.1
Since we consider realizable case, we also have

errp(h) —minerrp(h) > 0.1
heH

14
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B EXPERIMENT DETAILS

B.1 EXPERIMENT SETUP

We run our experiments with Llama3.2-3B-Instruct, Qwen3-4B and Llama3.2-8B-Instruct models.
We use Lion optimizer (Chen et al., 2023) for both finetuning and unlearning with a learning rate
of 5 x 10~7 and a batch size of 8 for all experiments. No learning rate schedule is used. We train
20 epochs for finetuning. The regularization parameter « in equation (1) is set to 0.5 across all
experiments. A norm clipping equal to 1 is added for unlearning experiments. All experiments are
conducted on a single NVIDIA A100 GPU.

B.2 ADDITIONAL EXPERIMENTS WITH OTHER MODELS

Overview We provide additional experimental results for finetuning and unlearning with Qwen3-
4B and Llama3.2-8B-Instruct. The results for Qwen3-4B are shown in Figures 5-7 and those for
Llama3.2-8B-Instruct are provided in 8-10. In particular, the decision boundaries after initial fine-
tuning are in Figure 5 for Qwen3-4B and Figure 8 for Llama3.2-8B-Instruct. The retain and un-
learn accuracies during unlearning are in Figure Figure 6 for Qwen3-4B and Figure 9 Llama3.2-
8B-Instruct. Finally, the decision boundary evolutions for each task are presented in Figure 7 for
Qwen3-4B and Figure 10 for Llama3.2-8B-Instruct.

Feature 2
Feature 2
Feature 2

3 % 5 10 135 1o s F w B 0 15 B0 1 B % 5 10 135 1o 15
Feature 1 Feature 1 Feature 1

Figure 5: Decision boundary for the LINEAR task (left), RECTANGLE (middle) and the RANDOM
task (right) after finetuned on Qwen3-4B.
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1.0 101 —— RANDOM task
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0z | \_/\
0.6 1 —— RANDOM task
—— RECTANGLE task AV SN
LINEAR task 001
0 50 100 150 200 0 23 50 75 100 125 150 175 200

Figure 6: Retain and unlearn accuracies for the LINEAR (left), RECTANGLE (middle) and RAN-
DOM (right) task for Qwen3-4B model.

Discussion The experiments for the Qwen3-4B and Llama3.2-8B-Instruct shows results consistent
with those reported in section 4 for Llama3.2-3B-Instruct. In particular, all models successfully
learns the underlying data generation rule for LINEAR and RECTANTGLE tasks, leading to clear
and regular decision boundaries. The decision boundaries for RANDOM task remain scattered and
irregular for all models. That indicates that similar model behaviors occur after finetuning for models
with different sizes and architectures.

15



810
811
812
813
814
815
816
817
818
819
820
821
822
823
824
825
826
827
828
829
830
831

832
833
834
835
836
837
838
839
840
841

842
843
844
845
846
847
848
849
850
851

852
853
854
855
856
857
858
859
860
861

862
863

Under review as a conference paper at ICLR 2026

Feature 2
Feature 2

woom w w0
Feature 1

~ ~
4 4
2 2
3 3
& E &

Feature 2

Figure 7: Decision boundary evolution during unlearning for LINEAR (top row), RECTANGLE
(middle row) and RANDOM (bottom row) tasks for Qwen3-4B model. The figures shows decision
boundaries at unlearning steps: 0, 50, 100, 200.
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Figure 8: Decision boundary for the LINEAR task (left), RECTANGLE (middle) and the RANDOM
task (right) after finetuning for Llama3.2-8B-Instruct.
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Figure 9: Accuracy for the retain set R (left) and unlearn set U (right) during unlearning for different
tasks for Llama3.2-8B-Instruct
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Figure 10: Decision boundary evolution during unlearning for LINEAR (top row), RECTANGLE
(middle row) and RANDOM (bottom row) tasks for Llama3.2-8B-Instruct. The figures shows deci-
sion boundaries at unlearning steps: 0, 60, 180, 300

For the unlearning part, all models exhibit faster convergence of unlearn accuracy for RANDOM
task compared with other two tasks. Also, unlearning the RANDOM task maintains a consistently
high retain accuracy across all models, while the retain accuracy for learning-based tasks (LINEAR
and RECTANGLE) experiences significantly greater fluctuation. The decision boundary evolution
during unlearning also follows similar patterns across all models, that is, the belief of the learning-
based hypotheses get shattered rapidly at the beginning of unlearning leading to irregular and vague
decision boundaries while the decision boundary for RANDOM task remains relatively stable with
only localized and minor changes.
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