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Abstract

Low-Rank Adaptation (LoRA) is extensively utilized in text-to-image models for the accurate
rendition of specific elements like distinct characters or unique styles in generated images.
Nonetheless, existing methods face challenges in effectively composing multiple LoRAs,
especially as the number of LoRAs to be integrated grows, thus hindering the creation of
complex imagery. In this paper, we study multi-LoRA composition through a decoding-centric
perspective. We present two training-free methods: LORA SwITCH, which alternates between
different LoRAs at each denoising step, and LORA COMPOSITE, which simultaneously
incorporates all LoRAs to guide more cohesive image synthesis. To evaluate the proposed
approaches, we establish ComposLoRA, a new comprehensive testbed as part of this research.
It features a diverse range of LoRA categories with 480 composition sets. Utilizing an
evaluation framework based on GPT-4V, our findings demonstrate a clear improvement
in performance with our methods over the prevalent baseline, particularly evident when
increasing the number of LoRAs in a composition. The code, benchmarks, LoRA weights,
and all evaluation details are available on our project website.

1 Introduction

In the dynamic realm of generative text-to-image models (Ho et al., 2020; Rombach et al., 2022; Saharia
et al., 2022; Ramesh et al., 2022; Ruiz et al., 2023; Sohn et al., 2023), the integration of Low-Rank Adaptation
(LoRA) (Hu et al., 2022) stands out for its ability to fine-tune image synthesis with remarkable precision and
minimal computational load. LoRA excels by specializing in one element — such as a specific character, a
particular clothing, a unique style, or other distinct visual aspects — and being trained to produce diverse and
accurate renditions of this element in generated images. For instance, users could customize their LoRA models
to generate various images of themselves, achieving an array of personalized and realistic representations.
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Figure 1: Multi-LoRA composition techniques e ectively blend di erent elements such as characters, clothing,
and objects into a cohesive image. Unlike the conventional LORA Merge approach (Ryu, 2023), which can
lead to detail loss and image distortion as more LoRAs are added, our methods retain the accuracy of each
element and the overall image quality.

The application of LORA not only showcases its adaptability and precision in image generation but also
opens new avenues in customized digital content creation, revolutionizing how users interact with and utilize
generative text-to-image models for creating tailored visual content.

However, an image typically embodies a mosaic of various elements, makincpmpositionality  key to
controllable image generation (Tenenbaum, 2018; Huang et al., 2023b). In pursuit of this, the strategy of
composing multiple LoRAs, each focused on a distinct element, emerges as a feasible approach for advanced
customization. This technique enables the digitization of complex scenes, such as virtual try-ons, merging
users with clothing in a realistic fashion, or urban landscapes where users interact with meticulously designed
city elements. Prior investigations into multi-LoRA compositions have explored the context of pre-trained
language models (Zhang et al., 2023a; Huang et al., 2023a) or stable di usion models (Ryu, 2023; Shah et al.,
2023). These studies aim to merge multiple LORA models to synthesize a new LoRA model by training
coe cient matrices (Huang et al., 2023a; Shah et al., 2023; Wu et al., 2024) or through the direct addition

or subtraction of LORA weights (Ryu, 2023; Zhang et al., 2023a). Nevertheless, these approaches centered
on weight manipulation could destabilize the merging process as the number of LoRAs grows (Huang et al.,
2023a) and also overlook the interaction between LoRA models and base models. This oversight becomes
particularly critical in di usion models, which depend on sequential denoising steps for image generation.
Ignoring the interplay between LoRAs and these steps can result in misalignments in the generative process,
as shown in Figure 1, where a merged LoORA model fails to preserve the full complexity of all desired elements,
leading to distorted or unrealistic images.

In this paper, we delve into multi-LoRA composition from a decoding-centric perspective, keeping all LORA
weights intact. We present two training-free  approaches that utilize either one or all LoRAs at each decoding
step to facilitate compositional image synthesis. Our rst approach, LORA Switch , operates by selectively
activating a single LoRA during each denoising step, with a rotation among multiple LoRAs throughout the
generation process. For instance, in a virtual try-on scenarioLoRA Switch alternates between a character
LoRA and a clothing LoRA at successive denoising steps, thereby ensuring that each element is rendered
with precision and clarity. In parallel, we propose LORA Composite , a technique that draws inspiration
from classi er-free guidance (Ho & Salimans, 2022). It involves calculating unconditional and conditional
score estimates derived from each respective LORA at every denoising step. These scores are then averaged
to provide balanced guidance for image generation, ensuring a comprehensive incorporation of all elements.
Furthermore, by bypassing the manipulation on the weight matrix but directly in uencing the di usion
process, both methods allow for the integration of any number of LORAs and overcome the limitations of
recent studies that typically merge only two LoRAs (Shah et al., 2023).
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