
1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

58

59

60

61

62

63

64

65

66

67

68

69

70

71

72

73

74

75

76

77

78

79

80

81

82

83

84

85

86

87

88

89

90

91

92

93

94

95

96

97

98

99

100

101

102

103

104

105

106

107

108

109

110

111

112

113

114

115

116

Query2GMM: Learning Representation with Gaussian Mixture
Model for Reasoning over Knowledge Graphs

Anonymous Author(s)

ABSTRACT
Logical query answering over Knowledge Graphs (KGs) is a funda-

mental yet complex task. A promising approach to achieve this is to

embed queries and entities jointly into the same embedding space.

Research along this line suggests that using multi-modal distribu-

tion to represent answer entities is more suitable than uni-modal

distribution, as a single query may contain multiple disjoint an-

swer subsets due to the compositional nature of multi-hop queries

and the varying latent semantics of relations. However, existing

methods based on multi-modal distribution roughly represent each

subset without capturing its accurate cardinality, or even degenerate

into uni-modal distribution learning during the reasoning process

due to the lack of an effective similarity measure. To better model

queries with diversified answers, we propose Query2GMM for an-

swering logical queries over knowledge graphs. In Query2GMM,

we present the GMM embedding to represent each query using a

univariate Gaussian Mixture Model (GMM). Each subset of a query

is encoded by its cardinality, semantic center and dispersion degree,

allowing for precise representation of multiple subsets. Then we

design specific neural networks for each operator to handle the in-

herent complexity that comes with multi-modal distribution while

alleviating the cascading errors. Last, we design a new similarity

measure to assess the relationships between an entity and a query’s

multi-answer subsets, enabling effective multi-modal distribution

learning for reasoning. Comprehensive experimental results show

that Query2GMM outperforms the best competitor by an absolute

average of 6.35%.
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1 INTRODUCTION
Knowledge Graphs (KGs) are structured heterogeneous graphs,

which are constructed based on entity-relation-entity triplets. A

fundamental task in knowledge graph reasoning, known as logi-
cal query answering, involves answering First-Order Logic (FOL)

queries over KGs using operators including existential quantifica-

tion (∃), conjunction (∧), disjunction (∨) and negation (¬). This
has wide real-life applications, such as web search [22, 36] and

medical research [9, 23], among which real-life KGs often exhibit

incompleteness according to the Open World Assumption [20]. To

handle such incompleteness, numerous efforts have been devoted

to developing neural models for complex logical query answer-

ing [1, 5, 10, 17–19, 29, 38, 41, 48, 51, 54].

Along this line, most existing approaches for logical reasoning

over KGs work under the assumption that answer entities of each

query typically follow a uni-modal distribution [9, 10, 37, 38, 54].

Based on this assumption, they design various embedding back-

bones based on geometric structures [10, 25, 33, 37, 54], probabilistic

distributions [9, 19, 38, 52] and other basis [18, 41]. These struc-

tures are used to embed logical queries and answer entities into

the same embedding space, where all answer entities of a query

are expected to be encompassed within a large single region. For

example, Q2B [37] develops the box embedding for each query and

the point embedding for each entity, assuming that all answer enti-

ties for a query are inside or close to the box region corresponding

to that query. PERM [9] applies a multivariate Gaussian distribu-

tion to encode the semantic location and spatial query area for

each query’s answers with a soft boundary, following the same

assumption. However, this broad assumption compromises the ex-

pressiveness of logical queries and entities, as it inevitably includes

many false positives in the large single region for a query.

Recently, research has found that the ideal query embedding

may follow a multi-modal distribution
1
in the embedding space

due to the compositional nature of multi-hop queries [5]; addition-

ally, a relation can have multiple unknown latent semantics for

different concrete triples [45]. For instance, given a logical query

"Who has been nominated for Emmy Award?", the relation "Award

Nominated" has several latent semantics including Actor Award,

Artist Award, Actress Award, etc. Consequently, the intermediate

entity set for individuals nominated for the Emmy Award may vary

in terms of gender, nationality and other factors, leading to answer

entities forming multiple disjoint subsets, as shown in Fig. 1a. A

few recent studies aim to model the diversity of answer entities

by designing appropriate embedding backbones that encode multi-

ple disjoint subsets of answer entities. Specifically, NMP-QEM [29]

leverages multivariate Gaussian mixture distribution to encode mul-

tiple disjoint answer subsets of each query, but it has to transform

the Gaussianmixture distribution into a single centroid vector when

1
A multi-modal distribution has two or more distinct peaks in its probability density

function.
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(a) Visualization of the answers. (b) An example of Query2GMM reasoning.

Figure 1: (a) Visualization of the answer distribution of the query "Who has been nominated for Emmy Award?" (b) Illustration
of reasoning of Query2GMM on the query "What are the movies starring non-American actors who have been nominated for
Emmy Award?" (2-modal distribution).

measuring relationships between entities and queries in the embed-

ding space. As a result, NMP-QEM degenerates to uni-modal distri-

bution learning during the reasoning process. Query2Particles [5]

proposes to encode each query with a set of vectors (particles),

where each vector represents an answer subset according to its

setting. However, this is problematic that it neglects the cardinality

of these subsets, leading to an ambiguous answer entity set and

compromising the performance of query answering.

Despite the potential advantages of multi-modal distribution

modelling, existing methods struggle to learn accurate subset repre-

sentation and even fail to assess the relationships between entities

and queries in the multi-modal distribution context, limiting and

violating the expressiveness of the query embedding. To further

improve embedding quality, this presents two primary challenges:

Challenge I: How to accurately quantify different answer
subsets of each query? In practice, answer entities to each query

may contain multiple disjoint subsets. Different from the uni-modal

distribution, it is essential to accurately characterize the semantic

center and cardinality of each subset in the multi-modal distribu-

tion context, which can provide prompts for reasoning and answer

retrieval. Existing methods [5, 29] either neglect the cardinality or

regard spatial query area as the cardinality. In fact, we observe from

Fig. 1a that a relatively smaller area (left) contains more answer

entities than the larger one (right), which is contradicted by the

radius of the spatial query area. This leads to sub-optimal query em-

bedding and compromises logical reasoning. Thus, it is necessary to

accurately quantify each subset for high-quality query embedding.

Challenge II: How to judiciously leverage the advantage of
Guassian distribution? Multivariate Gaussian distribution has

been applied in logical query embedding [9, 29], showing the ef-

fectiveness of the expressive parameterization of decision bound-

aries. Despite some attempts, it is intractable to effectively employ

Gaussian distribution for the query embedding with multi-modal

distribution due to the following reasons: (1) It typically involves

the computation about the covariance matrix (e.g., inverse opera-

tion) for the multivariate Gaussian distribution, incurring expensive

computational costs. (2) There is no feasible solution to measure

the relationships between an entity (Gaussian distribution) and the

multiple-answer subsets of a query (Gaussian mixture distribution).

NMP-QEM [29] transfers multivariate Gaussian mixture distribu-

tion into a single centroid vector with weighted sum operation and

then uses 𝐿1 distance to compute the similarity between an entity

and a query, which is fundamentally uni-modal distribution mod-

elling for logical reasoning. Hence, it is challenging to effectively

employ the Gaussian distribution for modelling multiple disjoint

answer subsets.

In this paper, we study the problem of modelling the diversity of

answers for logical reasoning over knowledge graphs by addressing

the above challenges. We propose Query2GMM, a novel query em-

bedding approach for complex logical query answering. Concretely,

we present the GMM embedding to represent each query based

on a univariate Gaussian mixture model. Each subset of a query is

encoded by its cardinality, semantic center and dispersion degree,

elegantly corresponding to the normalized probability, mean value

and standard deviation of a univariate Gaussian mixture model.

This can offer a more appropriate and precise representation for

each subset (Challenge I). Additionally, Query2GMM can indepen-

dently learn these three parameters by using the Cartesian product

of a 𝑑-dimensional univariate Gaussian mixture distribution as the

representation of the answer set, which enables Query2GMM fit

complex answer sets as well as maintain the linear complexity of

the model. Last, we design a new similarity measure (called mixed

Wasserstein distance) based on the Wasserstein distance [40], al-

lowing for computing relationships between entities and multiple

answer subsets and fitting bidirectional learning for queries and an-

swer entities. The mixedWasserstein distance forms the foundation

of the multi-modal distribution modelling during the reasoning pro-

cess (Challenge II). Extensive experimental results demonstrate

that our Query2GMM achieves an average absolute improvement

of 6.35% compared to the best baseline.

2 PRELIMINARIES
KnowledgeGraphs.Aknowledge graph is denoted asG = {𝑉 , 𝑅,Θ},
where𝑉 , 𝑅 and Θ refer to the entity set, relation set and fact triplet

set, respectively. To record the basic connections of the knowledge

graph, a binary relational function: V × V → {1, 0} is used to

memory triplets joined by each 𝑟 𝑗 ∈ 𝑅 with head entity ℎ𝑖 ∈ 𝑉 and

2



233

234

235

236

237

238

239

240

241

242

243

244

245

246

247

248

249

250

251

252

253

254

255

256

257

258

259

260

261

262

263

264

265

266

267

268

269

270

271

272

273

274

275

276

277

278

279

280

281

282

283

284

285

286

287

288

289

290

Query2GMM: Learning Representation with Gaussian Mixture Model for Reasoning over Knowledge Graphs WWW’24, May 13–17, 2024, Singapore

291

292

293

294

295

296

297

298

299

300

301

302

303

304

305

306

307

308

309

310

311

312

313

314

315

316

317

318

319

320

321

322

323

324

325

326

327

328

329

330

331

332

333

334

335

336

337

338

339

340

341

342

343

344

345

346

347

348

tail entity 𝜃𝑘 ∈ 𝑉 , where 𝑟 𝑗 (ℎ𝑖 , 𝜃𝑘 ) = 1 if and only if (ℎ𝑖 , 𝑟 𝑗 , 𝜃𝑘 ) is a
factual triple.

First-Order Logic (FOL). FOL queries in the literature involve log-

ical operations including existential quantification (∃), conjunction
(∧), disjunction (∨) and negation (¬). We use FOL queries in its

Disjunctive Normal Form (DNF) [37], which represents FOL queries

as a disjunction of conjunctions for effective computation.

Computation Graphs. Following the convention, a logical query

is represented by a Directed Acyclic computation Graph (DAG):

Q = {𝑈 , 𝑅, 𝐿}, where 𝑈 = {�̃� ,𝑈?} denotes the node set with �̃�

referring to anchor nodes that are source nodes of DAG and 𝑈?

denoting variable nodes, 𝑅 denotes the relation set that is the same

as the relation set of G, and 𝐿 denotes logical operations. Fig. 1b

gives an instantiated computation graph of our Query2GMM.

Problem Statement. In this paper, we aim to model the ideal distri-

bution of answer entities of logical queries, i.e., multi-modal distri-

bution, along the line of the query embedding approach. Concretely,

queries and entities are mapped into the same low-dimensional em-

bedding space, associating each logical operator for entity sets with

a transformation in the embedding space. The aim of answering

logical queries is to find a set of entities as answers such that these

entities’ embeddings should be included or close to the embedding

of the given query in the embedding space.

3 THE PROPOSED QUERY2GMM
3.1 GMM embeddings for Entities and Queries
In Query2GMM, we design GMM embedding, i.e., univariate Gauss-

ian mixture model 𝑝 (𝑥 |𝜃 ) =
𝑘∑
𝑖=1

𝛼𝑖 · 𝜙 (𝑥 |𝜇𝑖 , 𝜎𝑖 ) for query embed-

ding, where 𝛼𝑖 represents weights of each component satisfying

𝑘∑
𝑖
𝛼𝑖 = 1, 𝜇𝑖 and 𝜎𝑖 stands for mean values of the components

respectively, to represent each query. This choice is motivated by

the fact that mixed Gaussian distributions can approximate any

random distribution arbitrarily well [49]. The cardinality, semantic

center, and dispersion degree of each subset of the answer entity

set for a query can be intuitively and elegantly represented by the

normalized probability, mean value, and standard deviation of a

univariate Gaussian mixture distribution, respectively. To better

fit complex and diversified answers, we expect that each dimen-

sion can be independently learned to explore different information,

thus we leverage the Cartesian product for the representation of

each sub-distribution
2
. Formally, GMM embedding for a query 𝑞

is represented as 𝑮𝑞 = [𝒈1,𝒈2, · · · ,𝒈𝑘 ] ∈ R𝑘∗3𝑑 , where 𝑘 is the

number of components in the Gaussian mixture distribution. The

embedding of each component with 𝑑-ary Cartesian product of

three semantic ingredients can be defined as

𝒈𝑖 = 𝑔
1

𝑖 × 𝑔
2

𝑖 × · · · × 𝑔𝑑𝑖 = [(𝛼1𝑖 , 𝜇
1

𝑖 , 𝜎
1

𝑖 ), · · · , (𝛼
𝑑
𝑖 , 𝜇

𝑑
𝑖 , 𝜎

𝑑
𝑖 )] . (1)

Equivalently, Eq. (1) can be formulated as 𝒈𝑖 = [𝜶𝑖 ; 𝝁𝑖 ;𝝈𝑖 ], 𝑖 =
1, 2, · · · , 𝑘 . Here, 𝜶𝑖 ∈ R𝑑 refers to the normalized cardinality pro-

portion of a subset, 𝝁𝑖 ∈ R𝑑 determines the semantic center of a

subset and 𝝈𝑖 ∈ R𝑑 represents the dispersion degree of answers in

2
In our context, we use the terms ’subset’ and ’sub-distribution’ interchangeably.

a subset. For the complex query answering on large-scale knowl-

edge graphs, there are often one-to-many relationships between

entities and queries. Different from existing works that only con-

sider the semantic center for an entity, in this paper, each entity

of KGs is represented by a univariate Gaussian distribution em-

bedding with learnable mean value and standard deviation (called

Gaussian embedding), i.e., 𝑮𝑒 = [𝝁𝑒 ;𝝈𝑒 ] ∈ R2𝑑 , 𝝁𝑒 ∈ R𝑑 ,𝝈𝑒 ∈ R𝑑 .
Here standard deviation serves as the scaling of the distribution, en-

abling entity embeddings to approach multiple query embeddings

with different semantics simultaneously. We also use a univari-

ate Gaussian distribution to represent the relation embedding, i.e.,

𝑮𝑟 = [𝝁𝑟 ;𝝈𝑟 ] ∈ R2𝑑 , 𝝁𝑟 ∈ R𝑑 ,𝝈𝑟 ∈ R𝑑 .
Last, for effective computation, we separately learn a trainable

transformation matrix for the normalized probability, mean value,

and standard deviation. This allows us to formulate the embedding

representation of the entity set that corresponds to the provided

anchor entity as follows:

𝑮𝑞 = [𝑻𝛼 ;𝑻𝜇 ;𝑻𝜎 ], 𝑻𝛼 = 𝑶𝛼 ,

𝑻𝜇 = 𝝁𝑒 + 𝑶𝜇 , 𝑻𝜎 = 𝝈𝑒 + 𝑶𝜎 ,
(2)

where 𝑶𝛼 ∈ R𝑘∗𝑑 , 𝑶𝜇 ∈ R𝑘∗𝑑 and 𝑶𝜎 ∈ R𝑘∗𝑑 are the learnable

expansion matrices for the normalized probability, mean value,

and standard deviation, respectively. Next, we introduce specific

neural models of FOL operations, including projection, intersection,

negation and union.

3.2 Projection
Given a GMM embedding 𝑮ℎ ∈ R𝑘∗3𝑑 of the input head entity

set and Gaussian embedding 𝑮𝑟 ∈ R2𝑑 of the input relation, the

projection operator aims to obtain the tail entity set connected with

any entity in the head entity set with the given relation (see Fig. 2a).

Unlike uni-modal distribution learning, it is challenging to learn

the overall transformation from the input entity set to the target

entity set for relation modelling in the multi-modal distribution

context [5, 29]. To address it, we employ a distributed gate [35]

to control the different adjustment directions and magnitudes of

different subsets of the head entity set based on the input relation,

which is formulated as

𝑮𝑟𝑎𝑢𝑔 = [𝜶𝑟𝑎𝑢𝑔 ;𝑮𝑟 ], 𝒈𝑡 = 𝜎 (LN(𝑾𝑔𝑮𝑟𝑎𝑢𝑔 + 𝑼𝑔𝑮ℎ)). (3)

˜𝑮ℎ = ReLU(LN(𝑾ℎ𝑮𝑟𝑎𝑢𝑔 ) + 𝑼ℎ𝑮ℎ),
˜𝑮𝑡 = 𝒈𝑡 ⊙ 𝑮ℎ + (1 − 𝒈𝑡 ) ⊙ ˜𝑮ℎ,

(4)

where 𝜶𝑟𝑎𝑢𝑔 ∈ R𝑑 is the learnable normalized probability vector to

formally align the dimension of relation embedding with that of

the entity set embedding. 𝜎 (·) is the sigmoid function, and 𝒈𝑡 is the
distributed gate to make different adjustments with 𝑘 subsets with

the same relation. LN(·) is the layer normalization [4], and𝑾𝑔 , 𝑼𝑔 ,
𝑾ℎ and 𝑼ℎ are parameter matrices. By Eqs. (3) and (4), we get the

one-to-one mapping relationship between the tail entity set and

head entity set. Then we employ the self-attention network [44] to

fine-tune the subsets of the generated final tail entity set based on

current relative position, cardinality and dispersion degree:

𝑮𝑡 = Attention( ˜𝑮𝑡𝑾𝑄 , ˜𝑮𝑡𝑾𝐾 , ˜𝑮𝑡𝑾𝑉 ),

Attention(𝑸,𝑲 , 𝑽 ) = 𝜓 (𝑸𝑲𝑇
√
3𝑑

)𝑽 ,
(5)

3
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(a) Projection (b) Intersection (c) Negation (d) Union

Figure 2: Visualization of logical operator transformation. The input embeddings are represented in light blue and green colors,
while the output is shown in deep blue.

where 𝜓 (·) is the Softmax function. This approach allows the 𝑘

sub-distributions to collaborate, enabling them to cover as many

correct answers as possible according to their individual roles.

3.3 Intersection
With𝑚 GMM embeddings as the input, the intersection operator

aims to get the GMM embedding of the target entity set that cov-

ers the𝑚-intersected answer areas of the input sets (see Fig. 2b).

Here "𝑚-intersected" indicates that the output of the intersection

operator should encompass all𝑚 sets of inputs, although they may

have varying degrees of overlap (e.g., 2-intersected, 3-intersected).

Previous works based on Gaussian distribution [9, 29] handle the

"𝑚 − 𝑖𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛" problem by sequentially executing a series of

pairwise-intersections, which raises several issues below. (1) To

obtain the𝑚 − 𝑖𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑒𝑑 answer areas of all𝑚 input sets through

the pairwise intersection, there are
𝑛!
2!

possible processing orders

and the feasible execution is not unique. Yet, these studies do not

provide an optimal execution order or guarantee the permutation

invariance of execution orders. (2) The 𝑚 − 1 chain executions

for the interaction leads to severe cascading errors [13, 16], which

negatively impacts the model’s performance.

To overcome the above drawbacks, we design a co-attention

model to directly derive the "𝑚−𝑖𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑒𝑑" areas of𝑚 input entity

sets. This model can concurrently allocate and aggregate crucial

information from both the inter-query level and inter-subset level

to fit the candidate entity set.

Concretely, we first compute the overall similarity between𝑚

input GMM embeddings and then obtain the inter-query level result

using cross attention network:

𝑮
′
𝑞 =

𝑚∑︁
𝑖=1

𝒂𝑖 ⊙ 𝑮𝑞𝑖 , 𝒂𝑖 =
exp(MLP(𝑮𝑞𝑖 ))

𝑚∑
𝑗=1

exp(𝑀𝐿𝑃 (𝑮𝑞 𝑗 ))
. (6)

By Eq. (6), the output embedding is constrained by existing com-

position paradigms of the input GMM embeddings. To better en-

capsulate the interaction among 𝑚 ∗ 𝑘 subsets, we employ the

self-attention network to capture inter-subset level intersections

based on global attention and then utilize the attention pooling [21]

to adaptively generate the inter-subset level result. The learning

process can be formulated as

˜𝑮 = Attention(𝑮𝑾𝑄 , 𝑮𝑾𝐾 ,𝑾𝑉 ),

where 𝑮 = [𝑮𝑞1 ;𝑮𝑞2 ; · · · ;𝑮𝑞𝑚 ] ∈ R(𝑚∗𝑘 )∗3𝑑 (7)

PoolingAttention
k
( ˜𝑮) = AttentionBlock(𝑺, 𝑟𝐹𝐹 ( ˜𝑮)), (8)

AttentionBlock(𝑿 , 𝒀 ) = LN(𝑯 + 𝑟𝐹𝐹 (𝑯 )), (9)

𝑯 = LN(𝑿 + Attention(𝑿𝑾𝑄 , 𝒀𝑾𝐾 , 𝒀𝑾𝑉 )), 𝑮
′′
𝑞 = 𝑺, (10)

where𝑮 ∈ R(𝑚∗𝑘 )∗3𝑑
is the stacked result of the𝑚 input embedding

and AttentionBlock(·) is a permutation equivariant set attention

block network. PoolingAttention
k
(·) is a pooling attention network

with 𝑘 seed vectors, which can adaptively aggregate intersection

information from the output of self-attention network. 𝑺 ∈ R𝑘∗3𝑑
is a set of 𝑘 learnable seed vectors, also, the attention pooling result

𝑮
′′
𝑞 .

Last, to effectively combine the results of both the inter-query

level and the inter-subset level, we employ a gating mechanism to

fuse the information of the two parts:

𝒈𝑡 = 𝜎 (𝑾𝑔𝑡 (𝑮
′
𝑞 ⊕ 𝑮

′′
𝑞 )), 𝑮𝑞 = 𝒈𝑡𝑮

′
𝑞 + (1 − 𝒈𝑡 )𝑮

′′
𝑞 , (11)

where ⊕ denotes the concatenation of the input matrix. By Eq. (11),

we can obtain the final output result by leveraging two-levels inter-

action learning.

3.4 Negation
Given a GMM embedding of an entity set, the aim of the negation

operator is to identify the complementary set of the given entity set

according to the global cross-correlation among the components of

the input entity set (see Fig. 2c). Thus, we utilize a self-attention

block layer [44] while excluding the positional encoding, to learn

the global correlation among these subsets. We model the negation

operator as follows:

˜𝑮¬𝑞 = Attention(𝑮𝑞𝑾𝑄 , 𝑮𝑞𝑾𝐾 , 𝑮𝑞𝑾𝑉 ), ˜𝑮¬𝑞 = LN(𝑮𝑞 + ˜𝑮¬𝑞),
(12)

𝑮¬𝑞 = LN( ˜𝑮¬𝑞 + rFF( ˜𝑮¬𝑞)), (13)

where 𝑾𝑄 ∈ R3𝑑∗3𝑑 , 𝑾𝐾 ∈ R3𝑑∗3𝑑 and 𝑾𝑉 ∈ R3𝑑∗3𝑑 are learn-

able parameters. rFF(·) refers to a row-wise feedforward layer.

By Eq. (12), each subset of the input entity set is aware of the

global answer areas. We then encourage the embedding of each

sub-distribution to shift towards the areas that are not covered by

the given entity set based on Eq. (13).

3.5 Union
Given a query𝑞, the goal of the union operator is to cover all answer

entities from all input entity sets (see Fig. 2d). In Query2GMM, it

is natural to model the union of multiple entity sets based on the

Gaussian mixture distribution without extra transformation for the
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computation graph. Interestingly, based on our initial experiments,

we have found that it is more effective to use the DNF technique [37]

for union operation. Thus, we transform the union operator to the

end of the computation graph and directly use the union of the

final multiple solution sets as the output. It is worth noting that the

additional cost of query transformation can be alleviated through

parallel computation of the conjunctive sub-queries.

3.6 Learning GMM Embeddings
Similarity measurement. In the reasoning process, we expect

that the answer entities should be close to the query. To achieve

this, given the Gaussian embedding 𝑮𝑒 = [𝝁𝑒 ;𝝈𝑒 ] of an entity

and the GMM embedding 𝑮𝑞 = [[𝜶1; 𝝁1;𝝈1], · · · , [𝜶𝑘 ; 𝝁𝑘 ;𝝈𝑘 ]] of
the target node of the query, we need to measure the similarity

between the entity and the query, which serves as the foundation

in multi-modal distribution modelling for our Query2GMM.

Fundamentally, we need to measure the similarity between a

Gaussian distribution and a Gaussianmixture distribution, but there

is no proper similarity metric in the setting of our task. Inspired

by [24], we attempt to repeat the Gaussian distribution 𝑘 times iden-

tically to obtain an equally Gaussian mixture distribution, where

each dimension in the corresponding GMM embedding for an en-

tity can be represented as

𝑘∑
𝑖=1

1

𝑘
· 𝜙 (𝜇𝑖 , 𝜎𝑖 ). Correspondingly, the

original problem can be transformed into the similarity calculation

between two Gaussian mixture distributions, and thus existing met-

rics (e.g., Kullback-Leibler(KL) distance [3, 11] and earth mover’s

distance(Wasserstein distance) [28, 39, 40]) can be used to measure

the similarity between the entity and the query. Here we employ

the Wasserstein distance since it satisfies symmetry to measure

the similarity between the generated identical Gaussian mixture

distribution of the entity and the Gaussian mixture distribution

of the query and can fit bidirectional adjustments for queries and

answer entities to establish many-to-many mapping relationships.

Theorem 1. Given two univariate Gaussian mixture distribu-
tions 𝑝1 =

𝑚∑
𝑖=1

𝛼1
𝑖
𝜙 (𝜇1

𝑖
, 𝜎1
𝑖
) and 𝑝2 =

𝑛∑
𝑗=1

𝛼2
𝑗
𝜙 (𝜇2

𝑗
, 𝜎2
𝑗
). Let 𝑤𝑖 𝑗 be the

Wasserstein distance between Gaussian components 𝑝1𝑖 and 𝑝2𝑗 . Let
𝑓𝑖 𝑗 be the flow between 𝑝1𝑖 and 𝑝2𝑗 that minimizes the overall cost

WORK(𝑝1, 𝑝2, 𝑓 ) =
𝑚∑
𝑖=1

𝑛∑
𝑗=1

𝑤𝑖 𝑗 𝑓𝑖 𝑗 , which subject to the constraints: (i)

𝑓𝑖 𝑗 ≥ 0, (ii)
𝑚∑
𝑖=1

𝑓𝑖 𝑗 ≤ 𝛼1𝑖 for 𝑖 ∈ [1,𝑚], (iii)
𝑛∑
𝑗=1

𝑓𝑖 𝑗 ≤ 𝛼2𝑗 for 𝑗 ∈ [1, 𝑛],

(iv)
𝑚∑
𝑖=1

𝑛∑
𝑗=1

𝑓𝑖 𝑗 = 𝑚𝑖𝑛(
𝑚∑
𝑖=1

𝛼1
𝑖
,
𝑛∑
𝑗=1

𝛼2
𝑗
). Then, the earth mover’s dis-

tance(Wasserstein distance) can be defined normalized by the total

flow: EMD(𝑝1, 𝑝2) =

𝑚∑
𝑖=1

𝑛∑
𝑗=1
𝑤𝑖 𝑗 𝑓𝑖 𝑗

𝑚∑
𝑖=1

𝑛∑
𝑗=1
𝑓𝑖 𝑗

.

The proof of Theorem 1 is provided in [39]. Next, we elaborate

on the definition of the Wasserstein distance (p=2) [53] between

a Gaussian distribution 𝑝𝑒 and a Gaussian mixture distribution 𝑝𝑞
in the setting of Query2GMM. Here, each dimension of both the

obtained identical Gaussian mixture embedding of the entity and

the Gaussian mixture embedding of the query satisfies

𝑘∑
𝑖=1

𝛼𝑖 = 1

and then we can obtain

𝑘∑
𝑖=1

𝑘∑
𝑗=1

𝑓𝑖 𝑗 = 1. Meanwhile, each Gaussian

component of the corresponding GMM embedding of the entity is

identical, we can simplify 𝐸𝑀𝐷 (𝑝1, 𝑝2) to
𝑘∑
𝑗=1

𝑤 𝑗 𝑓𝑗 . Considering the

constraints in Theorem 1, we assume that 𝑓𝑖 𝑗 are identical constants

for ∀𝑖, 𝑗 . Below, we define the distance function of the Gaussian

distribution 𝑝𝑒 and the Gaussian mixture distribution 𝑝𝑞 as

D[𝑝𝑒 | |𝑝𝑞] =
𝑘∑︁
𝑖

1

𝑘
𝑤𝑖 [𝜙 (𝜇𝑒𝑖 , 𝜎

𝑒
𝑖 ) | |𝜙 (𝜇

𝑞

𝑖
, 𝜎
𝑞

𝑖
)], (14)

where 𝑤𝑖 [𝜙 (𝜇𝑒𝑖 , 𝜎
𝑒
𝑖
) | |𝜙 (𝜇𝑞

𝑖
, 𝜎
𝑞

𝑖
)] =

√︃
∥𝜇𝑒
𝑖
− 𝜇𝑞

𝑖
∥2

2 + ∥𝜎𝑒
𝑖
− 𝜎𝑞

𝑖
∥2

2

is

the Wasserstein distance. Nevertheless, Eq. (14) is not directly used

for Query2GMM due to the lack of direct measurement and con-

straints on cardinality. To address it, we attempt to add additional

terms on Eq. (14), which is motivated by the KL divergence dis-

tance [11] as well as considering the symmetry requirement for the

distance function. Hence, we formulate the final distance function

as

D[𝑝𝑒 | |𝑝𝑞] =
𝑘∑︁
𝑖

𝛼𝑒𝑖 log
𝛼𝑒
𝑖

𝛼
𝑞

𝑖

+
𝑘∑︁
𝑖

𝛼
𝑞

𝑖
log

𝛼
𝑞

𝑖

𝛼𝑒
𝑖

+
𝑘∑︁
𝑖

1

𝑘
𝑤𝑖 [𝜙 (𝜇𝑒𝑖 , 𝜎

𝑒
𝑖 ) | |𝜙 (𝜇

𝑞

𝑖
, 𝜎
𝑞

𝑖
)],

(15)

where 𝛼𝑒
𝑖
= 1

𝑘
. Last, given the Gaussian embedding 𝑮𝑒 of an entity

and the GMM embedding 𝑮𝑞 of a query, the mixed Wasserstein

distance between an entity and a query can be defined as the sum

of distribution distance along each dimension:

Dmix (𝑮𝑒 ;𝑮𝑞) =
𝑑∑︁
𝑗=1

D[𝑝𝑒,𝑗 | |𝑝𝑞,𝑗 ] . (16)

Therefore, we can compute the relationships between entities

and queries by our proposed mixed Wasserstein distance Dmix (·) in
Eq. (16). This serves as the foundation for multi-modal distribution

modelling in logical reasoning.

Training Objective. To minimize the distance between the GMM

embedding of the query and the Gaussian embeddings of its answer

entities, we take the normalized probability of an entity 𝑒 being

the correct answer of the query 𝑞 by using the Softmax function

on all similarity scores. To be specific, we compute the reciprocal

of the distance function as the similarity score [53]. Following

Query2Particles [5], we also use cross-entropy loss constructed

from the given probabilities. The loss function aims to maximize

the log probabilities of all correct query-answer pairs:

𝐿 = − 1

𝑀

𝑀∑︁
𝑡=1

log

exp(1/Dmix (𝑮𝑒 ;𝑮𝑞))∑
𝑒
′ ∈𝑉

exp(1/Dmix (𝑮𝑒′ ;𝑮𝑞))
,

(17)

where𝑀 is the amount of ground-truth answer entities.

Remarks.Notably, existingworks [9, 29] utilizemultivariate Gauss-

ian distribution to learn the query embedding, there are major differ-

ences between our Query2GMM and them: (1) Fundamentally, only
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Table 1: MRR results (%) for answering queries on two KGs. 𝐴𝑝 and 𝐴𝑛 represent the average score of EPFO queries and queries
with negation, respectively. The best result is highlighted in bold.

KG Model

Query

1p 2p 3p 2i 3i ip pi 2u up 2in 3in inp pin pni 𝐴𝑝 𝐴𝑛

FB237

BetaE 38.9 10.7 9.8 29.1 42.4 12.0 22.3 11.9 9.9 4.8 7.9 7.4 3.4 3.3 20.8 5.4

PERM 42.4 23.9 18.6 27.5 37.6 11.8 20.3 19.4 10.7 - - - - - 23.6 -

NMP-QEM 44.7 17.8 13.8 32.5 43.6 11.5 22.9 17.3 12.5 5.8 9.7 7.2 4.4 3.7 24.1 6.2

Q2P 36.7 25.7 22.7 28.7 43.7 11.4 20.2 19.2 16.9 4.4 9.7 7.5 4.6 3.8 25.0 6.0

GNN-QE 42.8 14.7 11.8 38.3 54.1 31.1 18.9 16.2 13.4 10.0 16.8 9.3 7.2 7.8 26.8 10.2
SConE 44.2 13.0 10.7 33.8 47.0 17.0 25.1 15.5 10.7 6.9 10.6 7.9 4.0 4.3 24.1 6.7

WFRE(best) 44.1 13.4 11.1 35.1 50.1 27.4 17.2 13.9 10.9 6.9 11.2 8.5 5.0 4.3 24.8 7.2

LMPNN 45.9 13.1 10.3 34.8 48.9 17.6 22.7 13.5 10.3 8.7 12.9 7.7 4.6 5.2 24.1 7.8

Ours 47.3 29.3 24.2 36.8 51.5 11.1 24.3 24.8 19.2 9.6 16.3 10.3 7.1 5.3 29.9 9.7

NELL

BetaE 53.7 13.4 11.6 37.6 48.2 15.5 24.7 12.4 9.2 5.2 7.5 10.1 3.1 3.2 25.1 5.8

PERM 45.2 20.4 17.7 29.6 43.8 12.2 17.8 30.2 18.0 - - - - - 26.1 -

NMP-QEM 52.2 23.7 18.9 33.4 44.1 15.8 20.9 22.8 13.7 4.8 8.2 9.3 3.8 3.5 27.3 5.9

Q2P 54.3 28.8 29.3 29.4 45.4 10.9 18.1 36.8 19.5 5.1 7.4 10.2 3.3 3.4 30.3 6.0

GNN-QE 53.3 18.9 14.9 42.4 52.5 30.8 18.9 15.9 12.6 9.9 14.6 11.4 6.3 6.3 28.9 9.7

SConE 58.2 20.5 17.0 41.8 50.7 22.9 28.6 18.8 15.5 6.2 8.0 11.8 3.5 4.2 30.4 6.7

WFRE(best) 58.6 18.6 16.0 41.2 52.7 28.4 20.7 16.1 13.2 6.9 8.8 12.5 4.1 4.4 29.5 7.3

LMPNN 60.6 22.1 17.5 40.1 50.3 24.9 28.4 17.2 15.7 8.5 10.8 12.2 3.9 4.8 30.7 8.0

Ours 64.1 36.6 34.3 40.8 55.7 17.1 26.7 46.7 22.4 10.0 13.9 15.3 6.3 6.7 38.3 10.4

Query2GMM is capable of learning diversified answers with multi-

modal distribution in the reasoning process. This is done through

our design and the proposed mixed Wasserstein distance. However,

existing works do not. (2) Different from them, Query2GMM takes

the Cartesian product for the embedding representation based on

univariate Gaussian (mixture) distribution. This maintains the lin-

ear complexity of the model and avoids complicated computation,

e.g., the inverse of the covariance matrix. (3) We design more ef-

fective neural models for logical operators considering their own

properties in the multi-modal distribution context. This helps han-

dle complex mapping relationships and alleviates cascading errors.

4 EXPERIMENTS
4.1 Experimental Settings
Datasets.We evaluate the proposedQuery2GMMon twoKG bench-

mark datasets, i.e., FB15k-237(FB237) [43] and NELL995(NELL) [50].

FB15k-237 is a subset of FB15k [7] which removes the inverse rela-

tion and avoids the issue of data leakage [12] criticized by FB15k.

We split the edges of each original graph into training edges, vali-

dation edges, and test edges. And the corresponding training graph

G𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 , validation graph G𝑣𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛 and test graph G𝑡𝑒𝑠𝑡 satis-
fies G𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 ⊆ G𝑣𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛 ⊆ G𝑡𝑒𝑠𝑡 .
Baselines. We compare our proposed Query2GMM with eight ex-

isting approaches, including (i) Multi-modal based solutions: NMP-

QEM [29] and Query2Particles(Q2P) [5] follow the multi-modal

preset, in which NMP-QEM is based on distribution embedding; (ii)

Uni-modal based solutions: BetaE [38], PERM [9] and SConE [33],

where the first two methods leverage probabilistic distribution to

generate query embedding and the last one designs geometric em-

bedding to represent complex logical queries. (iii) Other embedding

based solutions: GNN-QE [55], WFRE [47] and LMPNN [48] at-

tempt to employ different kinds of learning paradigm for logical

query answering, such as pre-training techniques [48] and classical

link prediction models [55].

Training Protocol. We implement Query2GMM in Pytorch on

Nvidia RTX 3090 GPU. We set embedding dimension 𝑑 as 400 and

use the uniform distribution for the parameter initialization. Addi-

tionally, we utilize grid search for hyperparameter tuning, where

the learning rate varies from 0.0001 to 0.001. For the batch size,

we set 2048 and 1024 for the FB237 dataset and NELL dataset, re-

spectively. We optimize the loss function in Eq. (17) using AdamW

optimizer [30].

4.2 Reasoning over Knowledge Graphs
To evaluate the quality of query embedding, we compare our Query-

2GMM with eight baselines. Following the setting of baselines [5,

38], we use fourteen types of queries based on the first-order logic

queries and report Mean Reciprocal Rank (MRR) results on FB237

and NELL. Note that we obtain results of GNN-QE and WFRE

directly from their original papers due to the limitations of GPU

resources and report results of other baselines by re-running their

models based on the configuration explained in their papers.

We can observe from Table 1 that (1) Our Query2GMM signif-

icantly outperforms all baselines in most cases. This underlines

the effectiveness of our proposed embedding backbone (i.e., GMM

embedding), coupled with our neural operators, in accurately rep-

resenting complex logical queries. (2) Multi-modal based models

(NMP-QEM, Q2P, and Query2GMM) demonstrate better empirical

performance compared to uni-modal based models (BetaE, PERM,
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Table 2: Ablation study on NELL regarding MRR score. The best result is highlighted in bold.

Method

Query

1p 2p 3p 2i 3i ip pi 2u up Average

Query2GMM 64.1 36.6 34.3 40.8 55.7 17.1 26.7 46.7 23.4 38.3
w/o Cardinality 60.2 33.8 32.2 35.2 51.1 14.2 22.1 41.6 19.2 34.4

w/o Dispersion 60.7 35.0 31.7 36.2 52.3 14.8 22.7 41.2 19.5 34.9

Query2GMM𝑝𝑟𝑜 58.7 32.7 31.4 - - 7.4 18.1 - 19.2 -

Query2GMM𝑖𝑛𝑡𝑒𝑟 - - - 32.6 42.5 14.2 19.4 - - -

Query2GMM𝑚𝑊𝐷 63.2 35.6 33.8 36.2 52.5 15.9 23.5 43.4 21.3 36.2

and SConE), implying that they are more adept at fitting diverse an-

swers. (3) Compared to NMP-QEM,which uses amultivariate Gauss-

ian mixture distribution for the query embedding, Query2GMM

shows an overall average improvement of 12.4%. This is mainly

because the proposed mixed distribution of NMP-QEM degenerates

to a single distribution with the distance evaluation method during

the model reasoning process, despite its initial structure following

a multi-modal distribution. This emphasizes the crucial role of rea-

soning within the multi-modal distribution learning framework.

Unlike the inappropriate distance function in NMP-QEM that ne-

glects the characteristics of multi-modal distribution, our proposed

mixed Wasserstein distance guarantees effective implementation

of intricate logical reasoning based on multi-modal distribution

preset. (4) The performance of complex logical queries can be en-

hanced by accurately representing multiple subsets, as shown in the

comparison between Query2GMM and Q2P. We will provide more

detailed benefits in the following subsection. (5) Although LMPNN

and GNN-QE leverage advanced techniques (i.e., pre-training and

link prediction), our Query2GMM yields superior performance in

most cases compared to these two baselines, demonstrating the ef-

fectiveness of multi-subset modeling in answering complex logical

queries. Additionally, we observe that Query2GMM underperforms

on certain queries involving the intersection operator. This is pri-

marily due to the increased complexity associated with intersection

relationships in the context of multi-modal distributions, which

scale by a factor of 𝑘 . However, by considering two-level intersec-

tions, we manage to alleviate this issue. As a result, Query2GMM

outperforms multi-modal based baselines on logical queries with

the intersection operator.

4.3 Ablation Study
In the ablation study, we conduct extensive experiments to justify

the effects of five key components of Query2GMM, including (1) the

cardinality of GMM embedding, (2) the dispersion degree of GMM

embedding, (3) the proposed neural projection operator, (4) the

proposed neural intersection operator, and (5) the proposed mixed

Wasserstein distance 𝐷𝑚𝑖𝑥 (·). Here, all experiments are conducted

on queries on the NELL dataset in terms of MRR.

GMMembedding. To justify the effect of our GMM embedding, we

conduct two variants "w/o Cardinality" and "w/o Dispersion" by re-

moving the cardinality parameter and dispersion degree parameter,

respectively. As shown in Table 2, cardinality and dispersion degree

play individual and important roles in accurate representation for

query embedding in the multi-modal distribution context, achiev-

ing an average improvement of 3.9% and 3.4%, respectively. This is

because w/o Cardinality fails to provide prompts for the number

of answer entities during the reasoning process and Query2GMM

without Dispersion compromises the ability of joint learning for

multiple answering subsets of complex logical queries. In summary,

this suggests that the effectiveness of multi-modal distribution

modeling for logical queries relies on three elements: cardinality,

semantic center, and degree of dispersion.

Projection operation. To evaluate the effectiveness of our pro-

posed projection operator, we replace our gated attention network

with 3-layer MLPs, called Query2GMM𝑝𝑟𝑜 . As we can see from

Table 2, the performance of Query2GMM𝑝𝑟𝑜 drops up to 9.7%, af-

firming the effectiveness of our proposed model: independent com-

ponent learning based on gate mechanism, in conjunction with

joint learning using the self-attention mechanism.

Intersection operation. To show the effectiveness of the proposed

co-attention network for the intersection operator, we create a vari-

ant: Query2GMM𝑖𝑛𝑡𝑒𝑟 , by replacing our neural model with self-

attention and random sampling used in Q2P [5] for the intersection

operator. We can observe from Table 2 that the performance of the

variant Query2GMM𝑖𝑛𝑡𝑒𝑟 falls by up to 13.2%, showing that effec-

tively modeling at the inter-query and inter-subset levels can more

accurately adapt to the complex mapping relationships inherent

in intersection operations. Meanwhile, our proposed co-attention

model with the two-level relationship learning can adaptively gen-

erate results, thereby facilitating the coverage of 𝑚-intersected

answer areas in the multi-modal distribution context.

Mixed Wasserstein distance. To illustrate the effectiveness of

our designed mixed Wasserstein distance, we introduce a vari-

ant Query2GMM𝑚𝑊𝐷 , i.e., using the Eq.(14) for distance compu-

tation, which neglects the cardinality part of GMM embeddings.

Observe from Table 2 that the performance of Query2GMM𝑚𝑊𝐷

reduces by up to 4.6%, with an average decline of 2.1% compared to

Query2GMM. This highlights that direct constraints on the cardi-

nality, semantic center, and dispersion degree of GMM embeddings

within the loss function aid in superior model learning for logi-

cal reasoning. Additionally, Query2GMM𝑚𝑊𝐷 consistently outper-

forms "w/o Cardinality", suggesting that the cardinality part of our

GMM embedding plays a critical role in the model’s reasoning in

the multi-modal setting, although Query2GMM𝑚𝑊𝐷 only implic-

itly learns the cardinality of GMM embedding. In summary, this

underpins the effectiveness of our GMM embedding design.
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Figure 3: Comparison of averageMRR scores on EPFOqueries
across two datasets using different GMM components.

4.4 Parameter Analysis
In this section, we further study the effect of an important parame-

ter in Query2GMM, that is, the number of Gaussian components 𝑘

in GMM embedding. We construct experiments by varying 𝑘 from

1 to 6 on both FB237 and NELL datasets and report average MRR

scores on EPFO [37] queries. Observe from Fig. 3 that (i) Multi-

modal distribution modeling (𝑘 > 1) is better than uni-modal based

representation (𝑘 = 1), which supports the fundamental premise

of our model. Moreover, multiple components for each query can

help effectively reduce false positives, resulting in a more precise

representation of the answer areas for each query. (ii) Query2GMM

achieves the best performance when using a smaller number of

Gaussian distribution components, specifically for 𝑘 = 3. How-

ever, as 𝑘 increases from 3 to 6, Query2GMM shows a performance

decrease since this makes the joint learning of these components

more challenging as well as increases the risk of overfitting. Ad-

ditionally, (iii) on the NELL dataset, Query2GMM with 𝑘 ∈ [1, 6]
consistently outperforms the best competitor among eight base-

lines, demonstrating the overall effectiveness and robustness of

our model design, including the design of GMM embedding and

corresponding operator networks.

5 RELATEDWORKS
Answering complex logical queries is one of the long-standing

topics in reasoning on knowledge graphs. The existing works can

be broadly grouped into subgraph-based and embedding-based

methods. Specifically, the former [15, 26, 31, 42] employs classical

subgraph matching algorithms to search top-𝐾 similar subgraphs in

the knowledge graph as the answers, given a directed acyclic query

graph corresponding to a query. Unfortunately, these solutions

cannot find correct answers from incomplete/noisy knowledge

graphs [14, 34], which are common in practice. Moreover, their

response time often fails to meet real-time requirements, leading

to the prolonged delay [25].

To address the challenges for real-life KG reasoning, much more

attention is put on embedding-based methods, in which various

advanced deep learning techniques are applied to achieve promis-

ing performance in answering logical queries over incomplete KGs.

Along this line, most existing methods can be classified into two

groups: uni-modal based models and multi-modal based models.

In the former group, several geometric embeddings [10, 17, 25, 32,

37, 54] were proposed to represent logical queries and entities, and

then answering entities corresponding to each query can be sim-

ply obtained in the low-dimensional space, after which symbolic

reasoning is integrated into geometry learning to improve the in-

terpretability of models [33]. To model a complete set of first-order

logical operations, BetaE [38] proposed to leverage probability dis-

tribution to fit logical queries, where each embedding consists of

multiple independent Beta distributions to capture different as-

pects of a given entity or a query. Based on this idea, LinE [19]

extended probabilistic embedding to the Line embedding space to

improve the model expressivity. However, the above methods based

on a strong assumption inevitably introduces more false positive

answers, violating the semantics of query embeddings and then

degrading the performance, as it is validated in the literature [5, 29]

and our experiments.

To accurately represent the ideal distribution of answer entities,

multi-modal based methods [5, 29] were presented to model the

multiple subsets of each query in the embedding space. Concretely,

Query2particles [5] putted forward to use multiple vectors to char-

acterize the diverse candidate answers of a complex KG query based

on the assumption of multi-modal distribution. NMP-QEM [29] pro-

posed the idea of encoding the answer set of each mini-query of a

complex logical query using mixed multivariate Gaussian distribu-

tion. However, it evaluates the relationships between an entity and

multiple subsets of a query inappopriately, leading to multi-modal

distribution modeling degenerating into uni-modal distribution

modeling during the reasoning process. Therefore, our research

endeavors to explore an accurate subset representation of logical

queries, which still remains an open problem to be resolved.

There are other explorations in logical reasoning. Researchers [6,

8, 41, 46, 48, 55] shifted their attention to the query graph, where

complicated queries were first decomposed into different patterns

based on different techniques including tree decomposition and

fuzzy logic. Besides, pre-training techniques were extensively ap-

plied to complete logical queries on knowledge graphs [2, 18, 27],

which can help improve transferability and generability. However,

our experiments also validate the effectiveness of Query2GMM

compared to these methods.

6 CONCLUSION
In this paper, we investigate the multi-modal distribution of an-

swers for each query in logical reasoning over knowledge graphs.

To achieve this, we propose Query2GMM, a query embedding

method for complex logical query answering. Unlike existing works,

Query2GMM is able to elegantly and accurately represent each sub-

set using cardinality, semantic center and dispersion degreewith the

proposed GMM embedding. Furthermore, we design a new mixed

Wasserstein distance to measure the relationships between an en-

tity and multiple answer subsets of a query. This provides a solid

foundation for reasoning within multi-modal distribution learning.

Extensive experiments demonstrate the effectiveness of our pro-

posed Query2GMM and each of its key components. Crucially, we

empirically observe that modelling the multi-modal distribution

during the reasoning process is of greater importance than the

initial representation for complex logical query answering.
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