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Johann-Friedrich Feiden Tim Küchler Denis Zavadski Bogdan Savchynskyy
Carsten Rother

Heidelberg University
{firstname.lastname}@iwr.uni-heidelberg.de

0.15 0.20 0.25
0

2

4

6

8

10

VR
AM

 [G
B

] 

Ours

CUT3R

FlashDepth

FlashDepth-s

0.45 0.50

ChronoDepth

NVDS

AbsRel Error 

Figure 1. (Left) Our online Video Depth Anything approach (oVDA) produces high-quality depth predictions at up to 20 FPS on an edge
device (NVIDIA Jetson Orin NX) by caching a sliding window of past latent features (red box). (Right) Performance comparison of various
online video depth estimation methods for the KITTI [12] dataset. Our oVDA approach outperforms all competitors in both AbsRel error
and VRAM usage. Note that low VRAM usage is crucial for many real-world applications, such as deployment on edge devices. The size
of each circle represents the number of parameters.

Abstract

Depth estimation from monocular video has become a key
component of many real-world computer vision systems.
Recently, Video Depth Anything (VDA) has demonstrated
strong performance on long video sequences. However,
it relies on batch-processing which prohibits its use in an
online setting. In this work, we overcome this limitation
and introduce online VDA (oVDA). The key innovation is to
employ techniques from Large Language Models (LLMs),
namely, caching latent features during inference and mask-
ing frames at training. Our oVDA method outperforms all
competing online video depth estimation methods in both
accuracy and VRAM usage. Low VRAM usage is particu-
larly important for deployment on edge devices. We demon-
strate that oVDA runs at 42 FPS on an NVIDIA A100 and at
20 FPS on an NVIDIA Jetson edge device. We will release
both, code and compilation scripts, making oVDA easy to
deploy on low-power hardware.

1. Introduction

Online monocular depth prediction has become an increas-
ingly relevant topic for real-time, industrial applications,
such as robotics, drone technology or augmented reality.
This is primarily due to its potential to replace expensive
sensor systems such as LiDAR with low-cost monocular
cameras [18]. We aim at developing a monocular video
depth estimation method that can be applied to any input
(zero-shot capability) and is fast and accurate while running
on low-powered, low-memory hardware (see Fig. 1).

The field of single-image depth prediction has made
tremendous strides forward in recent years [3, 10, 16, 34,
46, 47, 50]. Today, we have powerful foundation models
for non-metric, i.e. scale- and shift-invariant, depth estima-
tion working well across diverse domains. Among these,
Depth Anything v2 [47] stands out for its impressive per-
formance and manageable computational cost, particularly
in its smaller variant. However, applying such a non-metric,
single-image method to each frame of a video sequence,
naturally produces temporally flickering depth maps, neces-



sitating frame-by-frame alignment or post-processing.

For video depth estimation, the temporal dimension can
be used to improve the performance with respect to single-
image methods. But, at the same time, for many appli-
cations such as augmented reality, the temporal dimension
poses the additional challenge of producing temporally con-
sistent depth maps. Earlier approaches to this challenge
often relied on test-time training [20, 27, 53]. While this
strategy is effective, it is computationally expensive and too
slow for real-time settings [6]. Modern research instead
focuses on feed-forward methods, which can be broadly
grouped into three categories (see Sec. 2). However, meth-
ods from two categories do not have the potential to be
deployed on low-powered hardware due to high computa-
tional cost and memory consumption, i.e. diffusion-based
approaches [15, 36, 45] as well as methods that maintain an
underlying 3D representation [19, 21, 23, 37, 40, 41, 52]. In
contrast, methods of the third category that extend existing
single-image models [6, 7, 9, 17, 43] do have this potential.

Our work falls into this third category. We build upon
Video Depth Anything (VDA) [6], a recent method that
achieves state-of-the-art results for non-metric depth predic-
tion of long videos. However, VDA is designed for offline
video processing and lacks support for online inference, as
it can only process entire batches of frames at a time. To
address this limitation, we introduce oVDA, which trans-
forms VDA to an online setting for predicting temporally
consistent video depth maps. We draw inspiration from the
inference strategies employed in Large Language Models
(LLMs). In LLMs, it is common to cache previously com-
puted latent features (i.e. a context window), allowing for
efficient prediction of new tokens without recomputing the
entire context [24, 33, 44]. Analogously, oVDA stores la-
tent features of past video frames and uses them as temporal
context for predicting future depth maps. To efficiently train
our model, we again draw inspiration from LLMs. We adapt
masked attention [38], which enables the training process to
selectively attend to past frames while preventing the model
from using future frames. Finally, to further enhance tem-
poral consistency we introduce a new scale-and-shift con-
sistency loss. Our contributions are:

• We introduce oVDA which transforms VDA to an online
depth prediction method by employing LLM-inspired in-
ference and training techniques, as well as a new scale-
and-shift consistency loss.

• oVDA outperforms competing online video depth estima-
tion methods, both in terms of accuracy and VRAM us-
age. It runs at 42 FPS on an NVIDIA A100 and at 20 FPS
on an NVIDIA Jetson edge device.

• We will release both, code and the compilation script for
oVDA, making it easy to deploy on low-power edge de-
vice hardware such as NVIDIA Jetson.

2. Related Work
Early learning-based, single-image depth estimation meth-
ods were limited to one datasets and constrained sce-
narios [10, 25, 28]. The introduction of the scale- and
shift-invariant loss by MiDaS [34] redirected the focus to-
wards multi-dataset training and zero-shot evaluation. With
powerful backbones such as Stable Diffusion [35] or DI-
NOv2 [29] and access to vast amounts of training data, nu-
merous zero-shot single-image depth estimation approaches
have emerged [11, 16, 46–48, 50], capable of predict-
ing scale- and shift-invariant depth for almost any image.
While these methods achieve outstanding results for single-
images, they produce flickering and temporally inconsistent
depth maps when applied frame-by-frame to videos [43].
Note that metric, single-image depth prediction has been
less popular due to limited amount of ground truth data.

Monocular Video Depth Estimation aims at exploiting
temporal information in order to improve on single-image
methods and, at the same time, reduce flickering artefacts.
Early works relied on test-time training [20, 27, 53], for in-
stance by using photometric or geometric constraints over
multiple frames. However, due to their high computational
cost, such methods are rarely suitable for real-time infer-
ence and often have to operate at low resolutions [6, 27].
Using LSTMs [14] for temporal information flow has also
been explored [22, 31, 51], but since these methods are typi-
cally trained on relatively small datasets, their zero-shot ca-
pability is limited. Moreover, despite recurrent blocks, they
still tend to produce flickering results [43].

Modern approaches follow one of three strategies. The
first leverages video diffusion models [1, 2], which pos-
sess a strong understanding of temporal dynamics. Methods
such as [15, 36, 45] adapt these models to predict depth, re-
sulting in highly consistent temporal and spatial predictions.
This, however, comes at the cost of high computational de-
mand, or, in some methods, batch-wise processing [15, 45],
which prevents their use in online settings.

The second strategy stores a continuous 3D represen-
tation for a video. DUSt3R [41] estimates a point cloud
from an unconstrained image collection, from which cam-
era parameters and depth can be derived. Building upon this
idea, several works [19, 21, 23, 37, 40, 52] predict depth
for multiple frames and subsequently perform global align-
ment, which again hinders online usage. Addressing this,
other methods [40, 55] construct a persistent state that is
updated with each incoming frame, resulting in long, con-
sistent video predictions.

In the third strategy, single-frame methods are extended
with temporal modules, thereby preserving the strong
single-image prior. For example, NVDS [43] utilises an
off-the-shelf single-image depth predictor, followed by a
smoothing network that temporally aligns the predictions.
While this allows for online predictions, best results still



require backward refinement which is not available in an
online setting. Another approach is to perform tempo-
ral alignment directly within the decoder. Video Depth
Anything (VDA) [6], for instance, uses Depth Anything
v2 (DAv2) [47] as its image backbone, achieving results
surpassing DAv2. Due to training and architectural con-
straints, VDA can only process videos in batches, limiting
its applicability to online depth estimation. FlashDepth [7]
also builds upon DAv2 and extends it with the state-space
model MambaV2 [8, 13] for incorporating temporal infor-
mation more efficiently, while at the same time enabling
online prediction. Other learning-based approaches, such
as MAMo [49], introduce a temporal memory which is up-
dated during inference. However, such an approach can-
not modify the backbone predictions, leading to flickering
depth for longer videos [43].

Our work follows the third strategy. We transform VDA
to an online method, which we denote as oVDA, that runs at
42 FPS on an NVIDIA A100. We compare against Chron-
oDepth [36], NVDS [43], FlashDepth [7] and CUT3R [40]
as recent online methods, and show that we outperform
them in terms of accuracy and VRAM usage.

3. Method
In Sec. 3.1 we present the architecture of the Video Depth
Anything (VDA) model, on which we build. For our on-
line Video Depth Anything (oVDA) method, we improve
on three aspects of VDA. Firstly, Sec. 3.2 describes our on-
line inference strategy. Secondly, Sec. 3.3 explains our new
training procedure, and finally, Sec. 3.4 introduces the new
loss function of oVDA.

3.1. VDA Architecture

VDA has demonstrated strong performance for offline, non-
metric depth prediction of very long video sequences [6].
Our oVDA method uses the same basic architecture as
VDA, as well as its pre-trained weights. For computational
efficiency we build upon VDA-s(mall). The key difference
between our oVDA method and VDA is that VDA processes
frames in parallel, i.e., in batches, whereas oVDA processes
only a single (the current) frame at a time. This change re-
quires to redesign the VDA Motion Modules (see Sec. 3.2),
since these are the only blocks that perform temporal rea-
soning, while we keep all other VDA blocks unchanged.
Our full oVDA architecture is shown in Fig. 2 (left).

VDA uses a DINOv2 encoder for all frames of a batch,
inspired by single-image Depth Anything v2 (DAv2) [47].
Given input images X ∈ RN×C×H×W , where N is the
number of frames, C the number of channels, and H , W
the height and width, the encoder extracts feature maps Fi ∈
RN×H

p ×W
p ×Ci . Here, p denotes the patch size, and i is the

index of the transformer block from which the feature map
originates. For clarity, we ignore the batch dimension in

our notation, as it can be incorporated into the number of
frames. Since DINOv2 has no temporal information flow,
the extracted features are independent for each frame.

The extracted DINOv2 features are first resized by the
Spatiotemporal Head according to their layer within the en-
coder, with factors 4, 2, 1 and 1/2 respectively. These latent
features Lj are then transformed and iteratively fused by
Motion Modules, Residual Blocks, and Resize Blocks (see
Fig. 2 (left)). Here j is the block number (in total 12 blocks)
within the Spatiotemporal Head. To enable temporally con-
sistent predictions, VDA uses temporal self-attention within
the Motion Modules. For this, the temporal and spatial
dimensions are reordered, allowing attentions to operate
across time (frames): Att(L′

j) with L′
j ∈ R(H

p ×W
p )×N×Ci .

At the end of a Motion Module, the original tensor shape is
restored, and the head continues processing in a frame-wise
manner. As shown in VDA [6], the Motion Modules are
powerful enough to maintain temporal consistency while
even improving depth prediction quality compared to the
single-frame DAv2 model.

To transform the batch-wise VDA method to an online
setting, where only the depth of the current frame is pre-
dicted, a self-attention mechanism is no longer applicable.
The reason is that future frames are not yet available, and,
secondly, depth predictions of past frames are fixed.

3.2. oVDA Inference Strategy

To enable online depth prediction for VDA, we draw in-
spiration from Large Language Models (LLMs). Just as
LLMs predict the next token given a sequence of previous
tokens [38, 44], our goal is to predict the depth of the cur-
rent frame using a moving window of the past c frames as
context. Analogously to LLMs that cache previously hid-
den states, such that predicting a new token does not re-
quire recomputation of the whole context window, we also
cache the hidden representations of past frames and reuse
them during inference to predict the next frame. Instead
of performing self-attention across all frames in the context
window (e.g. 32 for VDA), our approach reduces to cross-
attention at inference time, using the cache as attention con-
text (i.e. keys K and values V ) for predicting the current
frame. This change allows for a more efficient forward pass,
leveraging past information at real-time instead of batch-
processing. Although this approach does work without re-
training the model, it results in a noticeable drop in per-
formance compared to VDA (see Sec. 5.1). We overcome
this performance drop with our LLM-inspired training tech-
nique (see Sec. 3.3).

As shown in Fig. 2 (middle), we cache hidden features
L′
j,t−c, . . . , L

′
j,t before every attention within each Motion

Module, where t is the index of the current frame and c
the maximum context length. At the beginning of a se-
quence, when no prior context is yet available, we apply



Figure 2. (Left) Our oVDA Architecture operating on the current frame t = 15. In contrast to offline VDA, which runs in batches of frames
(orange box), our online oVDA approach processes only the current frame (red box). The blue blocks process only spatial dimensions,
while the Motion Modules (green) perform temporal reasoning and differ from VDA. During training, only the Spatiotemporal Head is
fine-tuned, while we keep the DINOv2 backbone frozen. (Middle and Right) Illustration of the inference and training procedure of our
new Motion Module with number j. Firstly, the hidden features are re-ordered to perform temporal reasoning. During inference, the
cache is updated by adding the current latent feature (L′

j,t=15) and removing the latent feature of the temporally last frame. Afterwards,
cross-attention is applied between the current latent feature and the cached latent features. At training time, similar to VDA, we process a
batch (here t = 0, ..., 15) of frames but apply masked self-attention, ensuring that the current frame can only attend to past frames.

standard self-attention. As subsequent frames arrive, the
context window is incrementally populated until it reaches
its maximum context length c. Beyond this point, the con-
text operates as a sliding window over the video sequence,
while always discarding the temporally last cached frame to
maintain a fixed-size context window.

Unlike LLMs, which typically employ context windows
spanning tens of thousands of tokens, we limit our context
length to c = 16 for efficiency (see ablation in supplement).

3.3. oVDA Fine-Tuning

We propose to use an LLM-inspired training approach
called masked attention (see Fig. 2 (right)). In LLMs,
masked attention forces the model to predict the next token
as a function of previous tokens by masking the attention
weights as a lower-triangular matrix, while still allowing for
batch-wise propagation through the network during train-
ing [38]. Analogously, we apply attention masking within
the Motion Modules of the Spatiotemporal Head, ensuring
that past frames influence future frames, but not vice versa.
This design enables batch-wise training to preserve a train-
ing procedure consistent with that of VDA.

Since we utilise pre-trained VDA weights, which were
already optimised for video depth prediction, we only need
to fine-tune the model for the online setting. Taking this into
account, we train with a comparably small learning rate of

10−6 (10−4 for VDA) and a batch size of 16 for 130,000
steps, using a cosine learning rate scheduler.

To enable dense supervision and given that VDA has al-
ready been trained on real-world data, we fine-tune exclu-
sively on synthetic datasets. Specifically, we use IRS [39],
PointOdyssey [54], where we filter PointOdyssey scenes
that lack background depth, TartanAir [42] and VKITTI [5].
This results in a total of 956 scenes of varying lengths, and
overall approximately 864,000 frames. Furthermore, to pre-
vent overfitting to larger datasets, we apply uniform sam-
pling across datasets. We simulate different frame rates by
randomly sampling every first up to every fourth frame in a
sequence. Following VDA, we apply random cropping to a
resolution of 512×512.

On top of VDA’s training procedure, we utilise a simple
frame augmentation technique to increase information ex-
change in the temporal dimension. For this, we select ran-
dom rectangular-shaped regions in every frame and set the
respective RGB values to 0. The number of affected pix-
els varies uniformly between 0 % and 40 % for every frame.
Experiments show that this strategy improves accuracy (see
Sec. 5.1).

3.4. oVDA Loss Function

VDA uses a linear combination of the scale- and
shift-invariant loss (SSI) LImage

SSI , initially introduced in



MiDaS [34], and a newly proposed Temporal Gradient
Matching loss LTGM [6]. Note that the SSI loss is modified
by calculating the scale and shift parameters over sequences
rather than over individual images, to encourage consistent
depth within each sequence [6], which we denote as LScene

SSI .
The total VDA loss is then defined as

LVDA = α · LScene
SSI + β · LTGM, (1)

where α and β are weighting parameters.
While this loss works well in the offline setting, it is sub-

optimal for our online setting. In VDA, the SSI loss is ap-
plied across the entire sequence, which aligns all frames
jointly. As a result, each frame contributes equally to the
scale, regardless of its temporal position in the sequence,
pushing the model to predict scale-consistent batches. In
an online setting, this is suboptimal since the model should
predict the current frame at the same scale as preceding
frames, resulting in a considerably more constrained task.

We address this issue by proposing the Scale-and-Shift
Consistency Loss (SaSCon). First, we calculate the opti-
mal scale and shift for the first frame in the sequence. This
alignment (scale and shift) is then applied to the entire se-
quence. Simultaneously, we compute the optimal per-frame
scale and shift to align each frame individually. Then, we
calculate the L1 loss between two depth maps:

LSaSCon =

c∑
i=1

∣∣∣D̂i
first

− D̂i
indi.

∣∣∣
1
, (2)

where D̂i
first

is the predicted depth of the i-th frame aligned
using the scale and shift derived from the first frame, and
D̂i

indi.
is the predicted depth of the same frame aligned with

its own per-frame scale and shift. While the LScene
SSI learning

objective aims to generate a globally consistent depth se-
quence, LSaSCon focuses solely on temporal consistency, i.e.
predicting a scale- and shift-consistent next frame. This loss
is advantageous in our sliding-window-based online setting.
Our final training loss is defined as

LoVDA = α · LScene
SSI + β · LTGM + γ · LSaSCon, (3)

where α = β = γ are chosen as 1.

4. Experiments
We evaluate our online method with respect to three differ-
ent datasets in a zero-shot setting: KITTI [12] (outdoor),
Bonn [30] (indoor), and Sintel [4] (synthetic). In contrast
to other online depth prediction approaches we evaluate
results by computing the optimal scale and shift only for
the first frame and then align the entire depth video using
these two parameters. Our evaluation is motivated by a
typical, real-world use case where scale and shift is com-
puted from external measurements or a calibration object.
This evaluation is more challenging, as drifts in scale and/or

shift can no longer be partially mitigated by global align-
ment. Also, in contrast to previous works such as VDA [6],
FlashDepth [7], or DepthCrafter [15], we evaluate video
sequences in full length without limiting the number of
frames, which is more realistic for an online setting. Note,
an evaluation with global alignment is in the supplement.

4.1. Zero-Shot Results

After resizing to match the native resolution of each
dataset, we compute the absolute relative error, defined
as AbsRel = 1

N

∑
i
|Di−D̂′

i|
Di

and the inlier ratio δ1 =

1
N

∑
i I

(
max

(
Di

D̂′
i

,
D̂′

i

Di

)
< 1.25

)
, where Di is the ground

truth depth, D̂′
i the aligned predicted depth, I(·) the indica-

tor function, and N the number of valid pixels. Aligning
only with respect to the first frame makes temporal consis-
tency strongly correlated with the overall performance of
each method, as a drifting scale and shift automatically lead
to larger errors. As in prior work [6, 7], the following anal-
ysis focuses on the inlier δ1 ratio. Results are shown in
Tab. 1.

We compare our approach against ChronoDepth [36],
a diffusion-based method, NVDS [43], a method which
smooths single-frame depth predictions (details in the sup-
plement), FlashDepth [7] which augments a single-frame
method with temporal blocks and CUT3R [40], a persistent
state model. Depth Anything v2 [47] is shown in grey, as
it is a single-frame method with no temporal context but
strong generalisation capabilities. It is still often applied to
video depth prediction even though it can produce depths
with inconsistent scale and shift.

In the outdoor driving scenario (KITTI), our oVDA
method outperforms the best competitor, FlashDepth-s, by
more than 3 pp in the δ1 inlier ratio, demonstrating that our
sliding window approach is able to produce high accuracy,
temporally consistent video depth predictions. As well, in
the indoor setting (Bonn), we outperform the best competi-
tor, CUT3R, with a 2 pp δ1 gap. Only for the synthetic Sin-
tel datasets our method is the runner-up after FlashDepth.
However, as we see next, FlashDepth needs more mem-
ory than our oVDA, since it has ten times more parameters,
runs also slower and can still produce flickering depth (see
Fig. 3). Overall, the δ1-Rank clearly shows the superiority
of our oVDA method.

Tab. 2 presents the FPS and VRAM consumption of all
evaluated methods. Since both metrics are highly dependent
on the input resolution, we use the same resolution for all
methods, even if they were not trained at that resolution. All
measurements were done on an NVIDIA A100 GPU.

FlashDepth-s achieves the highest frame rate, followed
by our oVDA approach. Furthermore, oVDA achieves the
lowest VRAM usage. Please note that, apart from the high
frame rate, FlashDepth-s is inferior to oVDA in all other as-



Method
KITTI [12] (375× 1242) Bonn [30] (480× 640) Sintel [4] (436× 1024)

δ1-Rank
Res. AbsRel (↓) δ1 (↑) Res. AbsRel (↓) δ1 (↑) Res. AbsRel (↓) δ1 (↑)

DAv2-s [47] 378×1246 0.216 0.655 490×644 0.202 0.712 378×1246 0.390 0.514 5.3
DAv2-l [47] 378×1246 0.243 0.610 490×644 0.196 0.721 378×1246 0.403 0.521 5.0
FlashDepth [7] 378×1246 0.165 0.760 490×658 0.131 0.789 434×1022 0.370 0.564 2.6
FlashDepth-s [7] 378×1246 0.156 0.774 490×658 0.116 0.848 434×1022 0.355 0.532 2.6
NVDS [43]** 288×896 0.490 0.380 480×896 0.259 0.602 448×896 0.440 0.413 6.6
CUT3R [40] 144×512 0.238 0.690 384×512 0.116 0.850 208×512 0.635 0.400 4.3
ChronoDepth [36]* 256×896 0.515 0.289 480×640 0.262 0.587 448×1024 0.563 0.355 8.0

Our oVDA 280×924 0.140 0.809 480×640 0.118 0.871 329×924 0.380 0.548 1.3

Table 1. Quantitative results for outdoor (KITTI [12]), indoor (Bonn [30]) and synthetic datasets (Sintel [4]). The maximum depth is
clipped to 80m. We evaluate full sequences without a maximum frame cap. The average sequence length is 311 for KITTI, 1118 for Bonn,
and 46 for Sintel. Predictions are resized to the original resolution before evaluation. Depths are aligned only with respect to the first
frame and the respective scale and shift are then applied to the entire video sequence. For each method and dataset we show the processing
resolution alongside the Absolute Relative Error (AbsRel) and the inlier ratio (δ1). Depth Anything v2 small (DAv2-s) and DAv2-l are
highlighted grey since they are single-frame methods and not designed to predict temporally consistent videos. *For online usage of
ChronoDepth, we predict a single new frame with a context window of four. **We use the online version (no backwards refinement).

pects: i) lower accuracy (δ1-Rank 1.3 versus 2.6), ii) higher
VRAM usage, iii) temporally flickering depth (see Fig. 3),
and iv) lower temporal stability (see Sec. 5.3)

4.2. Qualitative Comparison

Fig. 3 presents results for an in-the-wild video from
DAVIS [32]. We show four uniformly sampled frames, as
well as a stitched image of 24-pixel-wide vertical slices (red
column in each image). This helps to assess temporal con-
sistency, where, ideally, the stitched image shows a smooth
and stable depth/RGB gradient over time. Note that Chron-
oDepth [36] and NVDS [43] are run in their online setting.
Resolution is kept very near native resolution. Our oVDA
method achieves the highest temporal consistency, as seen
in the stable depth gradient of the longboard rider (last row),
followed by CUT3R [40]. FlashDepth and FlashDepth-s [7]
in particular produce noticeable flickering artifacts, mak-
ing it less suitable for downstream applications [22]. Ad-
ditionally, our oVDA approach, as well as FlashDepth and
FlashDepth-s, preserves fine details in the depth prediction,
such as individual tree leaves. In contrast, CUT3R produces
coarse and blurry depth maps. These results highlight the
ability of oVDA to deliver high-quality, temporally stable
depth predictions suitable for demanding applications like
augmented reality (AR). For more visualisations we refer to
the supplement and the supplementary videos.

4.3. Edge Device

To demonstrate oVDA’s versatility and suitability for edge
device deployment, we run it on an NVIDIA Jetson Orin
NX, which is a compact device with limited VRAM and
limited GPU power. As shown in Tab. 3, oVDA reaches
9 FPS with 32-bit floating point precision (FP32), suffi-
cient for tasks such as robotic indoor navigation or obsta-

Res. Method FPS (↑) VRAM [GB] (↓)

28
0×

92
4

DAv2-s 72 0.25
DAv2-l 12 2.04
FlashDepth-s 60 0.69
FlashDepth 30 2.72
NVDS* 7 9.09
CUT3R* 10 6.70
ChronoDepth* 2 10.27
Our oVDA 42 0.45

Table 2. Speed Comparison. All experiments were conducted on
an NVIDIA A100 graphics card, processing 5,000 frames. We
round the FPS to the closest integer and the VRAM to 10 MB.
We try to keep the processing resolution as close as possible to
280×924. * marks methods that do not support this resolution and
use a slightly adjusted resolution.

Precision AbsRel (↓) δ1 (↑) FPS (↑) VRAM [GB] (↓)

FP32 0.1399 0.8094 9 0.64
FP16 0.1398 0.8093 20 0.49

Table 3. Results of oVDA on an NVIDIA Jetson Orin NX. We
achieve 20 FPS with 16-bit floating-point (FP16) precision. We
evaluated two precisions for KITTI [12] and observe that FP16
does not significantly degrade performance. FPS and VRAM us-
age were measured at a resolution of 280×924 over 1,000 frames.

cle avoidance. When using FP16, the runtime increases to
20 FPS without a major drop in accuracy, enabling more
demanding applications like real-time AR or low-latency
drone control. This stability across precisions likely stems
from the fact that a frozen encoder is used and no numeri-
cally extreme activations occur in the Motion Module, mak-
ing oVDA ideal for resource-constrained hardware.

It is worth noting that oVDA outperforms methods like
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Figure 3. Visual comparison for an in-the-wild-video from DAVIS [32]. We show four frames, equally spaced in time throughout the entire
video sequence. The last row gives a stitched image of vertical slices (indicated by the red column in each RGB image, where the column
is 24 pixels wide).The rightmost image is again the stitched version of the predicted depths to inspect temporal consistency. Note that
both ChronoDepth [36] and NVDS [43] are run in their online setting. We see that oVDA produce the temporally most consistent results
followed by CUT3R [40], in contrast to e.g., FlashDepth-s [7] (black box). However, the predictions of CUT3R are more blurry compared
to ours. In summary, our approach is visually best in terms of temporal consistency and on par with FlashDepth in terms of details.

CUT3R, which has 26× more parameters, in terms of ac-
curacy (see Tab. 1), runtime, and VRAM (see Tab. 2). In
particular, oVDA achieves twice the FPS (20 versus 10)
on an NVIDIA Jetson Orin NX compared to CUT3R on
an NVIDIA A100 graphics card.

We will release model weights, code, and a compila-
tion script for edge device deployment and integration into
downstream applications.

5. Ablation Studies

We demonstrate in Sec. 5.1 the benefits of our proposed
SaSCon loss. Sec. 5.2 compares our oVDA method to the

offline base model Video Depth Anything (VDA) [6]. Fi-
nally, an ablation study with respect to temporal stability
is given in Sec. 5.3. Note, an ablation of different context
lengths is available in the supplement. In the following, all
results are based on the KITTI dataset [12]. As in Sec. 4,
the alignment of the predicted depth sequence is performed
with respect to the first frame.

5.1. SaSCon Loss

Tab. 4 presents results for various loss configurations. Ap-
plying the oVDA inference scheme to VDA without fine-
tuning produces poor performance, as VDA is not designed
for online inference and its attention mechanisms assume



that past frames can be modified. Fine-tuning with the orig-
inal LVDA loss (see Eq. (1)) improves results by nearly 10 pp
over the untrained baseline. The frame augmentation strat-
egy described in Sec. 3.3 yields a further gain of about
1 pp. Adding our proposed LSaSCon loss (see Eq. (2)) on
top of LVDA yields an additional improvement of approxi-
mately 1.7 pp. Finally, our LoVDA loss (see Eq. (3)) com-
bined with frame augmentation delivers the highest overall
performance, defining our proposed oVDA method.

Loss AbsRel (↓) δ1 (↑)

No Training 0.201 0.693
LVDA 0.155 0.778
LVDA + Frame Aug. 0.149 0.788
LVDA + LSaSCon 0.148 0.795
LVDA + LSaSCon + Frame Aug. 0.140 0.809

Table 4. Accuracy with respect to varying loss configurations. We
observe that our proposed LSaSCon loss improves accuracy. Our
final oVDA method with LVDA and LSaSCon loss in conjunction
with frame augmentation yields best performance.

5.2. Comparison to VDA

The offline Video Depth Anything (VDA) [6] approach de-
fines an upper bound for our method, illustrated in Tab. 5
Since VDA uses a fixed batch size (i.e. context window) of
32, we compare it to our c = 32 model. VDA exists in two
variants, i.e. -small and -large, where the latter has about
13× more parameters. Note that our oVDA model builds
upon VDA-s. oVDA lags behind VDA-s by only 2.2 pp in
accuracy (δ1), which can be expected since it operates with-
out access to future frames. The difference between an of-
fline and an online version can be seen in the latency. The
latency of VDA-s is about 9× higher than that of oVDA.

5.3. Temporal Stability

Maintaining a temporal consistent scale is essential for
online video depth estimation, as alignment typically re-
quires either costly external measurements or heavy com-
putations [6, 19, 26]. Fig. 4 visualises the scale drift over

Method AbsRel (↓) δ1 (↑) Latency [ms] (↓)

VDA-l [6] 0.127 0.860 579
VDA-s [6] 0.137 0.832 232
Ours (c = 32) 0.136 0.811 26

Table 5. Comparison to Video Depth Anything [6] at a resolution
of 280×924. In contrast to VDA, our oVDA method has no ac-
cess to future frames which reduces accuracy slightly. Since VDA
predicts in batches, we provide the batch-latency of VDA. The la-
tency of online oVDA is about 9× less than that of offline VDA-s.
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Figure 4. Scale drift over time for KITTI [12]. We plot the ab-
solute relative difference between the optimal scale for the first
frame and the optimal scale for each subsequent frame. The grey
histogram gives the data support, i.e. the number of data points
used to calculate the scale error, which decreases for later frames
due to varying sequence lengths. We smoothed the scale error with
a window size of 4 for better visualisation. Our oVDA method has
lowest scale drift.

time by plotting the absolute relative difference between
the optimal scale s0 for the first frame 0 and the optimal
scale si computed for each subsequent frame i: AbsRel =
1
Nj

∑
j

|s0−sj |
s0

. We refer to Nj as data support (grey area in
Fig. 4), defined as the number of sequences that contain at
least j frames. We observe that our oVDA method consis-
tently exhibits lower scale drift than all competitors, partic-
ularly for up to 300 frames. Beyond this point, FlashDepth
and CUT3R approach the performance of oVDA, while
NVDS and ChronoDepth continue to show a substantially
higher drift. After 1000 frames, data support drops below
20 sequences, making further analysis less reliable.

6. Conclusion and Limitations

We presented oVDA, a transformation of the offline VDA
technique to the online setting, inspired by inference and
training strategies used in LLMs. Extensive experiments
demonstrate that oVDA achieves state-of-the-art accuracy
and temporal consistency across both indoor and outdoor
datasets, while significantly reducing memory usage. Fur-
thermore, it achieves 42 FPS on an NVIDIA A100 and
20 FPS on an NVIDIA Jetson edge device. Nevertheless,
oVDA still struggles with scale drift for extremely long
video sequences. Moreover, fast-moving objects can pro-
duce so-called trailing artefacts, highlighting the need for
further research, especially for safety-critical applications.
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