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Abstract

Most LLM-driven conversational AI sys-001
tems operate reactively, responding to user002
prompts without guiding the interaction. How-003
ever, many real-world applications—such as004
psychiatric diagnosis, consulting, and inter-005
views—require AI to take a proactive role, ask-006
ing the right questions and steering conversa-007
tions toward specific objectives. Using men-008
tal health differential diagnosis as an appli-009
cation context, we introduce ProAI, a goal-010
oriented, proactive conversational AI frame-011
work. ProAI integrates structured knowledge-012
guided memory, multi-agent proactive reason-013
ing, and a multi-faceted evaluation strategy, en-014
abling LLMs to engage in clinician-style diag-015
nostic reasoning rather than simple response016
generation. Through simulated patient interac-017
tions, user experience assessment, and profes-018
sional clinical validation, we demonstrate that019
ProAI achieves up to 83.3% accuracy in men-020
tal disorder differential diagnosis while main-021
taining professional and empathetic interaction022
standards. These results highlight the potential023
for more reliable, adaptive, and goal-driven AI024
diagnostic assistants, advancing LLMs beyond025
reactive dialogue systems.026

1 Introduction027

The emergence of large language models (LLMs)028

has revolutionized conversational AI, enabling in-029

creasingly sophisticated human-machine interac-030

tions. However, most current LLM applications031

operate within a reactive paradigm—generating032

responses to user prompts without actively guid-033

ing the conversation (Adamopoulou and Moussi-034

ades, 2020). While substantial research has focused035

on optimizing these reactive capabilities through036

prompt engineering, fine-tuning, and alignment037

techniques (Liu et al., 2023a; Sahoo et al., 2024),038

many real-world applications, including education039

tutoring (Piro et al., 2024), mental health diagoni-040

sis(Tu et al., 2024), and job interviewing(Cheong041

et al., 2024), require AI systems capable of taking 042

initiative and steering conversations toward specific 043

objectives (Deng et al., 2023a; Lu et al., 2025). 044

Mental health differential diagnosis (DDx) is a 045

canonical setting for proactive AI systems. Facing 046

over 150 possible mental disorders, clinicians must 047

distinguish one mental disorder from others that 048

present with similar symptoms (First, 2013). Ac- 049

curate diagnosis relies on structured 45–90 minute 050

interviews, where clinicians strategically assess 051

symptom patterns, timing, severity, and life context, 052

akin to navigating a complex decision tree (Carlat, 053

2005; Nordgaard et al., 2013). This process de- 054

mands real-time reasoning and adaptive question- 055

ing to systematically narrow down potential diag- 056

noses, requiring at least 10 years of extensive train- 057

ing (Das, 2023; for Addiction and Health, 2025). 058

As a result, there is a severe specialist shortage, 059

limiting access to care (Thomas and HOLZER III, 060

2006; Butryn et al., 2017). This gap highlights the 061

urgent need for AI-driven diagnostic support. 062

However, current approaches to AI-assisted diag- 063

nosis face several critical challenges. First, existing 064

conversational AI systems lack the proactive rea- 065

soning capabilities needed to dynamically adjust 066

questioning strategies and guide diagnostic con- 067

versations (Tu et al., 2024). Second, traditional 068

approaches that frame diagnosis as multi-class clas- 069

sification struggle with the high dimensionality of 070

possible disorders and limited training data (Chang 071

et al., 2021; Schulte-Rüther et al., 2023). 072

To address these challenges, we present ProAI, a 073

proactive conversational AI framework specifically 074

designed for mental health differential diagnosis. 075

Our approach introduces several key innovations: 076

(1) a multi-agent system where specialized agents 077

collaborate to facilitate proactive diagnosis, includ- 078

ing professional medical decision making and ac- 079

tive question generating agents. (2) a structured 080

knowledge-guided memory architecture that com- 081

bines long-term domain knowledge with short-term 082
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contextual dialogue information to guide diagnos-083

tic reasoning; and (3) a comprehensive evaluation084

strategy encompassing both diagnosis accuracy and085

patient experience, realized through simulated pa-086

tient interactions, user experience assessment, and087

professional clinical validation.088

Our experimental results highlight the significant089

diagnostic capabilities of the ProAI framework,090

achieving over 80% diagnostic accuracy along with091

high ratings for both user-friendliness and medical092

proficiency. Furthermore, the integration of struc-093

tured knowledge-guided memory demonstrates a094

substantial improvement, significantly outpacing095

existing knowledge-enhanced methods like RAG.096

These results encompass three disorders and in-097

clude over 60 potential differential diagnosis (DDx)098

outcomes.099

To the best of our knowledge, this work repre-100

sents the first comprehensive framework for proac-101

tive conversational AI in mental health diagnosis,102

establishing a new paradigm for goal-directed diag-103

nostic systems that combine structured knowledge,104

dynamic reasoning, and empathetic interaction. In105

sum, our contribution lies on:106

• Multi-Agent Proactive Reasoning: We de-107

velop a multi-agent system where specialized108

agents collaborate to facilitate proactive diag-109

nosis, including a question generation agent,110

a context understanding agent, and an ac-111

tion transition agent that ensures coherent and112

goal-directed conversation flow.113

• Structured Knowledge-Guided Memory:114

We introduce a long-term memory to store115

structured domain knowledge and a short-116

term memory to collect contextual informa-117

tion, retrieve relevant diagnostic knowledge,118

and dynamically guide questioning. Compre-119

hensive evaluation demonstrate over 100% im-120

provement in average compared to existing121

knowledge enhancement paradigms.122

• Multi-Faceted Evaluation Strategy: Our123

framework integrates both objective and sub-124

jective evaluation metrics, assessing diag-125

nostic accuracy, conversation efficiency, per-126

ceived helpfulness, and medical proficiency.127

To address the high cost of human evaluation128

in medical AI, we employ a three-tier vali-129

dation approach, incorporating patient inter-130

action simulation, user-level assessment, and131

clinician-level validation.132

2 Related Work on AI Solutions for 133

Differential Diagnosis 134

Traditional AI approaches to differential diagnosis 135

have treated mental health assessment primarily 136

as a classification task (Ahsan et al., 2022; Zhang 137

et al., 2024). While these approaches enable ef- 138

ficient initial screening, they lack the progressive 139

reasoning capabilities essential for psychiatric eval- 140

uation, where symptoms emerge gradually and 141

require careful contextual interpretation (Kanjee 142

et al., 2023). The challenges are compounded by 143

data scarcity—with over 150 recognized disorders 144

and strict privacy constraints, obtaining sufficient 145

training data remains impractical (Bakator and Ra- 146

dosav, 2018; Yan et al., 2022). 147

Recent advances in LLMs have sparked a shift 148

toward more interactive, dialogue-based diagnos- 149

tic approaches (Liao et al., 2023), but significant 150

challenges persist in both knowledge integration 151

and reasoning capabilities. While techniques like 152

fine-tuning, ICL, and RAG have been proposed 153

(Dong et al., 2024), they struggle to incorporate 154

the hierarchical diagnostic decision trees used by 155

clinicians (Lewis et al., 2020). Recent work has 156

explored memory structures for psychological con- 157

sultation (Lan et al., 2024) and LLM-based depres- 158

sion assessments (Lorenzoni et al., 2024), along 159

with general advances in LLM reasoning through 160

techniques like Chain-of-Thought prompting (Wei 161

et al., 2022) and ReAct (Yao et al., 2023). However, 162

these approaches remain fundamentally reactive, 163

often failing to ask critical follow-up questions or 164

systematically rule out differential diagnoses (Liu 165

et al., 2023b), making it unsuitable for DDx. 166

3 Methodology: ProAI Framework for 167

Differential Diagnosis 168

In this section, we present the details of each com- 169

ponent in our ProAI framework. 170

3.1 Multi-Agent Proactive Reasoning 171

Workflow 172

In a typical mental disorder clinical interview, clin- 173

icians perform two key actions: formulating ques- 174

tions to comprehensively gather patient informa- 175

tion and assessing symptoms to make a diagnostic 176

evaluation. This motivates us to propose the multi- 177

agent proactive reasoning workflow that mirrors 178

this process by introducing two agents: a decision- 179

maker agent and a question-generator agent. To 180

enable proactive conversations in real-world scenar- 181
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Figure 1: The ProAI Framework for Proactive Clinical Reasoning. The ProAI framework consists of three key
components: a multi-agent proactive reasoning workflow, a structured knowledge graph, and a multifaceted
evaluation strategy. The reasoning workflow determines the actions to take based on the dialogue history and
generates corresponding questions based on those actions. Throughout this process, the structured knowledge
graph is leveraged to guide decision-making. Additionally, the multifaceted evaluation strategy is employed to
dynamically assess each round of conversation, ensuring ongoing refinement and effectiveness.

ios, these agents work in concert through a ReAct-182

inspired (Yao et al., 2023) workflow where each183

diagnostic iteration involves reasoning over the pa-184

tient’s current state and determining the next action185

(i.e. generating clarifying questions or transition-186

ing to a new diagnostic subtopic), then generating187

the corresponding question based on the action, as188

illustrated in Fig. 1.189

3.1.1 Decision-Maker Agent190

The Decision-Maker follows a two-stage decision191

process for each conversational turn, paralleling192

the ReAct paradigm of “reason + act” (Yao et al.,193

2023).194

Stage 1: Knowledge Retrieval Given the cur-195

rent node vc and the dialogue history D, the agent196

retrieves relevant medical knowledge:197

Kt = R(vc, D,G), (1)198

where R(·) is a retrieval function that considers199

both the node’s local context and its connected200

nodes within the Decision Graph. By focusing on201

directed links, the agent remains aligned with the202

correct path, preventing unnecessary detours.203

Stage 2: Action Prediction Using the retrieved204

knowledge Kt and the patient’s latest response rt,205

the agent decides the most appropriate action: 206

at = P (Kt, rt, D), (2) 207

where at ∈ {met_criteria, not_met_criteria, 208

ask_more_questions, contradiction}. This parallels 209

the “act” step in ReAct, wherein the agent chooses 210

how to proceed based on reasoning outcomes. The 211

transition function T then updates the current node: 212

vt+1 = T (vt, at, G), (3) 213

moving to the next node, re-checking the current 214

node, or backtracking if contradictions arise. This 215

loop continues until the agent reaches a leaf node 216

containing a final diagnostic conclusion. 217

3.1.2 Question-Generator Agent 218

After determining the action, the Question- 219

Generator agent formulates the next diagnostic 220

question: 221

qt+1 = Q(vt+1, at, D). (4) 222

In practice, the question-generation function 223

Q(·) balances three factors: 224

Q = f(ct+1, ht, st), (5) 225
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where ct+1 is the next diagnostic criterion to226

be evaluated, ht is the conversation history, and227

st is the semantic context. By integrating these228

elements, the Question-Generator agent ensures229

that each question remains both clinically relevant230

and conversationally coherent, driving the dialogue231

toward a precise and efficient diagnosis.232

3.2 Structured Knowledge-Guided Memory233

To empower LLMs as decision-maker agents or234

question-generator agents, a critical requirement is235

the integration of long-term memory (LTM), for ef-236

fective decision-making and question formulation237

depend on a deep understanding of professional238

knowledge and careful consideration of the dia-239

logue history.240

3.2.1 Prompting Paradigms for Knowledge241

Enhancement242

Based on how background information and dia-243

logue history are utilized, we categorize existing244

prompting techniques into three distinct knowledge245

enhancement paradigms: Knowledge Free Prompt-246

ing (KFP), Textual Knowledge Enhanced Prompt-247

ing (TKEP), and Structured Knowledge Enhanced248

Prompting (SKEP). We present the summary of249

each paradigms in Table 1 and the detailed imple-250

mentation algorithm in Appendix D.251

Knowledge Free Prompting: KFP represents the252

straightforward approaches, where the LLM relies253

solely on its pre-trained knowledge. Formally,254

p(r |B,D), (6)255

where B is background context and D is dia-256

logue history.257

Representative KEP methods like direct prompt-258

ing or zero-shot CoT may perform well in open-259

domain tasks, but maybe inadequate for knowledge260

intensive tasks like DDx, where the specific pro-261

fessional knowledge is required to ensure precise262

medical diagnose.263

Textual Knowledge Enhanced Prompting: TK-264

EP represents a category of methods that integrate265

the external knowledge K into prompts. Formally,266

p(r |B,D,K), (7)267

External knowledge K can be sourced via mech-268

anisms like ICL (Brown et al., 2020) (embedding269

task-specific examples) or RAG (Lewis et al., 2020)270

(retrieving documents from an external knowl-271

edge base through query/dialogue context). Such272

methods enhance the performance on knowledge- 273

intensive tasks by expanding the LLM’s domain 274

expertise. However, they may lack the hierarchi- 275

cal structure necessary to establish relationships 276

between different medical concepts, making them 277

insufficient for diagnostic tasks that require clear 278

and systematic reasoning. 279

Structured Knowledge Enhanced Prompting: 280

SKEP represents a prompting approach that goes 281

beyond simple knowledge integration by encod- 282

ing the structured relationships between relevant 283

knowledge, enabling more systematic and context- 284

aware reasoning. Formally, we denote this structure 285

as vectors of knowledge K⃗: 286

p(r |B,D, K⃗), (8) 287

where K⃗ represents not just raw facts but a 288

knowledge graph (KG) with directional edges that 289

define a task-oriented agenda (Edge et al., 2024). 290

This structured representation ensures a systematic 291

and clinically grounded diagnostic process. 292

3.2.2 Structured Knowledge-Guided Memory 293

for Medical Diagnose 294

In medical diagnostic tasks, we construct the 295

structured knowledge K⃗ by gathering intercon- 296

nected diagnostic criteria and clinical guidelines, 297

incorporating directed links that capture logical 298

or causal relationships between different criteria 299

(e.g., “if substance use is reported, investigate 300

substance-induced disorders before conclud- 301

ing major depression”). Specifically, we encodes 302

medical knowledge in a binary-tree structure. For- 303

mally, 304

G = (V,E, T ), (9) 305

where V is a set of nodes, E is a set of directed 306

edges linking these nodes, and T is the set of pos- 307

sible transitions, { left, right, stay, back}. Each 308

node vi ∈ V comprises: 309

vi = {ci, qi, di}, (10) 310

where ci is a diagnostic criterion, qi represents 311

query templates relevant to that criterion, and di 312

stores local decision rules for handling transitions. 313

Essentially, this graph serves as a directed knowl- 314

edge structure, guiding the diagnostic flow step 315

by step (see Appendix B for an example). The 316

directionality ensures that once a criterion is as- 317

sessed, the agent can proceed to the appropriate 318
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Table 1: Summary of three knowledge-enhanced prompting paradigms.

Paradigm Description Examples

Knowledge-Free Prompting
(KFP)

A prompting approach that relies solely on the model’s pretrained knowledge
without incorporating external information or domain-specific knowledge bases.

Direct Prompting,
Zero-shot CoT

Textual
Knowledge-Enhanced
Prompting (TKEP)

A prompting method that augments instructions with relevant external or
domain-specific knowledge, presented in an unstructured format, to improve
response accuracy and relevance.

ICL, RAG

Structured
Knowledge-Enhanced
Prompting (SKEP)

A sophisticated prompting approach that incorporates domain knowledge
organized in structured formats (e.g., knowledge graphs, hierarchical relationships,
decision trees) to enable systematic reasoning and maintain logical dependencies.

Knowledge Graph RAG

Objective
Domain-Knowledge
Domain-Knowledge

Mutual Dialogue History
Mutual Dialogue History

Doc: xxxxx
xxxxx: Patient

Doc:xxxx
xx: Patient
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Objective
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Mutual Dialogue History

B

C

D

A
F

H

E

G

Mutual Dialogue History

Doc: xxxxx
xxxxx: Patient

Doc:xxxx
xx: Patient

Doc: You have substance addiction, and
depressive episodes, you are diagnosed

as substance-induced depressive disorder

B

A

C

D E F G

Objective
Domain-Knowledge
Domain-Knowledge

Mutual Dialogue History
Mutual Dialogue History

Doc: xxxxx
xxxxx: Patient

Doc:xxxx
xx: Patient

Doc: You have substance addiction, and
depressive episodes, you are diagnosed as

major depressive disorder

Usage of
Substance

No usage of
substance

Severe
Enough to

draw clinical
attention

Mild side
effects

Medical
Condition
Reported

No critical
medical

conditions

Usage of
Substance

No usage of
substance

Severe
Enough to

draw clinical
attention

Mild side
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Medical
Condition
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No critical
medical

conditions
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Depressive
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Mood

Major
Depressive

Disorder

Major
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Depressed
Mood

Depressed
Mood

Substance
Withdrawl
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Wrong Result

Diagnostic Result

Diagnostic Pathway
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Figure 2: Comparison of three knowledge enhancement methods in medical diagnosis. (a) The knowledge-
free approach relies solely on pretrained knowledge. (b) The textual knowledge approach incorporates domain
information but lacks structured guidance. (c) The structured knowledge approach enables systematic traversal of
diagnostic criteria.

subsequent node, systematically ruling in or ruling319

out conditions.320

By integrating a directional KG into the prompt,321

SKEP ensures that the LLM follows a well-defined322

flow of inquiry, systematically traversing the rele-323

vant decision pathways to reach the appropriate di-324

agnostic outcome. This directed structure emulates325

the approach of a clinician following a standard326

diagnostic tree—such as the one recommended in327

official clinical guidelines—thereby reducing the328

risk of missed criteria or irrelevant questioning.329

3.3 Multifaceted Evaluation Strategy330

Traditional evaluation strategies often prioritize331

diagnostic accuracy (or AUC) (Xue et al., 2024;332

Demetriou et al., 2020), while neglecting patient333

experience (Robertson et al., 2023) and the rigor of334

medical reasoning behind the diagnosis (Antoniou335

et al., 2022; Kerz et al., 2023). This narrow fo-336

cus limits our understanding of the broader impact337

of AI-driven diagnostic systems. To address this,338

we propose a multifaceted evaluation strategy that339

integrates both objective and subjective metrics,340

Simulated
User ProAI

Simulated Interaction

Real
User

Tier 2
User Experience

Evaluation

Tier 1
Doctor-Patient

Interaction Simulation

Tier 3
Doctor

Evaluation

Real Interaction

Doctor

CN-Recall
DDx-ACC

Spec.
Prec.

Help.
Emp.

Figure 3: Three-tier Evaluation Framework. Tier 1
uses AI patient simulation to assess diagnostic accuracy
(CN-Recall, DDx-ACC). Tier 2 involves human patient
actors to evaluate user experience (Help., Emp.). Tier 3
engages medical professionals to assess clinical validity
(Spec., Prec.).

providing a holistic assessment of AI diagnostic 341

performance. See Fig. 3. Further details on the 342

evaluation methodology can be found in Appendix 343

E. 344

Doctor-Patient Interaction simulation: The goal 345

of this evaluation is to measure ProAI’s diagnos- 346

tic performance after multi-turn diagnostic conver- 347
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sations. Traditional methods often rely on one-348

shot evaluation on static datasets such as medical349

case databases and clinical trials, which fail to cap-350

ture the dynamic, adaptive nature of real diagnos-351

tic conversations (Sommers-Flanagan, 2016; Tu352

et al., 2024). While real patient interactions with353

ProAI would be ideal, ethical concerns, privacy354

constraints, and logistical challenges make this ap-355

proach impractical (MacKinnon et al., 2015).356

Inspired by Wu et al. (2023, 2024), we simu-357

late patient interactions using an LLM agent that358

represents a patient with a specific mental disorder,359

exhibiting clinically informed symptomatology and360

behavior (see Appendix C for setup). Without prior361

knowledge of the disorder, ProAI engages in multi-362

round conversations to diagnose the patient. Its363

final diagnosis is compared to the ground-truth con-364

dition assigned to the patient agent via two metrics:365

1) Critical Node Recall (CN-Recall), which mea-366

sures the system’s thoroughness in assessing essen-367

tial diagnostic criteria:368

CN_Recall =
Npred ∩Ncritical

N
(11)369

where Npred represents the criteria nodes assessed370

by the agent and Ncritical denotes the ground truth371

critical nodes.372

2) Differential Diagnosis Accuracy (DDx-ACC),373

which evaluates the system’s ability to reach correct374

diagnostic conclusions while properly ruling out375

alternative conditions.376

DDx_ACC =
Dcorrect

Dtotal
(12)377

where Dcorrect is the number of correct diag-378

noses, and Dtotal is the total test cases.379

User Experience Evaluation: This evaluation en-380

sures a positive patient experience, allowing pa-381

tients to express their true feelings during clinical382

interviews, enhancing diagnostic accuracy while383

minimizing potential harm (Vermeeren et al., 2010).384

We assess two key dimensions critical for patient385

experience (Deng et al., 2023b; Tu et al., 2024):386

Helpfulness (Help.), which measures the effective-387

ness of the agent’s medical consultation, and Em-388

pathy (Emp.), which evaluates its ability to demon-389

strate understanding and build rapport. A demo390

system (see Appendix E) was developed, and 10391

users were assigned predefined patient roles. After392

up to 40 rounds of interaction, users rated their ex-393

perience using a 5-point Likert scale adapted from394

(King and Hoppe, 2013).395

Doctor Evaluation: This evaluation ensures that 396

diagnostic decisions are based on rigorous medical 397

reasoning. Following the literature (Tu et al., 2024), 398

we assess two key metrics: Specialty (Spec.), 399

which evaluates clinical quality, coherence, and 400

adherence to professional guidelines, and Precision 401

(Prec.), which measures the accuracy and speci- 402

ficity of differential diagnoses to minimize misdi- 403

agnosis and optimize treatment. To achieve this, 3 404

medical professionals with 8 years of experience 405

on average reviewed conversation transcripts and 406

completed a 5-point Likert scale assessment us- 407

ing rating scales adapted from Dacre et al. (2003), 408

ensuring alignment with established medical stan- 409

dards. 410

4 Experiment and Results 411

4.1 Experimental Setup 412

We evaluate the effectiveness of ProAI by con- 413

duct DDx on three types of disorders: depres- 414

sion, bipolar and anxiety. We try five LLMs 415

in the ProAI framework, including “gpt-4o”, 416

“claude-3.5-sonnet”, “mistral-large”, “qwen2.5- 417

72b”, and “deepseek-r1-70b” (OpenAI et al., 2024; 418

Bai et al., 2023; Anthropic, 2023; Jiang et al., 2023; 419

DeepSeek-AI et al., 2025), with a generative tem- 420

perature of 0.6—a setting that has demonstrated su- 421

perior instruction-following and diverse language 422

capabilities. In knowlegde base construction, the 423

structured knowledge graph is constructed through 424

DSM-5 DDx decision trees which clinicians follow 425

in real practice (First, 2013). In the doctor-patient 426

interaction simulation, we gather 113 case of pa- 427

tients from Kangning Dataset with modification 428

(Mao et al., 2023), and the simulated patient is 429

based on the “mistral-large” model with a tempera- 430

ture of 0.2, chosen for its stability and fairness. 431

4.2 Results and Analysis 432

4.2.1 Overall Performance of ProAI 433

ProAI reaches comparative performance. As 434

shown in Table 2, the highest overall diagnostic 435

accuracy (DDx-ACC) across the three mental dis- 436

order types is 83.3%, 73.3%, and 80.0%. Fur- 437

thermore, incorporating different LLMs further en- 438

hances diagnostic accuracy, achieving optimal per- 439

formances of 87.5%, 86.7%, and 97.2%. This high- 440

lights the strong capability of the ProAI framework 441

in conducting real-world mental health diagnoses. 442
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Table 2: Performance of knowledge integration methods across various mental health diagnoses with GPT-4o.

Task Memory Type Prompt Type CN-Recall DDx-ACC Help. Emp. Spec. Prec.

Depression

Random Guess N/A N/A 0.040 N/A N/A N/A N/A
KFP Direct Prompting N/A 0.256 0.487 0.275 0.415 0.430
TKEP ICL 0.466 0.280 0.395 0.150 0.483 0.642
TKEP RAG 0.235 0.250 0.474 0.275 0.488 0.662
SKEP Graph-RAG 0.983 0.833 0.671 0.650 0.673 0.679

Bipolar

Random Guess N/A N/A 0.063 N/A N/A N/A N/A
KFP Direct Prompting N/A 0.293 0.606 0.500 0.453 0.591
TKEP ICL 0.721 0.427 0.500 0.425 0.469 0.590
TKEP RAG 0.739 0.400 0.592 0.538 0.412 0.484
SKEP Graph-RAG 0.769 0.733 0.671 0.650 0.673 0.642

Anxiety

Random Guess N/A N/A 0.038 N/A N/A N/A N/A
KFP Direct Prompting N/A 0.400 0.632 0.475 0.386 0.377
TKEP ICL 0.517 0.360 0.447 0.250 0.479 0.642
TKEP RAG 0.292 0.480 0.579 0.450 0.412 0.430
SKEP Graph-RAG 0.942 0.800 0.763 0.775 0.673 0.697

Table 3: Comparison of different LLMs on mental health diagnose efficiency. Each model was evaluated using the
ProAI framework with SKEP memory and Graph-RAG prompting. Bold numbers indicate best performance.

Task LLM Type CN-Recall DDx-ACC Help. Emp. Spec. Prec.

Depression

Deepseek-r1:70b 0.956 0.833 0.842 0.838 0.633 0.750
Qwen2.5:72b 0.934 0.875 0.790 0.850 0.624 0.752

GPT-4o 0.983 0.833 0.671 0.650 0.673 0.679
Claude-3.5-sonnet 0.551 0.625 0.724 0.675 0.824 0.805

Mistral-Large 0.939 0.875 0.579 0.613 0.683 0.624

Bipolar

Deepseek-r1:70b 0.839 0.667 0.869 0.838 0.633 0.732
Qwen2.5:72b 0.867 0.733 0.803 0.800 0.633 0.752

GPT-4o 0.769 0.733 0.671 0.650 0.673 0.642
Claude-3.5-sonnet 0.836 0.600 0.856 0.913 0.809 0.734

Mistral-Large 0.757 0.867 0.842 0.850 0.683 0.642

Anxiety

Deepseek-r1:70b 0.951 0.760 0.763 0.675 0.633 0.750
Qwen2.5:72b 0.920 0.972 0.763 0.825 0.633 0.699

GPT-4o 0.942 0.800 0.763 0.775 0.673 0.697
Claude-3.5-sonnet 0.928 0.680 0.816 0.825 0.809 0.805

Mistral-Large 0.899 0.840 0.737 0.725 0.683 0.642

4.2.2 Effectiveness of Knowledge Integration443

Methods444

SKEP enhances diagnostic accuracy in mental445

health assessment. While basic knowledge inte-446

gration offers incremental improvements over the447

random baseline, SKEP within ProAI achieves sig-448

nificant performance gains across all conditions.449

Notably, its higher CN-Recall scores in bipolar dis-450

order cases suggest that SKEP’s structured knowl-451

edge graph enhances symptom evaluation while452

ensuring adherence to clinical protocols (see Ta-453

ble 2).454

SKEP also enhances the user experience. For de-455

pression diagnosis, SKEP excels in both objective456

metric (CN-Recall: 0.983, DDx-ACC: 0.833) and457

user experience (Help.: 0.671, Emp.: 0.650), sur-458

passing TKEP variants (Help.: 0.395–0.474, Emp.:459

0.150–0.275). Surprisingly, the integration of struc-460

tured knowledge not only improves diagnostic ac- 461

curacy but also makes the model sound more help- 462

ful and empathetic. This is crucial for fostering 463

deeper connections with patients, enhancing trust, 464

and improving the overall user experience. 465

Overall, as shown in Fig. 4a, SKEP emerges 466

as the most well-rounded knowledge integration 467

method, excelling across both objective and subjec- 468

tive metrics. 469

4.2.3 Effectiveness of Different Models 470

Performance trade-off exists for different LLMs. 471

Benchmarking various LLMs integrated with 472

SKEP (Fig. 4b, Table 3) reveals diverse perfor- 473

mance profiles, highlighting distinct patterns of 474

model specialization across depression, bipolar dis- 475

order, and anxiety diagnoses. A clear trade-off 476

emerges between diagnostic performance and in- 477

7



a) Comparison of Memory Types b) Comparison of LLM Types c) Comparison of Agentic Flow Combinations

Figure 4: Performance Analysis of Various Settings in the ProAI Framework. We evaluate three key settings in the
ProAI framework: (a) memory types, (b) LLM selection, and (c) agentic flow. For agentic flow, we compare three
configurations: Single agent – A single LLM handles both decision-making and question generation. Two agents –
A single LLM is used but separately designated for decision-making and question generation. Two mixed agents –
Different LLMs are assigned for decision-making and question generation.

teraction quality. Claude 3.5 excels in specialty478

and empathy, making it particularly well-suited for479

patient interactions. Qwen2.5 and Mistral achieve480

high diagnostic accuracy while maintaining moder-481

ate user experience scores. DeepSeek-r1 strikes482

a balance between both aspects, achieving the483

highest helpfulness ratings (Help.: 0.842–0.869)484

while maintaining strong diagnostic accuracy, par-485

ticularly in depression cases (DDx-ACC: 0.833).486

Meanwhile, GPT-4o demonstrates great Critical487

Node recall (CN-Recall: 0.983 for depression),488

underscoring its strength in symptom evaluation.489

However, its variability across other metrics sug-490

gests potential limitations.491

Combining different LLMs mitigates this per-492

formance trade-off: A promising approach to ad-493

dressing the trade-off between objective and sub-494

jective performance metrics in LLMs is a hybrid495

system. As shown in Fig. 4c, the "Two Agents496

Mixed" configuration—combining Mistral’s di-497

agnostic precision with Claude’s communication498

strengths—achieves a better balance between ac-499

curacy and user experience. By separating diag-500

nostic reasoning from patient communication, this501

architecture represents a significant advancement,502

underscoring the importance of thoughtful design503

and strategic model selection in optimizing clinical504

AI systems.505

5 Conclusion506

This paper introduces ProAI, a novel framework507

for proactive conversational diagnosis that ad-508

dresses fundamental challenges in AI-assisted men-509

tal health assessment. By combining structured510

domain knowledge with dynamic conversation 511

management, our approach achieves significant 512

improvements in differential diagnostic accuracy 513

while maintaining high standards of professional in- 514

teraction. The framework’s effectiveness is demon- 515

strated through comprehensive evaluation across 516

multiple dimensions, showing particular strength in 517

critical diagnostic criteria coverage and systematic 518

symptom assessment. Our findings suggest that 519

structured knowledge integration and specialized 520

agent roles represent promising directions for de- 521

veloping more reliable and empathetic AI-assisted 522

diagnostic systems. 523

6 Limitations 524

While our ProAI framework demonstrates strong 525

performance in mental health differential diagno- 526

sis, several limitations merit consideration. First, 527

our evaluation focused on three common psychi- 528

atric disorders; future work should expand to a 529

broader range of conditions and more variety of 530

tasks (such as business consulting, job interview, 531

education, etc) to validate generalizability. Second, 532

while our simulated patient interactions provide 533

valuable insights, extended clinical trials with real 534

patients would further validate the system’s prac- 535

tical utility. Additionally, the current implemen- 536

tation requires manual construction of knowledge 537

graphs for each diagnostic domain, which could 538

be automated through the future development of 539

knowledge extraction techniques. 540
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A Experiment Setup 947

A.1 LLM check-points 948

In this study, the LLM check-points we adopted up 949

to the lastest version in February 2025 including: 950

• "gpt-4o" 951

• "claude-3.5-sonnet" 952

• "mistral-large-latest" (offered by MistralAI 953

API access) 954

• "qwen2.5-72b" (powered by Ollama 1) 955

• "deepseek-r1-70b" (Ollama version, distilled 956

llama3.3-70b-instruct) 957

A.2 Hardware Infrastructure 958

Our experiments were conducted on a computing 959

infrastructure equipped with the following hard- 960

ware: 961

• GPU: 2 NVIDIA RTX A6000 962

• CPU: AMD Ryzen Threadripper PRO 963

5975WX 964

• RAM: 4x64GB DDR4 3200MHz RDIMM 965

ECC Memory 966

• Storage: 6TB, M.2, PCIe NVMe, SSD, Class 967

40 968

B Structured Knowledge Graph 969

B.1 DSM-5 DDx Decision Tree 970

In this study, the structured knowledge graph origi- 971

nated from DSM-5-TR® Handbook of Differential 972

Diagnosis (First, 2013) with modification. An ex- 973

ample of original DDx decision tree for depression 974

is shown as Fig. 5. This decision defines a common 975

procedure for a clinician to conduct DDx when 976

interviewing patients. It defines the critical topic 977

that must be assessed and its main criteria. The 978

structured knowledge graph is modified from these 979

type of decision trees. 980

B.2 Example of Constructed SKGs 981

In this study, the DSM-5 DDx decision tree has 982

been converted to binary tree style via bigtree 983

Python package. In each node, it contains the node 984

name (abbreviation which describes the topic), 985

path (sequential information; structured knowledge 986

1https://ollama.com/
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Figure 5: Example of DDx decision tree for depressed mood.
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graph), and description (contains the modified de-987

scription of criteria which help LLM to make deci-988

sions). An example of such structured knowledge989

graph is shown in Fig.6.990

C Prompts991

C.1 KFP992

In KFP, the objective is given to the doctor agent.993

In each turn of the conversation, the agent asks994

the patient one diagnostic question until the agent995

believes that it can conduct a confident diagnosis.996

All the possible outcomes from the tested disorder997

are proved as labels for the agent as a reference. For998

instance, for depressed mood, all the 25 possible999

outcome of depressed mood DDx are provided as1000

class labels. Therefore, in essence, this is simply a1001

multi-turm zero-shot classification.1002

C.2 TKEP1003

In the TKEP memory setting, a similar multi-turn1004

conversation is required to complete the diagnosis.1005

However, this time, besides the possible outcome1006

class labels, the descriptions of the critical nodes1007

are exposed to the agent as external knowledge.1008

In ICL, the entire knowledge graph without struc-1009

ture is provided to the agent as a reference, whose1010

prompt is shown as follows:1011

System Message: You are a psychiatrist
tasked with conducting differential diagno-
sis via clinical interviews. Keep asking
questions until the objective is met. DO
NOT propose treatment plans. The final
diagnostic labels will be provided. Avoid
repeating questions and irrelevant informa-
tion.
Human Message: Required Response For-
mat: <Response>Ask necessary questions
to help with diagnosis.</Response> <Fi-
nal_Decision>Provide final diagnosis or
None if not ready.</Final_Decision>
Now, please proceed with the interview:
The final diagnostic labels are {diag-
nostic_labels}, the patient responded:
{patient_response}, Dialogue history:
{st_memo}. Do not ask repeated questions.

1012

As for RAG, instead of exposing the entire un-1013

structured knowledge graph to the agent, only the1014

portion which is relevant to the patient’s current1015

response is exposed (determined by semantic sim-1016

ilarity; langchain_chroma vector store 2), whose 1017

prompt is shown as follows: 1018

System Message: You are a psychiatrist
conducting differential diagnosis through
clinical interviews. Use the provided crite-
ria to guide the diagnosis. Avoid repeating
questions and irrelevant information.
Human Message: Required Response
Format: <Response>Ask necessary ques-
tions to help with diagnosis.</Response>
<Knowledge_Used>Return the knowledge
node used with a binary indicating if
criteria are met.</Knowledge_Used>
<Reason>Provide reasoning for deci-
sion.</Reason> <Final_Decision>Provide
final diagnosis or None if not
ready.</Final_Decision>
Now, please proceed with the interview:
The final diagnostic labels are {diag-
nostic_labels}, the patient responded:
{patient_response}, Dialogue history:
{st_memo}, Do not ask repeated questions.
Assessment criteria: {criteria}.

1019

2https://python.langchain.com/api_reference/
core/vectorstores/langchain_core.vectorstores.
base.VectorStoreRetriever.html
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Figure 6: Structured knowledge graph for depressed mood.

System Message: You are a psychiatrist
conducting differential diagnosis using clin-
ical interviews. Use the provided context to
assist with the diagnosis. Avoid repeating
questions and irrelevant information.
Human Message: Required Response
Format: <Response>Ask necessary ques-
tions to help with diagnosis.</Response>
<Knowledge_Used>Return the knowl-
edge node used with a binary indi-
cating if criteria are met based on
context.</Knowledge_Used> <Rea-
son>Provide reasoning for deci-
sion.</Reason> <Final_Decision>Provide
final diagnosis or None if not
ready.</Final_Decision>
Now, please proceed with the interview:
The final diagnostic labels are {diag-
nostic_labels}, the patient responded:
{patient_response}, Dialogue history:
{st_memo}, Do not ask repeated questions.
Assessment criteria: {criteria}. The
relevant context is {context}.

1020

C.3 SKEP1021

In SKEP, or ProAI framework, there are two1022

critical stages involved in each turn, including1023

decision-making and question-generation. The1024

decision maker is asked to based on the struc-1025

tured knowledge graph, out of four possible ac-1026

tions met_criteria, not_met_criteria, more_details,1027

contradiction, what should be the most appropriate1028

decision based on the patient’s current response.1029

The decision maker’s prompt is shown as follows: 1030

System Message: You are a psychiatrist
evaluating patient responses based on pro-
vided medical topics and dialogue. Your
task is to assess if the patient meets spe-
cific criteria, needs further investigation, or
contradicts previous information.
Human Message: Select ONE of the fol-
lowing actions:
1) met_criteria: Choose when the pa-
tient clearly meets the current criteria. 2)
not_met_criteria: Choose when the patient
clearly does NOT meet the criteria. 3)
ask_more_detail: Choose when more infor-
mation is needed. 4) detect_contradiction:
Choose when the patient’s response contra-
dicts previous information.
Required Response Format: <Rea-
son_for_Action>Explain your decision
based on the conversation, criteria, and
any contradictions.</Reason_for_Action>
<Action>Selected action</Action>
Now, please evaluate the conversation: Di-
alogue: {st_memo}, Current Node: {node},
Patient Response: {patient_res}.

1031

Once the decision maker determines an action, 1032

the question generation agent would determine the 1033

most appropriate diagnostic question to ask based 1034

on the current topic (or next topic). The prompt is 1035

shown as follows: 1036
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Algorithm 1 Knowledge-Free Prompting (KFP)

Require: Patient’s initial complaint C
Require: Dialogue history H

1: Initialize dialogue history H ← ∅
2: while not session_end do
3: A← AssessSymptom(n, H) ▷ Met,

NotMet, MoreDetails, Contradiction
4: Q← GenerateQuestion(C, H , A) ▷

Generate based on pretrained knowledge
5: R← GetPatientResponse(Q)
6: H ← H ∪ {Q,R}
7: if sufficient_information then
8: D ←MakeDiagnosis(H)
9: return D

10: end if
11: end while

System Message: You are a psychiatrist
responding to the patient based on their re-
sponses, previous conversations, the current
node criteria, and peer actions. Smartly
apply empathy but avoid unnecessary grati-
tude. If the patient has provided sufficient in-
formation, begin asking closed-ended ques-
tions to move the process forward.
Human Message: Your actions should be
based on: 1. Current conversation 2. Previ-
ous conversation summary 3. Current node
description 4. Peer’s action on the patient’s
response
Required Response Format: <Re-
sponse>Provide your response to
the patient.</Response> <Rea-
son_for_Response>Justify your response
based on the action, patient’s response, and
node description.</Reason_for_Response>
Now, please respond to the patient: Dia-
logue: {st_memo}, Current Node: {node},
Patient Response: {patient_res}, Peer’s ac-
tion: {action}.

1037

D Algorithms1038

E Evaluation1039

E.1 Simulated Patient1040

In the doctor-patient interaction simulation, the pa-1041

tient is also powered by LLMs with predefined1042

stories. These stories originate from anonymized1043

real experiences from past patients of the clinician1044

and are synthesized by LLM based on a set of pre-1045

Algorithm 2 Textual Knowledge-Enhanced
Prompting (TKEP)

Require: Patient’s initial complaint C
Require: Dialogue history H
Require: Knowledge base K ▷ Unstructured

medical knowledge
1: Initialize dialogue history H ← ∅
2: while not session_end do
3: Krelevant ← RetrieveKnowledge(K, C,

H)
4: A← AssessSymptom(n, H) ▷ Met,

NotMet, MoreDetails, Contradiction
5: Q ← GenerateQuestion(C, H ,

Krelevant,A)
6: R← GetPatientResponse(Q)
7: H ← H ∪ {Q,R}
8: if sufficient_information then
9: D ←MakeDiagnosis(H , Krelevant)

10: return D
11: end if
12: end while

defined basic information. This method is inspired 1046

by Wu et al. (Wu et al., 2023, 2024), who generated 1047

mock patients from background information. To 1048

constructive patient stories, the following prompt 1049

is constructed: 1050

System Message: You are a patient visit-
ing a psychiatrist. Please conduct a role-
playing session as this patient based on the
following information.
Human Message: Right now, we are talk-
ing about {name} symptom, which is {de-
scription}. You {has_description} this symp-
tom. Please make up a personal story about
your symptom. Be natural and honest. Use
a paragraph of fewer than 100 words. Be
natural and consistent with your previous
stories {st_memo} to make it more coher-
ent. Only output the story relevant to the
current symptom based on the description,
and DO NOT REPEAT WHAT YOU SAID
IN THE PAST. Only output the story without
any extra words.

1051

. 1052

The predetermined critical paths (see Fig. 6) with 1053

descriptions are given to the LLM during the story 1054

generation. An example of such a generated story 1055

is shown in Table 4. 1056
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Algorithm 3 Structured Knowledge-Enhanced
Prompting (SKEP)

Require: Patient’s initial complaint C
Require: Dialogue history H
Require: Knowledge graph G ▷ Structured

diagnostic criteria
1: Initialize dialogue history H ← ∅
2: Initialize current node n← RootNode(G)
3: while not session_end do
4: A← AssessSymptom(n, H) ▷ Met,

NotMet, MoreDetails, Contradiction
5: if A = MoreDetails then
6: Q← GenerateQuestion(n, H ,A)
7: R← GetPatientResponse(Q)
8: H ← H ∪ {Q,R}
9: else

10: n← TransitionNode(G, n, A) ▷
Follow graph structure

11: if IsLeafNode(n) then
12: D ← GetDiagnosis(n)
13: return D
14: end if
15: end if
16: end while

In the simulated interaction, the AI patient and1057

ProAI are asked the interact with each other with1058

different objectives, where the patient aims to an-1059

swer doctor’s question based on the predefined sto-1060

ries while the doctor is trying to smartly extract1061

those information through interaction. An exam-1062

ple of such simulated interaction is illustrated as1063

follows:1064

"Doctor: Hi there. I am Dr. ProAI. What
can I do for you today?",
"Patient: Hi Dr. ProAI. I’ve been feeling
really down for a while now. Ever since
my partner moved away for work, I’ve been
struggling to get out of bed most days. Ev-
erything feels heavy, and I can’t seem to
enjoy things like I used to.",
"Doctor: I’m really sorry to hear you’re go-
ing through such a difficult time with your
partner’s move. That kind of separation can
be really challenging. Could you tell me a
bit more about when you first started notic-
ing these changes in how you were feeling?
Was it right after they moved, or did it de-
velop gradually?",
"Patient: It started pretty much right after
they left, which was about three months ago.
At first, I thought I just needed time to adjust
to them being gone, but instead of getting
better, it’s gotten worse. The first week was
hard, but I could still function. Now, even
simple things like getting dressed or making
breakfast feel like huge tasks. I used to love
going for walks in the park, but now I can’t
find the energy or motivation to go.",
...,
"Doctor: I appreciate your honesty about
how you’re feeling. It’s completely un-
derstandable to feel lonely and sad when
someone important moves away. I notice
you’ve been experiencing these feelings for
a while - could you help me understand how
long you’ve been dealing with these emo-
tional difficulties since your partner moved
away?",
"Patient: It’s been about three weeks now,
since my partner moved away. That’s when
these feelings of sadness and loneliness
started. I haven’t dealt with anything like
this before - it’s just been since they left.

1065

E.2 User Experience Evaluation 1066

Questionnaires 1067

Table 5 and Table 6 show the table. Fig. 7 include 1068

UI example.For a mental health-oriented system, it 1069

is essential to consider user experience when inter- 1070

acting with the AI doctor during the design process. 1071

Therefore, patient evaluations of the system must 1072

be taken into account when developing assessment 1073

17



Node Met_Criteria Description Patient_Story
MDDROOT True ask patient necessary ice-

breaking questions (such as
what’s the purpose of visit or
any necessary question to make
patient feel comfortable and
build connections; these are not
related to the symptoms and it is
only for ice-breaking) to initiate
the interview. The criteria is met
when the patient has depressed
mood

"I’ve been feeling really low
lately, especially since my part-
ner moved away for work. Some
days, I struggle just to get out of
bed, and it feels like there’s this
heavy cloud over me all the time.
It’s hard to remember the last
time I genuinely enjoyed some-
thing, like when I used to love
going for walks in the park."

DEPEPS True The criteria are met if the pa-
tient has experienced one or more
major depressive episodes with-
out any history of manic or hy-
pomanic episodes. The decision
should be based on an overall as-
sessment of the severity of these
aspects, considering the patient’s
responses across all areas (not
all aspects need to be abnormal).
The duration of symptoms should
be explicitly asked and confirmed
as lasting at least 2 weeks before
making a final decision. Be really
cautious when making the deci-
sion!

"Since my partner moved
(around 3 weeks ago), I’ve
found myself losing interest in
everything I used to love, like
our weekend movie marathons.
It’s been about three weeks
now, and I have trouble sleeping
through the night; I wake up
feeling drained and unmotivated.
I often have thoughts that I’m not
good enough, and there are days
when I can’t even concentrate
on simple tasks like reading or
cooking. Even the thought of
eating feels like a chore, and I’ve
lost quite a bit of weight because
of it. The sadness just lingers,
and I can feel it suffocating me."

DEPEPS_HALL False The criteria are met if the patient
acknowledges having a history of
delusions or hallucinations.

"I don’t have any history of delu-
sions or hallucinations. Every-
thing feels very real to me, even
if it’s muddled by my sadness. I
just find it difficult to see things
clearly since my partner left; it’s
more of an emotional burden
than anything else."

DEPEPS_HALL_DUR False The criteria are met if the patient
explicitly reported a duration of
the depressive episode lasting 2
years or longer. The duration
should be explicitly asked

"I’ve been feeling this way since
my partner moved away about
three weeks ago, and it’s been re-
ally tough. I haven’t experienced
these feelings for years or any-
thing like that. It’s just been a
recent change, and I’m still try-
ing to figure out how to cope with
it all."

MDD True Major depressive disorder

Table 4: Sample patient story
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scales. As a medical assistant, a critical metric1074

is whether patients can receive meaningful health-1075

care support through the system, encompassing1076

both diagnostic and intervention aspects. Addition-1077

ally, given the unique nature of mental health, it1078

is crucial that patients feel psychological comfort1079

during their interactions. Consequently, the sec-1080

ond key metric is the perceived empathy of the1081

system. Based on these considerations, there are1082

two evaluation scales.1083

E.3 Doctor Evaluation Questionnaires1084

Table 7 and Table 8 show the table. Fig. 7 in-1085

clude UI example. As a system in the medical1086

domain, the specialty and accuracy of its gener-1087

ated content are essential evaluation criteria. Spe-1088

cialty assesses whether the generated content aligns1089

with established medical knowledge, while accu-1090

racy evaluates the system’s diagnostic strategy and1091

whether the sequence of generated content adheres1092

strictly to professional clinical procedures. Based1093

on these two criteria, separate evaluation scales are1094

designed.1095
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Figure 7: Example of user-interface for user evaluation.

Figure 8: Example of user-interface for doctor evaluation.
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Question Scale Options
Did the conversation with the chatbot make
you feel at ease or comfortable?

5-point scale Poor, Somewhat Poor, Fair, Good, Ex-
cellent

How clear were the chatbot’s responses in help-
ing you recognize possible symptoms of de-
pression?

5-point scale Poor, Somewhat Poor, Fair, Good, Ex-
cellent

Was the information provided by the chatbot
easy to understand and apply to your life?

5-point scale Poor, Somewhat Poor, Fair, Good, Ex-
cellent

To what extent did the chatbot’s answers offer
solutions that felt personal and tailored to you?

5-point scale Poor, Somewhat Poor, Fair, Good, Ex-
cellent

Were the chatbot’s suggestions helpful in im-
proving your mental health or well-being?

5-point scale Poor, Somewhat Poor, Fair, Good, Ex-
cellent

I would be completely happy to see this doctor
again.

3-point scale Yes, No, Indifferent

How would you rate your doctor today at as-
sessing your medical condition?

5-point scale Poor, Somewhat Poor, Fair, Good, Ex-
cellent

How would you rate your doctor today at ex-
plaining your condition and treatment?

5-point scale Poor, Somewhat Poor, Fair, Good, Ex-
cellent

How would you rate your doctor today at pro-
viding or arranging treatment for you?

5-point scale Poor, Somewhat Poor, Fair, Good, Ex-
cellent

How would you rate your doctor today at the
reliability of the diagnosis?

5-point scale Poor, Somewhat Poor, Fair, Good, Ex-
cellent

Table 5: Patient-Oriented Practical Assessment of the Help

Question Scale Options
How would you rate the politeness of the sys-
tem during the conversation?

5-point scale Poor, Somewhat Poor, Fair, Good, Ex-
cellent

To what extent did the doctor make you feel at
ease?

5-point scale Poor, Somewhat Poor, Fair, Good, Ex-
cellent

To what extent did the doctor engage in part-
nership building?

5-point scale Poor, Somewhat Poor, Fair, Good, Ex-
cellent

How would you rate the doctor’s behavior of
expressing caring and commitment?

5-point scale Poor, Somewhat Poor, Fair, Good, Ex-
cellent

How would you rate the doctor’s behavior of
encouraging patient participation?

5-point scale Poor, Somewhat Poor, Fair, Good, Ex-
cellent

To what extent did the doctor treat patient re-
spectfully and sensitively and ensure comfort,
safety, and dignity?

5-point scale Poor, Somewhat Poor, Fair, Good, Ex-
cellent

How would you rate the doctor’s behavior
of facilitating patient expression of emotional
consequences of illness?

5-point scale Poor, Somewhat Poor, Fair, Good, Ex-
cellent

How would you rate the doctor’s behavior of
showing interest in the patient as a person?

5-point scale Poor, Somewhat Poor, Fair, Good, Ex-
cellent

To what extent did the doctor express sympa-
thy and reassurance?

5-point scale Poor, Somewhat Poor, Fair, Good, Ex-
cellent

Did you feel heard and understood by the chat-
bot during the interaction?

5-point scale Poor, Somewhat Poor, Fair, Good, Ex-
cellent

Table 6: Patient-Oriented Practical Assessment of Empathy
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Question Scale Options
How would you rate the doctor’s behavior of
respecting patient statements, privacy and au-
tonomy?

5-point scale Poor, Somewhat Poor, Fair, Good, Ex-
cellent

How would you rate the doctor’s behavior of
eliciting patient’s full set of concerns?

5-point scale Poor, Somewhat Poor, Fair, Good, Ex-
cellent

How would you rate the doctor’s behavior
of eliciting patient’s perspective on the prob-
lem/illness?

5-point scale Poor, Somewhat Poor, Fair, Good, Ex-
cellent

How would you rate the doctor’s behavior of
asking open-ended questions?

5-point scale Poor, Somewhat Poor, Fair, Good, Ex-
cellent

How would you rate the doctor’s behavior of
explaining nature of the problem and approach
to diagnosis/treatment?

5-point scale Poor, Somewhat Poor, Fair, Good, Ex-
cellent

How would you rate the doctor’s behavior of
providing information resources and help pa-
tient evaluate and use them?

5-point scale Poor, Somewhat Poor, Fair, Good, Ex-
cellent

To what extent did the doctor elicit the past
medical history?

5-point scale Poor, Somewhat Poor, Fair, Good, Ex-
cellent

To what extent did the doctor elicit the past
family history?

5-point scale Poor, Somewhat Poor, Fair, Good, Ex-
cellent

To what extent did the doctor elicit the past
medication history?

5-point scale Poor, Somewhat Poor, Fair, Good, Ex-
cellent

To what extent did the doctor construct a sen-
sible differential diagnosis?

5-point scale Poor, Somewhat Poor, Fair, Good, Ex-
cellent

How would you rate the doctor’s behavior of
avoiding jargon and complexity?

5-point scale Poor, Somewhat Poor, Fair, Good, Ex-
cellent

To what extent did the doctor explain relevant
clinical information with structure?

5-point scale Poor, Somewhat Poor, Fair, Good, Ex-
cellent

How empathic was the doctor? 5-point scale Poor, Somewhat Poor, Fair, Good, Ex-
cellent

Table 7: Doctor-Oriented Practical Assessment of Specialty

Question Scale Options
How would you rate the doctor’s accuracy of
searching information?

5-point scale Poor, Somewhat Poor, Fair, Good, Ex-
cellent

How would you rate the doctor’s accuracy of
explaining relevant clinical information?

5-point scale Poor, Somewhat Poor, Fair, Good, Ex-
cellent

How would you rate the doctor’s accuracy of
exploring full effect of the illness?

5-point scale Poor, Somewhat Poor, Fair, Good, Ex-
cellent

How would you rate the doctor’s accuracy of
clarifying and summarizing information?

5-point scale Poor, Somewhat Poor, Fair, Good, Ex-
cellent

To what extent did the doctor understand the
patient’s problem?

5-point scale Poor, Somewhat Poor, Fair, Good, Ex-
cellent

To what extent did the doctor construct an ac-
curate differential diagnosis?

5-point scale Poor, Somewhat Poor, Fair, Good, Ex-
cellent

How close did the doctor’s differential diagno-
sis come to including the probable diagnosis
from the answer key?

5-point scale Poor, Somewhat Poor, Fair, Good, Ex-
cellent

Table 8: Doctor-Oriented Practical Assessment of Precision
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