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Abstract

Most LLM-driven conversational Al sys-
tems operate reactively, responding to user
prompts without guiding the interaction. How-
ever, many real-world applications—such as
psychiatric diagnosis, consulting, and inter-
views—require Al to take a proactive role, ask-
ing the right questions and steering conversa-
tions toward specific objectives. Using men-
tal health differential diagnosis as an appli-
cation context, we introduce ProAl, a goal-
oriented, proactive conversational Al frame-
work. ProAl integrates structured knowledge-
guided memory, multi-agent proactive reason-
ing, and a multi-faceted evaluation strategy, en-
abling LLMs to engage in clinician-style diag-
nostic reasoning rather than simple response
generation. Through simulated patient interac-
tions, user experience assessment, and profes-
sional clinical validation, we demonstrate that
ProAlI achieves up to 83.3% accuracy in men-
tal disorder differential diagnosis while main-
taining professional and empathetic interaction
standards. These results highlight the potential
for more reliable, adaptive, and goal-driven Al
diagnostic assistants, advancing LLMs beyond
reactive dialogue systems.

1 Introduction

The emergence of large language models (LLMs)
has revolutionized conversational Al, enabling in-
creasingly sophisticated human-machine interac-
tions. However, most current LLM applications
operate within a reactive paradigm—generating
responses to user prompts without actively guid-
ing the conversation (Adamopoulou and Moussi-
ades, 2020). While substantial research has focused
on optimizing these reactive capabilities through
prompt engineering, fine-tuning, and alignment
techniques (Liu et al., 2023a; Sahoo et al., 2024),
many real-world applications, including education
tutoring (Piro et al., 2024), mental health diagoni-
sis(Tu et al., 2024), and job interviewing(Cheong

et al., 2024), require Al systems capable of taking
initiative and steering conversations toward specific
objectives (Deng et al., 2023a; Lu et al., 2025).

Mental health differential diagnosis (DDx) is a
canonical setting for proactive Al systems. Facing
over 150 possible mental disorders, clinicians must
distinguish one mental disorder from others that
present with similar symptoms (First, 2013). Ac-
curate diagnosis relies on structured 45-90 minute
interviews, where clinicians strategically assess
symptom patterns, timing, severity, and life context,
akin to navigating a complex decision tree (Carlat,
2005; Nordgaard et al., 2013). This process de-
mands real-time reasoning and adaptive question-
ing to systematically narrow down potential diag-
noses, requiring at least 10 years of extensive train-
ing (Das, 2023; for Addiction and Health, 2025).
As a result, there is a severe specialist shortage,
limiting access to care (Thomas and HOLZER III,
2006; Butryn et al., 2017). This gap highlights the
urgent need for Al-driven diagnostic support.

However, current approaches to Al-assisted diag-
nosis face several critical challenges. First, existing
conversational Al systems lack the proactive rea-
soning capabilities needed to dynamically adjust
questioning strategies and guide diagnostic con-
versations (Tu et al., 2024). Second, traditional
approaches that frame diagnosis as multi-class clas-
sification struggle with the high dimensionality of
possible disorders and limited training data (Chang
et al., 2021; Schulte-Riither et al., 2023).

To address these challenges, we present ProAl, a
proactive conversational Al framework specifically
designed for mental health differential diagnosis.
Our approach introduces several key innovations:
(1) a multi-agent system where specialized agents
collaborate to facilitate proactive diagnosis, includ-
ing professional medical decision making and ac-
tive question generating agents. (2) a structured
knowledge-guided memory architecture that com-
bines long-term domain knowledge with short-term



contextual dialogue information to guide diagnos-
tic reasoning; and (3) a comprehensive evaluation
strategy encompassing both diagnosis accuracy and
patient experience, realized through simulated pa-
tient interactions, user experience assessment, and
professional clinical validation.

Our experimental results highlight the significant
diagnostic capabilities of the ProAl framework,
achieving over 80% diagnostic accuracy along with
high ratings for both user-friendliness and medical
proficiency. Furthermore, the integration of struc-
tured knowledge-guided memory demonstrates a
substantial improvement, significantly outpacing
existing knowledge-enhanced methods like RAG.
These results encompass three disorders and in-
clude over 60 potential differential diagnosis (DDx)
outcomes.

To the best of our knowledge, this work repre-
sents the first comprehensive framework for proac-
tive conversational Al in mental health diagnosis,
establishing a new paradigm for goal-directed diag-
nostic systems that combine structured knowledge,
dynamic reasoning, and empathetic interaction. In
sum, our contribution lies on:

e Multi-Agent Proactive Reasoning: We de-
velop a multi-agent system where specialized
agents collaborate to facilitate proactive diag-
nosis, including a question generation agent,
a context understanding agent, and an ac-
tion transition agent that ensures coherent and
goal-directed conversation flow.

Structured Knowledge-Guided Memory:
We introduce a long-term memory to store
structured domain knowledge and a short-
term memory to collect contextual informa-
tion, retrieve relevant diagnostic knowledge,
and dynamically guide questioning. Compre-
hensive evaluation demonstrate over 100% im-
provement in average compared to existing
knowledge enhancement paradigms.

e Multi-Faceted Evaluation Strategy: Our
framework integrates both objective and sub-
jective evaluation metrics, assessing diag-
nostic accuracy, conversation efficiency, per-
ceived helpfulness, and medical proficiency.
To address the high cost of human evaluation
in medical Al, we employ a three-tier vali-
dation approach, incorporating patient inter-
action simulation, user-level assessment, and
clinician-level validation.

2 Related Work on AI Solutions for
Differential Diagnosis

Traditional Al approaches to differential diagnosis
have treated mental health assessment primarily
as a classification task (Ahsan et al., 2022; Zhang
et al.,, 2024). While these approaches enable ef-
ficient initial screening, they lack the progressive
reasoning capabilities essential for psychiatric eval-
uation, where symptoms emerge gradually and
require careful contextual interpretation (Kanjee
et al., 2023). The challenges are compounded by
data scarcity—with over 150 recognized disorders
and strict privacy constraints, obtaining sufficient
training data remains impractical (Bakator and Ra-
dosav, 2018; Yan et al., 2022).

Recent advances in LLMs have sparked a shift
toward more interactive, dialogue-based diagnos-
tic approaches (Liao et al., 2023), but significant
challenges persist in both knowledge integration
and reasoning capabilities. While techniques like
fine-tuning, ICL, and RAG have been proposed
(Dong et al., 2024), they struggle to incorporate
the hierarchical diagnostic decision trees used by
clinicians (Lewis et al., 2020). Recent work has
explored memory structures for psychological con-
sultation (Lan et al., 2024) and LLM-based depres-
sion assessments (Lorenzoni et al., 2024), along
with general advances in LLLM reasoning through
techniques like Chain-of-Thought prompting (Wei
et al., 2022) and ReAct (Yao et al., 2023). However,
these approaches remain fundamentally reactive,
often failing to ask critical follow-up questions or
systematically rule out differential diagnoses (Liu
et al., 2023b), making it unsuitable for DDx.

3 Methodology: ProAl Framework for
Differential Diagnosis

In this section, we present the details of each com-
ponent in our ProAl framework.

3.1 Multi-Agent Proactive Reasoning
Workflow

In a typical mental disorder clinical interview, clin-
icians perform two key actions: formulating ques-
tions to comprehensively gather patient informa-
tion and assessing symptoms to make a diagnostic
evaluation. This motivates us to propose the multi-
agent proactive reasoning workflow that mirrors
this process by introducing two agents: a decision-
maker agent and a question-generator agent. To
enable proactive conversations in real-world scenar-
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Figure 1: The ProAl Framework for Proactive Clinical Reasoning. The ProAl framework consists of three key
components: a multi-agent proactive reasoning workflow, a structured knowledge graph, and a multifaceted
evaluation strategy. The reasoning workflow determines the actions to take based on the dialogue history and
generates corresponding questions based on those actions. Throughout this process, the structured knowledge
graph is leveraged to guide decision-making. Additionally, the multifaceted evaluation strategy is employed to
dynamically assess each round of conversation, ensuring ongoing refinement and effectiveness.

10s, these agents work in concert through a ReAct-
inspired (Yao et al., 2023) workflow where each
diagnostic iteration involves reasoning over the pa-
tient’s current state and determining the next action
(i.e. generating clarifying questions or transition-
ing to a new diagnostic subtopic), then generating
the corresponding question based on the action, as
illustrated in Fig. 1.

3.1.1 Decision-Maker Agent

The Decision-Maker follows a two-stage decision
process for each conversational turn, paralleling
the ReAct paradigm of “reason + act” (Yao et al.,
2023).

Stage 1: Knowledge Retrieval Given the cur-
rent node v, and the dialogue history D, the agent
retrieves relevant medical knowledge:

Kt:R<vC7D7G)7 (1)

where R(-) is a retrieval function that considers
both the node’s local context and its connected
nodes within the Decision Graph. By focusing on
directed links, the agent remains aligned with the
correct path, preventing unnecessary detours.

Stage 2: Action Prediction Using the retrieved
knowledge K; and the patient’s latest response 7,

the agent decides the most appropriate action:

at :P(KtaTt,D)a (2)

where a; € {met_criteria, not_met_criteria,
ask_more_questions, contradiction}. This parallels
the “act” step in ReAct, wherein the agent chooses
how to proceed based on reasoning outcomes. The
transition function 7" then updates the current node:

Vi1 = T(ve, ar, G), 3)

moving to the next node, re-checking the current
node, or backtracking if contradictions arise. This
loop continues until the agent reaches a leaf node
containing a final diagnostic conclusion.

3.1.2 Question-Generator Agent

After determining the action, the Question-
Generator agent formulates the next diagnostic
question:

“)

In practice, the question-generation function
Q(+) balances three factors:

gt+1 = Q(vt+1,at, D)~

Q = f(cey1, he, 8t), 5



where c;41 is the next diagnostic criterion to
be evaluated, h; is the conversation history, and
s¢ 1s the semantic context. By integrating these
elements, the Question-Generator agent ensures
that each question remains both clinically relevant
and conversationally coherent, driving the dialogue
toward a precise and efficient diagnosis.

3.2 Structured Knowledge-Guided Memory

To empower LLMs as decision-maker agents or
question-generator agents, a critical requirement is
the integration of long-term memory (LTM), for ef-
fective decision-making and question formulation
depend on a deep understanding of professional
knowledge and careful consideration of the dia-
logue history.

3.2.1 Prompting Paradigms for Knowledge
Enhancement

Based on how background information and dia-
logue history are utilized, we categorize existing
prompting techniques into three distinct knowledge
enhancement paradigms: Knowledge Free Prompt-
ing (KFP), Textual Knowledge Enhanced Prompt-
ing (TKEP), and Structured Knowledge Enhanced
Prompting (SKEP). We present the summary of
each paradigms in Table 1 and the detailed imple-
mentation algorithm in Appendix D.

Knowledge Free Prompting: KFP represents the
straightforward approaches, where the LLM relies
solely on its pre-trained knowledge. Formally,

p(r| B, D), (6)

where B is background context and D is dia-
logue history.

Representative KEP methods like direct prompt-
ing or zero-shot CoT may perform well in open-
domain tasks, but maybe inadequate for knowledge
intensive tasks like DDx, where the specific pro-
fessional knowledge is required to ensure precise
medical diagnose.

Textual Knowledge Enhanced Prompting: TK-
EP represents a category of methods that integrate
the external knowledge K into prompts. Formally,

p(r|B,D, K), )

External knowledge K can be sourced via mech-
anisms like ICL (Brown et al., 2020) (embedding
task-specific examples) or RAG (Lewis et al., 2020)
(retrieving documents from an external knowl-
edge base through query/dialogue context). Such

methods enhance the performance on knowledge-
intensive tasks by expanding the LLM’s domain
expertise. However, they may lack the hierarchi-
cal structure necessary to establish relationships
between different medical concepts, making them
insufficient for diagnostic tasks that require clear
and systematic reasoning.

Structured Knowledge Enhanced Prompting:
SKEP represents a prompting approach that goes
beyond simple knowledge integration by encod-
ing the structured relationships between relevant
knowledge, enabling more systematic and context-
aware reasoning. Formally, we denote this structure
as vectors of knowledge K:

p(r| B,D,K), (8)

where K represents not just raw facts but a
knowledge graph (KG) with directional edges that
define a task-oriented agenda (Edge et al., 2024).
This structured representation ensures a systematic
and clinically grounded diagnostic process.

3.2.2 Structured Knowledge-Guided Memory
for Medical Diagnose

In medical diagnostic tasks, we construct the
structured knowledge K by gathering intercon-
nected diagnostic criteria and clinical guidelines,
incorporating directed links that capture logical
or causal relationships between different criteria
(e.g., “if substance use is reported, investigate
substance-induced disorders before conclud-
ing major depression”). Specifically, we encodes
medical knowledge in a binary-tree structure. For-
mally,

G=(V,ET), €))

where V is a set of nodes, F is a set of directed
edges linking these nodes, and 7" is the set of pos-
sible transitions, { left, right, stay, back}. Each
node v; € V comprises:

V; = {Ciaqivdi}a (10)

where c¢; is a diagnostic criterion, g; represents
query templates relevant to that criterion, and d;
stores local decision rules for handling transitions.
Essentially, this graph serves as a directed knowl-
edge structure, guiding the diagnostic flow step
by step (see Appendix B for an example). The
directionality ensures that once a criterion is as-
sessed, the agent can proceed to the appropriate



Table 1: Summary of three knowledge-enhanced prompting paradigms.

Paradigm

Description

Examples

Knowledge-Free Prompting

A prompting approach that relies solely on the model’s pretrained knowledge

Direct Prompting,

(KFP) without incorporating external information or domain-specific knowledge bases. Zero-shot CoT

Textual A prompting method that augments instructions with relevant external or

Knowledge-Enhanced domain-specific knowledge, presented in an unstructured format, to improve ICL, RAG

Prompting (TKEP) response accuracy and relevance.

Structured A sophisticated prompting approach that incorporates domain knowledge

Knowledge-Enhanced organized in structured formats (e.g., knowledge graphs, hierarchical relationships, =~ Knowledge Graph RAG
Prompting (SKEP) decision trees) to enable systematic reasoning and maintain logical dependencies.
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Figure 2: Comparison of three knowledge enhancement methods in medical diagnosis. (a) The knowledge-
free approach relies solely on pretrained knowledge. (b) The textual knowledge approach incorporates domain
information but lacks structured guidance. (c) The structured knowledge approach enables systematic traversal of

diagnostic criteria.

subsequent node, systematically ruling in or ruling
out conditions.

By integrating a directional KG into the prompt,
SKEP ensures that the LLM follows a well-defined
flow of inquiry, systematically traversing the rele-
vant decision pathways to reach the appropriate di-
agnostic outcome. This directed structure emulates
the approach of a clinician following a standard
diagnostic tree—such as the one recommended in
official clinical guidelines—thereby reducing the
risk of missed criteria or irrelevant questioning.

3.3 Multifaceted Evaluation Strategy

Traditional evaluation strategies often prioritize
diagnostic accuracy (or AUC) (Xue et al., 2024;
Demetriou et al., 2020), while neglecting patient
experience (Robertson et al., 2023) and the rigor of
medical reasoning behind the diagnosis (Antoniou
et al., 2022; Kerz et al., 2023). This narrow fo-
cus limits our understanding of the broader impact
of Al-driven diagnostic systems. To address this,
we propose a multifaceted evaluation strategy that
integrates both objective and subjective metrics,

DR TR T

Simulated BroAl Real
User User
Simulated Interaction Real Interaction

Tier 1 Tier 2
Doctor-Patient User Experience
Interaction Simulation| Evaluation

[~ Tier 3
Doctor

Docor Evaluation

all Spec. Help.
DDx-ACC Prec. Emp.

Figure 3: Three-tier Evaluation Framework. Tier 1
uses Al patient simulation to assess diagnostic accuracy
(CN-Recall, DDx-ACC). Tier 2 involves human patient
actors to evaluate user experience (Help., Emp.). Tier 3
engages medical professionals to assess clinical validity
(Spec., Prec.).

providing a holistic assessment of Al diagnostic
performance. See Fig. 3. Further details on the
evaluation methodology can be found in Appendix
E.

Doctor-Patient Interaction simulation: The goal
of this evaluation is to measure ProAl’s diagnos-
tic performance after multi-turn diagnostic conver-



sations. Traditional methods often rely on one-
shot evaluation on static datasets such as medical
case databases and clinical trials, which fail to cap-
ture the dynamic, adaptive nature of real diagnos-
tic conversations (Sommers-Flanagan, 2016; Tu
et al., 2024). While real patient interactions with
ProAl would be ideal, ethical concerns, privacy
constraints, and logistical challenges make this ap-
proach impractical (MacKinnon et al., 2015).

Inspired by Wu et al. (2023, 2024), we simu-
late patient interactions using an LLM agent that
represents a patient with a specific mental disorder,
exhibiting clinically informed symptomatology and
behavior (see Appendix C for setup). Without prior
knowledge of the disorder, ProAl engages in multi-
round conversations to diagnose the patient. Its
final diagnosis is compared to the ground-truth con-
dition assigned to the patient agent via two metrics:

1) Critical Node Recall (CN-Recall), which mea-
sures the system’s thoroughness in assessing essen-
tial diagnostic criteria:

Npred N Ncm’tical

N Il =
CN_Reca N

an

where V.4 represents the criteria nodes assessed
by the agent and N.,j;icq; denotes the ground truth
critical nodes.

2) Differential Diagnosis Accuracy (DDx-ACC),
which evaluates the system’s ability to reach correct
diagnostic conclusions while properly ruling out
alternative conditions.

D correct

Dtotal

DDx_ACC = (12)
where D orrect 1S the number of correct diag-
noses, and D, is the total test cases.
User Experience Evaluation: This evaluation en-
sures a positive patient experience, allowing pa-
tients to express their true feelings during clinical
interviews, enhancing diagnostic accuracy while
minimizing potential harm (Vermeeren et al., 2010).
We assess two key dimensions critical for patient
experience (Deng et al., 2023b; Tu et al., 2024):
Helpfulness (Help.), which measures the effective-
ness of the agent’s medical consultation, and Em-
pathy (Emp.), which evaluates its ability to demon-
strate understanding and build rapport. A demo
system (see Appendix E) was developed, and 10
users were assigned predefined patient roles. After
up to 40 rounds of interaction, users rated their ex-
perience using a S-point Likert scale adapted from
(King and Hoppe, 2013).

Doctor Evaluation: This evaluation ensures that
diagnostic decisions are based on rigorous medical
reasoning. Following the literature (Tu et al., 2024),
we assess two key metrics: Specialty (Spec.),
which evaluates clinical quality, coherence, and
adherence to professional guidelines, and Precision
(Prec.), which measures the accuracy and speci-
ficity of differential diagnoses to minimize misdi-
agnosis and optimize treatment. To achieve this, 3
medical professionals with 8 years of experience
on average reviewed conversation transcripts and
completed a 5-point Likert scale assessment us-
ing rating scales adapted from Dacre et al. (2003),
ensuring alignment with established medical stan-
dards.

4 Experiment and Results

4.1 Experimental Setup

We evaluate the effectiveness of ProAl by con-
duct DDx on three types of disorders: depres-
sion, bipolar and anxiety. We try five LLMs
in the ProAl framework, including “gpt-4o0”,
“claude-3.5-sonnet”, “mistral-large”, “qwen2.5-
72b”, and “deepseek-r1-70b” (OpenAl et al., 2024;
Bai et al., 2023; Anthropic, 2023; Jiang et al., 2023;
DeepSeek-Al et al., 2025), with a generative tem-
perature of 0.6—a setting that has demonstrated su-
perior instruction-following and diverse language
capabilities. In knowlegde base construction, the
structured knowledge graph is constructed through
DSM-5 DDx decision trees which clinicians follow
in real practice (First, 2013). In the doctor-patient
interaction simulation, we gather 113 case of pa-
tients from Kangning Dataset with modification
(Mao et al., 2023), and the simulated patient is
based on the “mistral-large” model with a tempera-
ture of 0.2, chosen for its stability and fairness.

4.2 Results and Analysis
4.2.1 Overall Performance of ProAl

ProAl reaches comparative performance. As
shown in Table 2, the highest overall diagnostic
accuracy (DDx-ACC) across the three mental dis-
order types is 83.3%, 73.3%, and 80.0%. Fur-
thermore, incorporating different LLMs further en-
hances diagnostic accuracy, achieving optimal per-
formances of 87.5%, 86.7%, and 97.2%. This high-
lights the strong capability of the ProAl framework
in conducting real-world mental health diagnoses.



Table 2: Performance of knowledge integration methods across various mental health diagnoses with GPT-4o0.

Task Memory Type Prompt Type CN-Recall DDx-ACC Help. Emp. Spec. Prec.
Random Guess N/A N/A 0.040 N/A NA NA NA
KFP Direct Prompting N/A 0.256 0.487 0.275 0.415 0.430
Depression TKEP ICL 0.466 0.280 0.395 0.150 0.483 0.642
TKEP RAG 0.235 0.250 0.474 0.275 0.488 0.662
SKEP Graph-RAG 0.983 0.833 0.671 0.650 0.673 0.679
Random Guess N/A N/A 0.063 N/A  N/A NA NA
KFP Direct Prompting N/A 0.293 0.606 0.500 0.453 0.591
Bipolar  TKEP ICL 0.721 0.427 0.500 0.425 0.469 0.590
TKEP RAG 0.739 0.400 0.592 0.538 0.412 0.484
SKEP Graph-RAG 0.769 0.733 0.671 0.650 0.673 0.642
Random Guess N/A N/A 0.038 N/A N/A NA N/A
KFP Direct Prompting N/A 0.400 0.632 0475 0.386 0.377
Anxiety  TKEP ICL 0.517 0.360 0.447 0.250 0479 0.642
TKEP RAG 0.292 0.480 0.579 0.450 0.412 0.430
SKEP Graph-RAG 0.942 0.800 0.763 0.775 0.673 0.697

Table 3: Comparison of different LLMs on mental health diagnose efficiency. Each model was evaluated using the
ProAl framework with SKEP memory and Graph-RAG prompting. Bold numbers indicate best performance.

Task LLM Type CN-Recall DDx-ACC Help. Emp. Spec. Prec.
Deepseek-r1:70b 0.956 0.833 0.842 0.838 0.633 0.750
Qwen2.5:72b 0.934 0.875 0.790 0.850 0.624 0.752

Depression GPT-40 0.983 0.833 0.671 0.650 0.673 0.679
Claude-3.5-sonnet 0.551 0.625 0.724 0.675 0.824 0.805
Mistral-Large 0.939 0.875 0.579 0.613 0.683 0.624
Deepseek-r1:70b 0.839 0.667 0.869 0.838 0.633 0.732
Qwen2.5:72b 0.867 0.733 0.803 0.800 0.633 0.752

Bipolar GPT-40 0.769 0.733 0.671 0.650 0.673 0.642
Claude-3.5-sonnet 0.836 0.600 0.856 0.913 0.809 0.734
Mistral-Large 0.757 0.867 0.842 0.850 0.683 0.642
Deepseek-r1:70b 0.951 0.760 0.763 0.675 0.633 0.750
Qwen2.5:72b 0.920 0.972 0.763 0.825 0.633 0.699

Anxiety GPT-40 0.942 0.800 0.763 0.775 0.673 0.697
Claude-3.5-sonnet 0.928 0.680 0.816 0.825 0.809 0.805
Mistral-Large 0.899 0.840 0.737 0.725 0.683 0.642

4.2.2 Effectiveness of Knowledge Integration
Methods

SKEP enhances diagnostic accuracy in mental
health assessment. While basic knowledge inte-
gration offers incremental improvements over the
random baseline, SKEP within ProAl achieves sig-
nificant performance gains across all conditions.
Notably, its higher CN-Recall scores in bipolar dis-
order cases suggest that SKEP’s structured knowl-
edge graph enhances symptom evaluation while
ensuring adherence to clinical protocols (see Ta-
ble 2).

SKEP also enhances the user experience. For de-
pression diagnosis, SKEP excels in both objective
metric (CN-Recall: 0.983, DDx-ACC: 0.833) and
user experience (Help.: 0.671, Emp.: 0.650), sur-
passing TKEP variants (Help.: 0.395-0.474, Emp.:
0.150-0.275). Surprisingly, the integration of struc-

tured knowledge not only improves diagnostic ac-
curacy but also makes the model sound more help-
ful and empathetic. This is crucial for fostering
deeper connections with patients, enhancing trust,
and improving the overall user experience.

Overall, as shown in Fig. 4a, SKEP emerges
as the most well-rounded knowledge integration
method, excelling across both objective and subjec-
tive metrics.

4.2.3 Effectiveness of Different Models

Performance trade-off exists for different LLMs.
Benchmarking various LLMs integrated with
SKEP (Fig. 4b, Table 3) reveals diverse perfor-
mance profiles, highlighting distinct patterns of
model specialization across depression, bipolar dis-
order, and anxiety diagnoses. A clear trade-off
emerges between diagnostic performance and in-
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teraction quality. Claude 3.5 excels in specialty
and empathy, making it particularly well-suited for
patient interactions. Qwen2.5 and Mistral achieve
high diagnostic accuracy while maintaining moder-
ate user experience scores. DeepSeek-rl strikes
a balance between both aspects, achieving the
highest helpfulness ratings (Help.: 0.842-0.869)
while maintaining strong diagnostic accuracy, par-
ticularly in depression cases (DDx-ACC: 0.833).
Meanwhile, GPT-40 demonstrates great Critical
Node recall (CN-Recall: 0.983 for depression),
underscoring its strength in symptom evaluation.
However, its variability across other metrics sug-
gests potential limitations.

Combining different LL.Ms mitigates this per-
formance trade-off: A promising approach to ad-
dressing the trade-off between objective and sub-
jective performance metrics in LLMs is a hybrid
system. As shown in Fig. 4c, the "Two Agents
Mixed" configuration—combining Mistral’s di-
agnostic precision with Claude’s communication
strengths—achieves a better balance between ac-
curacy and user experience. By separating diag-
nostic reasoning from patient communication, this
architecture represents a significant advancement,
underscoring the importance of thoughtful design
and strategic model selection in optimizing clinical
Al systems.

5 Conclusion

This paper introduces ProAl, a novel framework
for proactive conversational diagnosis that ad-
dresses fundamental challenges in Al-assisted men-
tal health assessment. By combining structured

domain knowledge with dynamic conversation
management, our approach achieves significant
improvements in differential diagnostic accuracy
while maintaining high standards of professional in-
teraction. The framework’s effectiveness is demon-
strated through comprehensive evaluation across
multiple dimensions, showing particular strength in
critical diagnostic criteria coverage and systematic
symptom assessment. Our findings suggest that
structured knowledge integration and specialized
agent roles represent promising directions for de-
veloping more reliable and empathetic Al-assisted
diagnostic systems.

6 Limitations

While our ProAl framework demonstrates strong
performance in mental health differential diagno-
sis, several limitations merit consideration. First,
our evaluation focused on three common psychi-
atric disorders; future work should expand to a
broader range of conditions and more variety of
tasks (such as business consulting, job interview,
education, etc) to validate generalizability. Second,
while our simulated patient interactions provide
valuable insights, extended clinical trials with real
patients would further validate the system’s prac-
tical utility. Additionally, the current implemen-
tation requires manual construction of knowledge
graphs for each diagnostic domain, which could
be automated through the future development of
knowledge extraction techniques.
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A Experiment Setup

A.1 LLM check-points

In this study, the LLM check-points we adopted up
to the lastest version in February 2025 including:

° lvgpt_40n

"claude-3.5-sonnet"

"mistral-large-latest" (offered by MistralAl
API access)

"qwen2.5-72b" (powered by Ollama ')

"deepseek-r1-70b" (Ollama version, distilled
llama3.3-70b-instruct)

A.2 Hardware Infrastructure

Our experiments were conducted on a computing
infrastructure equipped with the following hard-
ware:

* GPU: 2 NVIDIA RTX A6000

* CPU: AMD Ryzen Threadripper PRO
5975WX

* RAM: 4x64GB DDR4 3200MHz RDIMM
ECC Memory

* Storage: 6TB, M.2, PCle NVMe, SSD, Class
40

B Structured Knowledge Graph

B.1 DSM-5 DDx Decision Tree

In this study, the structured knowledge graph origi-
nated from DSM-5-TR® Handbook of Differential
Diagnosis (First, 2013) with modification. An ex-
ample of original DDx decision tree for depression
is shown as Fig. 5. This decision defines a common
procedure for a clinician to conduct DDx when
interviewing patients. It defines the critical topic
that must be assessed and its main criteria. The
structured knowledge graph is modified from these
type of decision trees.

B.2 Example of Constructed SKGs

In this study, the DSM-5 DDx decision tree has
been converted to binary tree style via bigtree
Python package. In each node, it contains the node
name (abbreviation which describes the topic),
path (sequential information; structured knowledge

"https://ollama.com/
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graph), and description (contains the modified de-
scription of criteria which help LLM to make deci-
sions). An example of such structured knowledge
graph is shown in Fig.6.

C Prompts

C.1 KFP

In KFP, the objective is given to the doctor agent.
In each turn of the conversation, the agent asks
the patient one diagnostic question until the agent
believes that it can conduct a confident diagnosis.
All the possible outcomes from the tested disorder
are proved as labels for the agent as a reference. For
instance, for depressed mood, all the 25 possible
outcome of depressed mood DDx are provided as
class labels. Therefore, in essence, this is simply a
multi-turm zero-shot classification.

C.2 TKEP

In the TKEP memory setting, a similar multi-turn
conversation is required to complete the diagnosis.
However, this time, besides the possible outcome
class labels, the descriptions of the critical nodes
are exposed to the agent as external knowledge.
In ICL, the entire knowledge graph without struc-
ture is provided to the agent as a reference, whose
prompt is shown as follows:

System Message: You are a psychiatrist
tasked with conducting differential diagno-
Keep asking
questions until the objective is met. DO
NOT propose treatment plans. The final
diagnostic labels will be provided. Avoid
repeating questions and irrelevant informa-
tion.

Human Message: Required Response For-
mat: <Response>Ask necessary questions
to help with diagnosis.</Response> <Fi-
nal_Decision>Provide final diagnosis or
None if not ready.</Final_Decision>

Now, please proceed with the interview:
The final diagnostic labels are {diag-
nostic_labels}, the patient responded:
{patient_response},  Dialogue history:
{st_memo). Do not ask repeated questions.

sis via clinical interviews.

As for RAG, instead of exposing the entire un-
structured knowledge graph to the agent, only the
portion which is relevant to the patient’s current
response is exposed (determined by semantic sim-

ilarity; langchain_chroma vector store 2), whose
prompt is shown as follows:

System Message: You are a psychiatrist
conducting differential diagnosis through
clinical interviews. Use the provided crite-
ria to guide the diagnosis. Avoid repeating
questions and irrelevant information.
Human Message: Required Response
Format: <Response>Ask necessary ques-
tions to help with diagnosis.</Response>
<Knowledge_Used>Return the knowledge
node used with a binary indicating if
criteria are met.</Knowledge_Used>
<Reason>Provide reasoning for deci-
sion.</Reason> <Final_Decision>Provide
final diagnosis or None if not
ready.</Final_Decision>

Now, please proceed with the interview:
The final diagnostic labels are {diag-
nostic_labels}, the patient responded:
{patient_response},  Dialogue history:
{st_memo}, Do not ask repeated questions.
Assessment criteria: {criteria).

2https://python.langchain.com/api_reference/
core/vectorstores/langchain_core.vectorstores.
base.VectorStoreRetriever.html


https://python.langchain.com/api_reference/core/vectorstores/langchain_core.vectorstores.base.VectorStoreRetriever.html
https://python.langchain.com/api_reference/core/vectorstores/langchain_core.vectorstores.base.VectorStoreRetriever.html
https://python.langchain.com/api_reference/core/vectorstores/langchain_core.vectorstores.base.VectorStoreRetriever.html

BPIIPSYC

MDDPDDPSYC

DEPEPS_HALL

Figure 6: Structured knowledge graph for depressed mood.

System Message: You are a psychiatrist
conducting differential diagnosis using clin-
ical interviews. Use the provided context to
assist with the diagnosis. Avoid repeating
questions and irrelevant information.
Human Message: Required Response
Format: <Response>Ask necessary ques-
tions to help with diagnosis.</Response>
<Knowledge_Used>Return the knowl-
edge node used with a binary indi-
cating if criteria are met based on
context.</Knowledge_Used> <Rea-
son>Provide  reasoning  for  deci-
sion.</Reason> <Final_Decision>Provide
final  diagnosis or None if not
ready.</Final_Decision>

Now, please proceed with the interview:
The final diagnostic labels are ({diag-
nostic_labels}, the patient responded:
{patient_response},  Dialogue history:
{st_memo}, Do not ask repeated questions.
Assessment criteria:  {criteria). The
relevant context is {context}.

C.3 SKEP

In SKEP, or ProAl framework, there are two
critical stages involved in each turn, including
decision-making and question-generation. The
decision maker is asked to based on the struc-
tured knowledge graph, out of four possible ac-
tions met_criteria, not_met_criteria, more_details,
contradiction, what should be the most appropriate
decision based on the patient’s current response.
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The decision maker’s prompt is shown as follows:

System Message: You are a psychiatrist
evaluating patient responses based on pro-
vided medical topics and dialogue. Your
task is to assess if the patient meets spe-
cific criteria, needs further investigation, or
contradicts previous information.

Human Message: Select ONE of the fol-
lowing actions:

1) met_criteria: Choose when the pa-
tient clearly meets the current criteria. 2)
not_met_criteria: Choose when the patient
clearly does NOT meet the criteria. 3)
ask_more_detail: Choose when more infor-
mation is needed. 4) detect_contradiction:
Choose when the patient’s response contra-
dicts previous information.

Required Response <Rea-
son_for_Action>Explain your decision
based on the conversation, criteria, and
any contradictions.</Reason_for_Action>
<Action>Selected action</Action>

Now, please evaluate the conversation: Di-
alogue: {st_memo}, Current Node: {node},
Patient Response: {patient_res).

Format:

Once the decision maker determines an action,
the question generation agent would determine the
most appropriate diagnostic question to ask based
on the current topic (or next topic). The prompt is
shown as follows:



Algorithm 1 Knowledge-Free Prompting (KFP)

Require: Patient’s initial complaint C'
Require: Dialogue history H
1: Initialize dialogue history H < ()
2: while not session_end do

3: A + AssessSymptom(n, H) > Met,
NotMet, MoreDetails, Contradiction
4: () <+ GenerateQuestion(C, H, A) >
Generate based on pretrained knowledge
5: R + GetPatientResponse(Q)
6: H«+ HU{Q, R}
7: if sufficient_information then
8: D + MakeDiagnosis(H)
9: return D
10 end if

11: end while

System Message: You are a psychiatrist
responding to the patient based on their re-
sponses, previous conversations, the current
node criteria, and peer actions. Smartly
apply empathy but avoid unnecessary grati-
tude. If the patient has provided sufficient in-
formation, begin asking closed-ended ques-
tions to move the process forward.

Human Message: Your actions should be
based on: 1. Current conversation 2. Previ-
ous conversation summary 3. Current node
description 4. Peer’s action on the patient’s

response
Required Response Format: <Re-
sponse>Provide  your response to
the patient.</Response> <Rea-

son_for_Response>Justify your response
based on the action, patient’s response, and
node description.</Reason_for_Response>
Now, please respond to the patient: Dia-
logue: {st_memo}, Current Node: {node},
Patient Response: {patient_res}, Peer’s ac-
tion: {action).

\. J

D Algorithms

E Evaluation

E.1 Simulated Patient

In the doctor-patient interaction simulation, the pa-
tient is also powered by LLMs with predefined
stories. These stories originate from anonymized
real experiences from past patients of the clinician
and are synthesized by LLM based on a set of pre-

16

Algorithm 2 Textual
Prompting (TKEP)

Require: Patient’s initial complaint C
Require: Dialogue history H
Require: Knowledge base K
medical knowledge
1: Initialize dialogue history H < ()
2: while not session_end do
Kieievant < RetrieveKnowledge(K, C,
H)
A + AssessSymptom(n, H)
NotMet, MoreDetails, Contradiction
Q < GenerateQuestion(C,
Krelevant’A)
R < GetPatientResponse(Q))
H«+ HU{Q,R}
if sufficient_information then
D <+ MakeDiagnosis(H, K ¢jevant)
return D
end if
: end while

Knowledge-Enhanced

> Unstructured

> Met,

H,

defined basic information. This method is inspired
by Wuetal. (Wuet al., 2023, 2024), who generated
mock patients from background information. To
constructive patient stories, the following prompt
is constructed:

System Message: You are a patient visit-
ing a psychiatrist. Please conduct a role-
playing session as this patient based on the
following information.

Human Message: Right now, we are talk-
ing about {name} symptom, which is {de-
scription}. You {has_description} this symp-
tom. Please make up a personal story about
your symptom. Be natural and honest. Use
a paragraph of fewer than 100 words. Be
natural and consistent with your previous
stories {st_memo} to make it more coher-
ent. Only output the story relevant to the
current symptom based on the description,
and DO NOT REPEAT WHAT YOU SAID
IN THE PAST. Only output the story without
any extra words.

The predetermined critical paths (see Fig. 6) with
descriptions are given to the LLM during the story
generation. An example of such a generated story
is shown in Table 4.



Algorithm 3 Structured Knowledge-Enhanced
Prompting (SKEP)

Require: Patient’s initial complaint C

Require: Dialogue history H

Require: Knowledge graph G
diagnostic criteria

> Structured

1: Initialize dialogue history H < ()
2: Initialize current node n < RootNode(G)
3: while not session_end do
4: A + AssessSymptom(n, H) > Met,
NotMet, MoreDetails, Contradiction
5: if A = MoreDetails then
6: Q) + GenerateQuestion(n, H,A)
7: R <+ GetPatientResponse(Q))
8: H«+ HU{Q, R}
9: else
10: n < TransitionNode(G, n, A) >
Follow graph structure
11: if IsLeafNode(n) then
12: D + GetDiagnosis(n)
13: return D
14: end if
15: end if
16: end while

In the simulated interaction, the Al patient and
ProAl are asked the interact with each other with
different objectives, where the patient aims to an-
swer doctor’s question based on the predefined sto-
ries while the doctor is trying to smartly extract
those information through interaction. An exam-
ple of such simulated interaction is illustrated as
follows:
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"Doctor: Hi there. I am Dr. ProAl. What
can [ do for you today?",

"Patient: Hi Dr. ProAl. I’ve been feeling
really down for a while now. Ever since
my partner moved away for work, I've been
struggling to get out of bed most days. Ev-
erything feels heavy, and I can’t seem to
enjoy things like I used to.",

"Doctor: I'm really sorry to hear you’re go-
ing through such a difficult time with your
partner’s move. That kind of separation can
be really challenging. Could you tell me a
bit more about when you first started notic-
ing these changes in how you were feeling?
Was it right after they moved, or did it de-
velop gradually?",

"Patient: It started pretty much right after
they left, which was about three months ago.
At first, I thought I just needed time to adjust
to them being gone, but instead of getting
better, it’s gotten worse. The first week was
hard, but I could still function. Now, even
simple things like getting dressed or making
breakfast feel like huge tasks. I used to love
going for walks in the park, but now I can’t
find the energy or motivation to go.",
"Doctor: I appreciate your honesty about
how you’re feeling. It’s completely un-
derstandable to feel lonely and sad when
someone important moves away. I notice
you’ve been experiencing these feelings for
a while - could you help me understand how
long you’ve been dealing with these emo-
tional difficulties since your partner moved
away?",

"Patient: It’s been about three weeks now,
since my partner moved away. That’s when
these feelings of sadness and loneliness
started. I haven’t dealt with anything like
this before - it’s just been since they left.

E.2 User Experience Evaluation
Questionnaires

Table 5 and Table 6 show the table. Fig. 7 include
UI example.For a mental health-oriented system, it
is essential to consider user experience when inter-
acting with the Al doctor during the design process.
Therefore, patient evaluations of the system must
be taken into account when developing assessment



Node Met_Criteria

Description

Patient_Story

ask patient necessary ice-
breaking questions (such as
what’s the purpose of visit or
any necessary question to make
patient feel comfortable and
build connections; these are not
related to the symptoms and it is
only for ice-breaking) to initiate
the interview. The criteria is met
when the patient has depressed
mood

"I’'ve been feeling really low
lately, especially since my part-
ner moved away for work. Some
days, I struggle just to get out of
bed, and it feels like there’s this
heavy cloud over me all the time.
It’s hard to remember the last
time I genuinely enjoyed some-
thing, like when I used to love
going for walks in the park."

The criteria are met if the pa-
tient has experienced one or more
major depressive episodes with-
out any history of manic or hy-
pomanic episodes. The decision
should be based on an overall as-
sessment of the severity of these
aspects, considering the patient’s
responses across all areas (not
all aspects need to be abnormal).
The duration of symptoms should
be explicitly asked and confirmed
as lasting at least 2 weeks before
making a final decision. Be really
cautious when making the deci-
sion!

"Since my partner moved
(around 3 weeks ago), I've
found myself losing interest in
everything I used to love, like
our weekend movie marathons.
It’s been about three weeks
now, and I have trouble sleeping
through the night; I wake up
feeling drained and unmotivated.
I often have thoughts that I’'m not
good enough, and there are days
when I can’t even concentrate
on simple tasks like reading or
cooking. Even the thought of
eating feels like a chore, and I've
lost quite a bit of weight because
of it. The sadness just lingers,
and I can feel it suffocating me."

MDDROOT True
DEPEPS True
DEPEPS_HALL False

The criteria are met if the patient
acknowledges having a history of
delusions or hallucinations.

"I don’t have any history of delu-
sions or hallucinations. Every-
thing feels very real to me, even
if it’s muddled by my sadness. I
just find it difficult to see things
clearly since my partner left; it’s
more of an emotional burden
than anything else."

DEPEPS_HALL_DUR False

The criteria are met if the patient
explicitly reported a duration of
the depressive episode lasting 2
years or longer. The duration
should be explicitly asked

"I’ve been feeling this way since
my partner moved away about
three weeks ago, and it’s been re-
ally tough. I haven’t experienced
these feelings for years or any-
thing like that. It’s just been a
recent change, and I'm still try-
ing to figure out how to cope with
it all."

MDD True

Major depressive disorder

Table 4: Sample patient story
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scales. As a medical assistant, a critical metric
is whether patients can receive meaningful health-
care support through the system, encompassing
both diagnostic and intervention aspects. Addition-
ally, given the unique nature of mental health, it
is crucial that patients feel psychological comfort
during their interactions. Consequently, the sec-
ond key metric is the perceived empathy of the
system. Based on these considerations, there are
two evaluation scales.

E.3 Doctor Evaluation Questionnaires

Table 7 and Table 8 show the table. Fig. 7 in-
clude UI example. As a system in the medical
domain, the specialty and accuracy of its gener-
ated content are essential evaluation criteria. Spe-
cialty assesses whether the generated content aligns
with established medical knowledge, while accu-
racy evaluates the system’s diagnostic strategy and
whether the sequence of generated content adheres
strictly to professional clinical procedures. Based
on these two criteria, separate evaluation scales are
designed.
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Diagnostic Conversation with Dr. LGSU

Doctor: Hi there. | am Dr. LGSU. | am a Al doctor copilot to
help the doctors collect some infomation about your situations.
You can feel free to tell me about your real thoughts, ask me
any question or clarifications :) What can | assist you for
today?

You: Hi doc

Doctor: Hello! Thank you for being here today. I'm here to help
and provide a safe space for you to share whatever's on your
mind. How has your day been going so far? I'd love to hear
what brings you in to talk with me today.

You: | .. | actually dont feel really well.
Doctor: | can hear that you're going through a difficult time, and
it takes courage to acknowledge that. Sometimes just taking
the step to talk to someone is the hardest part, and you've
already done that. Would you like to tell me a bit more about
what's making you feel unwell? I'm here to listen without
judgment.

You: | lose my job recently

Doctor: I'm really sorry to hear about your job loss. That must
be incredibly challenging to deal with. Job losses can affect us

Type your response here

Back to Home Page

Node Actions

° Thought: | am not sure, | need to ask
for more details

Diagnosis Procedure

. 4
oo

& -

‘ . M‘R
v

oo

DE‘

Figure 7: Example of user-interface for user evaluation.

Sample Viewer

Loaded file: case8.json

“conversations"s [

“Hi there. I am Dr. LGSU. What can I do for you today?",

“Patient: Hi Dr. LGSU. I've been feeling really down for a
while now. Ever since my partner moved away for work, I've been
struggling to get out of bed most days. Ev:rythmg feels heavy, and
I can't seem to enjoy things like I used t

"Doctors T'a réally Sorry to hear you're going through such a
difficult time with your partner's move. That kind of separation
can be really challenging. Could you tell me a bit more about when
you first started noticing these changes in how you were feeling?
Was it right after they moved, or did it develop gradually?",

“Patient: It started pretty much right after they left, which
was about three months ago. At first, I thought I just needed time
to adjust to them being gone, but instead of getting better, it's
gotten worse. The first week was hard, but I could still function.
Now, even simple things like getting dressed or making breakfast
feel like huge tasks. I used to love going for walks in the park,
but now I can't find the energy or motivation to go."

“Doctor: T can hear how much this separation has impacted
your daily life, and I appreciate you sharing these details with
me. It sounds like these feelings have been persistent for about
three months now. During this time, have you noticed if these
feelings of heaviness and lack of motivation are present most of
the day, nearly every day? And has it been affecting other areas of
your life, like your sleep patterns or appetite?”,

“Patient: Yes, these feelings are with me pretty much all
day, every day. It's like a constant weight I can't shake off. My
sleep has definitely changed - I find myself staying in bed much
longer than I used to, sometimes until afternoon, but I'm not
really sleeping well. As for appetite, I've lost interest in food -
sometines I forget to eat, and when I do eat, I don't really enjoy
it like I used to.",

“Doctor: Thank you for sharing those details with me. From
what you've described - the persistent feelings of sadness, loss of
interest in activities you used to enjoy, changes in your sleep and
appetite, and difficulty with daily tasks - I can see this has been
significantly impacting your life. I want to understand if you've
experienced anything sinilar to this before this current episode?”,

tient: No, I've never experienced anything like this
before. These feelings only started after my partner moved away.
Before that, I was generally happy and able to function normally in
Gy g i

hear how difficult this separation has been for
you, and it's understandable that such a significant change would
affect you deeply. Sometimes when we're going through tough times
like this, we might change our usual habits or ways of coping. How
have you been managing these feelings since your partner moved
away? Have you found any particular ways to cope with the
situation?",

“Patient: I've been trying to cope by staying busy with work,
but honestly, I'm struggling to find effective ways to manage these
feelings. I mostly just end up staying home alone, not doing much.
I haven't turned to alcohol or drugs - I don't use any substances.

I know that's probably not the healthiest way to handle xt, but T
G Gl s ) o U b n d Ry e
octor: T appreciate your honesty about how you' re handling
e

this difficutt tine While you've mentioned you don't usy
substances, I'd like to understand if you're currently taking any
medications, even routine ones like birth control, blood pressure
medications, or over-the-counter supplements? Sometimes these can
affect our mood, and it's helpful for me to have a complete
picture.”
P

dent: No, I'm not taking any medications at all - not
even over-the-counter supplements or routine medications. I don't
have any health conditions that require medication."

ctor: I understand. Thank you for clarifying that you're
not taking any medications or substances. Based on everything
you've shared, it seems clear that your current emotional
difficulties are not related to any substances or medications, bu
rather are connected to the significant life change you've
experienced with your partner moving away. I'd like to continue
understanding more about how these feelings have been affecting
you.",

“Patient: Yes, that's right. My feelings of sadness started
when my partner moved away. I've been generally healthy, and
there's nothing wrong with me physically. It's just been really
difficult emotionally since they "y

ctor: I appreciate you sharing that with me. While you
mentioned being generally healthy, I'd like to check if you've
noticed any changes in your physical well-being lately - like
changes in your sleep patterns, energy levels, or appetite?
Sometines our emotional state and physical health can be
connected. ",

“patient: Well, my sleep has been a bit disrupted lately - I

Find mucalf Tuine =

Questionnaire Survey
Metric 1: Specialty

1. How would you rate the doctor’s behavior of respecting patient
statements, privacy and autonomy?

O Poor (0) O Somewhat Poor (1) O Fair(2) O Good (3) ©
Excellent (4)

2. How would you rate the doctor’s behavior of eliciting patient’s full
set of concerns?

O Poor (0) O Somewhat Poor (1) O Fair(2) O Good (3) ©
Excellent (4)

3. How would you rate the doctor’s behavior of eliciting patient’s
perspective on the problem/illness?

O poor (0) O Somewhat Poor (1) O Fair (2) O Good (3) ©
Excellent (4)

4. How would you rate the doctor’s behavior of asking open-ended
questions?

O Poor (0) () Somewhat Poor (1) O Fair (2) O Good (3) O
Excellent (4)

5. How would you rate the doctor’s behavior of explaining the nature of
the problem and approach to diagnosis/treatment?

O Poor (0) ) Somewhat Poor (1) O Fair (2) O Good 3) O
Excellent (4)

6. How would you rate the doctor’s behavior of providing information
resources and helping the patient evaluate and use them?

O Poor (0) ) Somewhat Poor (1) © Fair (2) O Good (3) ©
Excellent (4)

7. To what extent did the doctor elicit the past medical history?
O Poor (0) O Somewhat Poor (1) O Fair(2) O Good (3) ©
Excellent (4)

8. To what extent did the doctor elicit the past family history?
O Poor (0) O Somewhat Poor (1) O Fair(2) O Good (3) ©
Excellent (4)

9. To what extent did the doctor elicit the past medication history?
O Poor (0) O Somewhat Poor (1) O Fair () O Good (3) ©
Excellent (4)

10. To what extent did the doctor construct a sensible differential
diagnosis?

O Poor (0) ) Somewhat Poor (1) O Fair (2) O Good (3) ©
Excellent (4)

11. How would you rate the doctor’s behavior of avoiding jargon and
‘complexity?

O Poor (0) O Somewhat Poor (1) O Fair (2) O Good (3) ©
Excellent (4)

12. To what extent did the doctor explain relevant clinical information
with structure?

O Poor (0) O Somewhat Poor (1) O Fair (2) O Good (3) ©
Excellent (4)

13, How empathic was the doctor?
O Poor (0) O Somewhat Poor (1) O Fair (2) O Good (3) ©
Excellent (4)

Metric 2: Precision

1. How would you rate the doctor’s accuracy of searching information?
O poor (0) O Somewhat Poor (1) O Fair(2) O Good 3) O
Excellent (4)

2. How would you rate the doctor’s accuracy of explaining relevant
clinical information?

O poor (0) O Somewhat Poor (1) O Fair (2) O Good (3) O
Excellent (4)

3. How would you rate the doctor’s accuracy of exploring the full effect
of the illness?

O poor (0) O Somewhat Paor (1) O Fair 2) O Good (3) ©
Excellent (4)

4. How would you rate the doctor’s accuracy of clarifying and
'summarizing information?

O poor (0) O Somewhat Poor (1) O Fair(2) O Good (3) O
Excellent (4)

5. To what extent did the doctor understand the patient’s problem?
O poor (0) O SomewhatPoor (1) O Fair(2) O Good 3) ©
Excellent (4)

6. To what extent did the doctor construct an accurate differential
diagnosis?

O poor (0) O Somewhat Poor (1) O Fair2) O Good 3) O
Excellent (4)

7. How close did the doctor's differential diagnosis come to including
the probable diagnosis from the answer key?

O poor (0) O Somewhat Poor (1) O Fair(2) O Good 3) O
Excellent (4)

Figure 8: Example of user-interface for doctor evaluation.
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Question

Scale

Options

Did the conversation with the chatbot make
you feel at ease or comfortable?

5-point scale

Poor, Somewhat Poor, Fair, Good, Ex-
cellent

How clear were the chatbot’s responses in help-
ing you recognize possible symptoms of de-
pression?

5-point scale

Poor, Somewhat Poor, Fair, Good, Ex-
cellent

Was the information provided by the chatbot
easy to understand and apply to your life?

5-point scale

Poor, Somewhat Poor, Fair, Good, Ex-
cellent

To what extent did the chatbot’s answers offer
solutions that felt personal and tailored to you?

5-point scale

Poor, Somewhat Poor, Fair, Good, Ex-
cellent

Were the chatbot’s suggestions helpful in im-
proving your mental health or well-being?

5-point scale

Poor, Somewhat Poor, Fair, Good, Ex-
cellent

I would be completely happy to see this doctor
again.

3-point scale

Yes, No, Indifferent

How would you rate your doctor today at as-
sessing your medical condition?

5-point scale

Poor, Somewhat Poor, Fair, Good, Ex-
cellent

How would you rate your doctor today at ex-
plaining your condition and treatment?

5-point scale

Poor, Somewhat Poor, Fair, Good, Ex-
cellent

How would you rate your doctor today at pro-
viding or arranging treatment for you?

5-point scale

Poor, Somewhat Poor, Fair, Good, Ex-
cellent

How would you rate your doctor today at the
reliability of the diagnosis?

5-point scale

Poor, Somewhat Poor, Fair, Good, Ex-
cellent

Table 5: Patient-Oriented Practical Assessment of the Help

Question

Scale

Options

How would you rate the politeness of the sys-
tem during the conversation?

5-point scale

Poor, Somewhat Poor, Fair, Good, Ex-
cellent

To what extent did the doctor make you feel at
ease?

5-point scale

Poor, Somewhat Poor, Fair, Good, Ex-
cellent

To what extent did the doctor engage in part-
nership building?

5-point scale

Poor, Somewhat Poor, Fair, Good, Ex-
cellent

How would you rate the doctor’s behavior of
expressing caring and commitment?

5-point scale

Poor, Somewhat Poor, Fair, Good, Ex-
cellent

How would you rate the doctor’s behavior of
encouraging patient participation?

5-point scale

Poor, Somewhat Poor, Fair, Good, Ex-
cellent

To what extent did the doctor treat patient re-
spectfully and sensitively and ensure comfort,
safety, and dignity?

5-point scale

Poor, Somewhat Poor, Fair, Good, Ex-
cellent

How would you rate the doctor’s behavior
of facilitating patient expression of emotional
consequences of illness?

5-point scale

Poor, Somewhat Poor, Fair, Good, Ex-
cellent

How would you rate the doctor’s behavior of
showing interest in the patient as a person?

5-point scale

Poor, Somewhat Poor, Fair, Good, Ex-
cellent

To what extent did the doctor express sympa-
thy and reassurance?

5-point scale

Poor, Somewhat Poor, Fair, Good, Ex-
cellent

Did you feel heard and understood by the chat-
bot during the interaction?

5-point scale

Poor, Somewhat Poor, Fair, Good, Ex-
cellent

Table 6: Patient-Oriented Practical Assessment of Empathy
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Question

Scale

Options

How would you rate the doctor’s behavior of
respecting patient statements, privacy and au-
tonomy?

5-point scale

Poor, Somewhat Poor, Fair, Good, Ex-
cellent

How would you rate the doctor’s behavior of
eliciting patient’s full set of concerns?

5-point scale

Poor, Somewhat Poor, Fair, Good, Ex-
cellent

How would you rate the doctor’s behavior
of eliciting patient’s perspective on the prob-
lem/illness?

5-point scale

Poor, Somewhat Poor, Fair, Good, Ex-
cellent

How would you rate the doctor’s behavior of
asking open-ended questions?

5-point scale

Poor, Somewhat Poor, Fair, Good, Ex-
cellent

How would you rate the doctor’s behavior of
explaining nature of the problem and approach
to diagnosis/treatment?

5-point scale

Poor, Somewhat Poor, Fair, Good, Ex-
cellent

How would you rate the doctor’s behavior of
providing information resources and help pa-
tient evaluate and use them?

5-point scale

Poor, Somewhat Poor, Fair, Good, Ex-
cellent

To what extent did the doctor elicit the past
medical history?

5-point scale

Poor, Somewhat Poor, Fair, Good, Ex-
cellent

To what extent did the doctor elicit the past
family history?

5-point scale

Poor, Somewhat Poor, Fair, Good, Ex-
cellent

To what extent did the doctor elicit the past
medication history?

5-point scale

Poor, Somewhat Poor, Fair, Good, Ex-
cellent

To what extent did the doctor construct a sen-
sible differential diagnosis?

5-point scale

Poor, Somewhat Poor, Fair, Good, Ex-
cellent

How would you rate the doctor’s behavior of
avoiding jargon and complexity?

5-point scale

Poor, Somewhat Poor, Fair, Good, Ex-
cellent

To what extent did the doctor explain relevant
clinical information with structure?

5-point scale

Poor, Somewhat Poor, Fair, Good, Ex-
cellent

How empathic was the doctor?

5-point scale

Poor, Somewhat Poor, Fair, Good, Ex-
cellent

Table 7: Doctor-Oriented Practical Assessment of Specialty

Question

Scale

Options

How would you rate the doctor’s accuracy of
searching information?

5-point scale

Poor, Somewhat Poor, Fair, Good, Ex-
cellent

How would you rate the doctor’s accuracy of
explaining relevant clinical information?

5-point scale

Poor, Somewhat Poor, Fair, Good, Ex-
cellent

How would you rate the doctor’s accuracy of
exploring full effect of the illness?

5-point scale

Poor, Somewhat Poor, Fair, Good, Ex-
cellent

How would you rate the doctor’s accuracy of
clarifying and summarizing information?

5-point scale

Poor, Somewhat Poor, Fair, Good, Ex-
cellent

To what extent did the doctor understand the
patient’s problem?

5-point scale

Poor, Somewhat Poor, Fair, Good, Ex-
cellent

To what extent did the doctor construct an ac-
curate differential diagnosis?

5-point scale

Poor, Somewhat Poor, Fair, Good, Ex-
cellent

How close did the doctor’s differential diagno-
sis come to including the probable diagnosis
from the answer key?

5-point scale

Poor, Somewhat Poor, Fair, Good, Ex-
cellent

Table 8: Doctor-Oriented Practical Assessment of Precision

22



	Introduction
	Related Work on AI Solutions for Differential Diagnosis
	Methodology: ProAI Framework for Differential Diagnosis
	Multi-Agent Proactive Reasoning Workflow
	Decision-Maker Agent
	Question-Generator Agent

	Structured Knowledge-Guided Memory
	Prompting Paradigms for Knowledge Enhancement
	Structured Knowledge-Guided Memory for Medical Diagnose

	Multifaceted Evaluation Strategy

	Experiment and Results
	Experimental Setup
	Results and Analysis
	Overall Performance of ProAI
	Effectiveness of Knowledge Integration Methods
	Effectiveness of Different Models


	Conclusion
	Limitations
	Experiment Setup
	LLM check-points
	Hardware Infrastructure

	Structured Knowledge Graph
	DSM-5 DDx Decision Tree
	Example of Constructed SKGs

	Prompts
	KFP
	TKEP
	SKEP

	Algorithms
	Evaluation
	Simulated Patient
	User Experience Evaluation Questionnaires
	Doctor Evaluation Questionnaires


