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Abstract001

Generating high-quality question-answer pairs002
for specialized technical domains remains chal-003
lenging, with existing approaches facing a004
tradeoff between leveraging expert examples005
and achieving topical diversity. We present Ex-006
pertGenQA, a protocol that combines few-shot007
learning with structured topic and style cate-008
gorization to generate comprehensive domain-009
specific QA pairs. Using U.S. Federal Rail-010
road Administration documents as a test bed,011
we demonstrate that ExpertGenQA achieves012
twice the efficiency of baseline few-shot ap-013
proaches while maintaining 94.4% topic cover-014
age. Through systematic evaluation, we show015
that current LLM-based judges and reward016
models exhibit strong bias toward superficial017
writing styles rather than content quality. Our018
analysis using Bloom’s Taxonomy reveals that019
ExpertGenQA better preserves the cognitive020
complexity distribution of expert-written ques-021
tions compared to template-based approaches.022
When used to train retrieval models, our gener-023
ated queries improve top-1 accuracy by 13.02%024
over baseline performance, demonstrating their025
effectiveness for downstream applications in026
technical domains 1.027

1 Introduction028

Generating high-quality, domain-specific questions029

is essential for applications such as information re-030

trieval, reading comprehension, and knowledge as-031

sessment (Bai et al., 2023; Kale et al., 2024; Wang032

et al., 2023a; Lee et al., 2024). Well-crafted ques-033

tions not only evaluate knowledge but also em-034

phasize key information that domain experts con-035

sider fundamental for effective learning. They also036

play a critical role in document retrieval, where037

the quality of training queries significantly impacts038

model performance. More diverse, information-039

rich questions expose models to broader semantic040

1We will release our code and datasets upon review deci-
sion.

patterns, enhancing their ability to generalize to un- 041

seen human-written queries (Wang et al., 2023a). 042

However, manually crafting such questions re- 043

quires substantial domain expertise and time in- 044

vestment, making automatic question generation 045

an attractive solution. While significant efforts 046

have been made to adapt Large Language Models 047

(LLMs) for domain-specific applications—such as 048

BloombergGPT (Wu et al., 2023), FinGPT (Wang 049

et al., 2023b), EcomGPT (Li et al., 2024), BioGPT 050

(Luo et al., 2022), and Med-PaLM (Singhal et al., 051

2023, 2025)—these models predominantly focus 052

on answering questions like an expert rather than 053

generating questions that imitate domain experts. 054

Approaches like Med-Prompt (Nori et al., 2023) 055

demonstrate that domain specialization can some- 056

times be achieved through prompt engineering 057

alone, simply by asking the right questions, of- 058

ten outperforming fine-tuned models on standard 059

medical benchmarks. However, generating high- 060

quality, domain-specific questions remains under- 061

explored. Current models often default to generic, 062

surface-level prompts (Liu et al., 2024b) that fail to 063

incorporate the depth of expert-crafted questions. 064

For instance, a legal professional gains little from 065

a simplistic query like, "What is a subpoena?" 066

when their work demands complex, scenario-driven 067

questions that synthesize information from statutes, 068

precedents, and regulatory frameworks. 069

Moreover, assessing the domain usefulness of 070

generated questions remains a persistent challenge. 071

Although LLMs have advanced significantly in 072

evaluating generated answers, existing methods 073

often fall short when applied to question evalua- 074

tion. Widely used metrics like Reward Models 075

(RMs) (Ouyang et al., 2022; Wang et al., 2024d,c; 076

Liu et al., 2024a) and "LLM-as-Judge" approaches 077

(Zheng et al., 2023) tend to prioritize superficial 078

features such as fluency and syntactic correctness 079

over the semantic depth and task relevance crucial 080

for effective document retrieval. As a result, ques- 081
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Figure 1: Overview of the ExpertGenQA pipeline (left) and proposed evaluation metrics (right). Green checkmarks
( ) indicate interpretable metrics that correlate with improved retrieval accuracy, our primary evaluation metric.
The red cross ( ) indicates our finding that both Reward Models and LLM-as-Judge show bias toward superfluous
writing style and lack correlation with retrieval accuracy.

tions that score highly according to LLM judges fre-082

quently perform poorly in domain-specific down-083

stream retrieval tasks, failing to meet the practical084

needs of domain experts.085

We introduce a novel question generation086

pipeline that learns to produce domain-specific087

questions by imitating a small set of expert-written088

examples in specialized fields. Our approach fo-089

cuses on generating question-answer pairs that are090

not only comprehensive in topic coverage but also091

capture the cognitive complexity and practical092

needs of domain experts. To achieve this, we093

ground our method in expert-written FAQs, us-094

ing them as exemplars. Our proposed pipeline,095

ExpertGenQA (Figure 1), employs a novel dual-096

categorization strategy (by style and topic). Com-097

pared to questions generated by standard few-shot098

prompting and template-based methods (e.g. MD-099

Cure (Liu et al., 2024b)), our domain-specific ques-100

tions significantly improve document retrieval ac-101

curacy on human-written test queries, increasing102

top-1 accuracy from 23.96% to 36.98%. Our de-103

tailed analysis shows that these improvements stem104

from diversity, cognitive load (Bloom et al., 1956;105

Anderson and Krathwohl, 2001), and topic cov-106

erage, all of which strongly correlate with better107

retrieval performance. Specifically, ExpertGenQA108

doubles the efficiency of baseline few-shot methods109

while maintaining 94.4% topic coverage.110

Why Retrieval as an Evaluation Metric? LLM-111

based evaluation metrics often reward surface-level112

fluency over task relevance. In contrast, retrieval 113

performance offers a task-grounded measure of 114

question quality, reflecting real-world utility (Soni 115

and Roberts, 2021). High-quality, domain-specific 116

questions provide better training data for the re- 117

triever, improving performance on human-written 118

queries. We use retrieval as the primary evaluation 119

metric, supported by auxiliary studies to analyze 120

how diversity, cognitive load, and topic coverage 121

contribute to these improvements. 122

Our contributions are: 123

• We propose a novel question generation 124

pipeline that leverages a small set of expert- 125

written questions to enhance domain-specific 126

tasks, demonstrated by its significant outper- 127

formance of baseline question generators in 128

retrieval performance. 129

• We provide an empirical investigation into 130

how question characteristics such as diversity, 131

cognitive load, and topic coverage influence 132

retrieval performance. 133

• We conduct a critical analysis revealing the 134

bias of LLM-based judges toward superficial 135

linguistic patterns and highlighting the need 136

for task-relevant evaluation methods. 137

2 Related Work 138

2.1 QA Generation 139

Due to the growing importance of instruction tun- 140

ing, the automated large-scale generation of high- 141
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quality QA has emerged as an alternative to the142

high cost of human curation. A straightforward143

approach for generating questions and answers is144

simply prompting pretrained LLMs (Wang et al.,145

2023c; Taori et al., 2023; Peng et al., 2023; Geng146

et al., 2023). However, LLM-generated questions147

often lack diversity (Chen et al., 2024) and are148

prone to hallucinating facts (Zhao et al., 2023).149

To address these limitations, more advanced150

prompt-based generation approaches have been151

proposed. Xu et al. (2024b) suggests a method that152

fully relies on the model to generate user queries153

without providing a seed prompt, which can other-154

wise restrict diversity. GenQA (Chen et al., 2024)155

employs generator prompts to guide the model to156

first produce a broad range of topics and select157

one at random. MDCure (Liu et al., 2024b), en-158

hances complexity by prompting the model to syn-159

thesize information from multiple documents, in160

contrast to previous methods that primarily focused161

on single-document tasks. Xu et al. (2023) and162

Mukherjee et al. (2023) have proposed augmenta-163

tion techniques that modify questions and/or an-164

swers in existing datasets using LLMs to further165

scale and increase complexity.166

For domain-specific requirements, there are nu-167

merous domain-specific models (Wu et al., 2023;168

Wang et al., 2023b; Li et al., 2024; Luo et al., 2022;169

Singhal et al., 2023, 2025), which primarily focus170

on answering questions rather than generating ques-171

tions. Widely used domain-specific QA datasets,172

such as MAmmoTH (Yue et al., 2023) and Pub-173

MedQA (Jin et al., 2019), are also curated manu-174

ally by experts, crowdsourced, or compiled from175

smaller datasets.176

Some studies have shown that well-crafted QA177

datasets and instruction-tuned models can sub-178

stantially improve performance on downstream re-179

trieval tasks. As Zhu et al. (2024) notes, naïve180

prompt-based methods or generic instruction tun-181

ing fail to capture specialized query intent, doc-182

ument relevance, and complex query–document183

relationships that are rare in general pretraining184

data. Interestingly, empirical evidence suggests185

that LLMs’ instruction-following nature and in-186

formation retrieval capabilities can mutually en-187

hance each other’s performance (Weller et al., 2024;188

Wang et al., 2024a), even in domains-specific ap-189

plications (Tran et al., 2024).190

2.2 Instruction Evaluation 191

Reward models (RM), which predict human pref- 192

erences based on predefined criteria, are widely 193

used as proxies for human judgment to align 194

LLMs with human instructions (Ouyang et al., 195

2022). Nemotron-70B (Wang et al., 2024d,c) and 196

Skywork-2-27B (Liu et al., 2024a) are notable ex- 197

amples of state-of-the-art RMs. Despite their effec- 198

tiveness in generalized tasks, these models struggle 199

to capture subtle language nuances and often lack 200

training in highly specialized domains as noted by 201

Wang et al. (2024d). 202

An alternative approach, LLM-as-a-Judge 203

(Zheng et al., 2023; Wang et al., 2024b), directly 204

utilizes LLM-generated responses for evaluation. 205

This method enables explainable evaluations and 206

has the potential to leverage state-of-the-art mod- 207

els like GPT-4o. However, these models generally 208

underperform compared to classifier-based reward 209

models, as they are not explicitly optimized for re- 210

ward assignment (Tan et al., 2024; Lambert et al., 211

2024). 212

3 Methodology 213

This work aims to generate synthetic questions in 214

specialized domains that have practical utility for 215

domain experts. To achieve this, we collect a small 216

set of expert-written questions to serve as exem- 217

plars. Our ExpertGenQA pipeline learns domain- 218

specific patterns from these examples and gener- 219

ates new questions that closely align with expert- 220

written questions while maintaining high diversity 221

and comprehensive coverage of source documents. 222

Data Collection Railway safety is critical to U.S. 223

infrastructure, with 28% of freight transported by 224

rail 2. As a specialized and highly technical do- 225

main that has seen limited applications of AI, it 226

provides an ideal test case for our approach. We 227

select the regulatory documents published by the 228

U.S. Federal Railroad Association (FRA), the pri- 229

mary federal agency that enforces safety standards 230

and regulations on the highly decentralized and 231

privatized U.S. rail industry. 232

We built our corpus by collecting 43 documents 233

from the FRA’s digital library that contain nation- 234

wide railroad regulations and guidelines (totaling 235

1,158 pages)3. We converted the PDFs to text using 236

the pymupdf4llm4 Python package and removed 237

2https://www.aar.org/industries-we-support/
3https://railroads.dot.gov/elibrary-search
4https://pypi.org/project/pymupdf4llm/
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pages that were primarily non-textual (containing238

tables, images, diagrams, etc.).239

We extract 147 expert-written QAs from FAQ240

sections within these documents. Since the orig-241

inal FAQ sections did not include citations to rel-242

evant document sections, we manually identified243

and extracted the specific document passages that244

contained the information needed to respond to245

each question. Further details about the domain246

and selection criteria are provided in Appendix A.247

3.1 ExpertGenQA: A Protocol for Diverse248

Question Generation249

While recent instruction generation approaches like250

GenQA (Chen et al., 2024), MDCure (Liu et al.,251

2024b), and Persona Hub (Ge et al., 2024) use252

template-based prompting for diversity, they sac-253

rifice the benefits of few-shot learning and lack254

validation against expert instructions in technical255

domains. Few-shot prompting offers a straightfor-256

ward method to utilize human-written QA exam-257

ples (Brown et al., 2020), and we implement it as a258

strong comparison baseline by randomly selecting259

n examples from our expert QA pool for each gen-260

eration attempt to encourage diverse generations.261

However, few-shot prompting does not guarantee262

diverse generations or good coverage of the set of263

documents.264

To address these limitations, we introduce a265

dual-categorization protocol that maintains few-266

shot compatibility while promoting diversity. Our267

method categorizes questions along two indepen-268

dent axes: style and topic.269

Style Categorization We categorize questions270

by style to enable focused example selection. By271

grouping similar questions together and using ex-272

amples from just one group at a time, we can better273

guide the LLM to generate questions in that spe-274

cific style.275

We manually classify 147 expert-written ques-276

tions into broad style categories. Using broad cat-277

egories, rather than narrow domain-specific ones,278

allows the LLM to generate questions of a particu-279

lar style across any arbitrary document.280

We discovered three broad categories: Policy281

application, which addresses how specific regula-282

tions should be interpreted; Scenario-based, which283

presents specific situations requiring regulatory284

guidance; and Terminology clarification, which285

focuses on defining and explaining technical terms.286

Analysis of our dataset revealed these categories287

emerged consistently across different regulatory 288

topics, suggesting they represent fundamental ques- 289

tion types in technical regulatory domains. Quali- 290

tative examples are provided in Appendix F. 291

Topic Extraction LLMs tend to focus on the 292

most salient or interesting parts of a document 293

when generating questions, which can result in re- 294

dundant questions covering only limited portions 295

of the text (Liu et al., 2024b). 296

To address this, we use LLM-based topic ex- 297

traction to identify main topics within document 298

sections and map questions to these topics. This 299

approach enables systematic coverage of all topics 300

in a document. 301

Question Generation ExpertGenQA follows a 302

hierarchical process to generate diverse questions. 303

For each document d, it first extracts relevant topics 304

T using an LLM. Then, for each question style s 305

in the style set S, the system creates K different 306

combinations of n few-shot examples. These ex- 307

amples are sampled from existing human QA pairs 308

H. For each combination of few-shot examples 309

and each extracted topic, the system generates a 310

new question using an LLM. 311

The pipeline’s efficiency comes from its struc- 312

ture: by processing topics in the innermost loop, 313

the LLM only needs to handle the few-shot exam- 314

ples once per combination, utilizing prefix-caching 315

for subsequent topic-based generations. 316

The complete generation process is detailed in 317

Algorithm 1. After generation, we remove near- 318

duplicate and paraphrased questions using a bigram 319

overlap algorithm following Mu et al. (2024). 320

3.2 Retrieval Evaluation 321

Standard retrieval models perform poorly in spe- 322

cialized technical domains like railway regulations, 323

where documents have similar vocabulary, struc- 324

ture, and overlapping terminology (Xu et al., 2024a; 325

Lewis et al., 2020). This underperformance stems 326

from several domain-specific challenges. Technical 327

domains use specialized vocabulary where subtle 328

distinctions carry significant regulatory implica- 329

tions, and general-purpose retrievers struggle to 330

disambiguate these nuanced differences. Addition- 331

ally, regulatory documents often follow standard- 332

ized formats with similar section structures and 333

phrasing patterns, making it difficult for retriev- 334

ers to distinguish between relevant and irrelevant 335

passages. 336
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Algorithm 1: ExpertGenQA Framework
Input :Document chunks D, question styles S , human QA pairsH, no. few-shot combinations

per style K, no. few-shot examples n
Output :Generated question set G
G ← ∅
for d ∈ D do
T ← EXTRACTTOPICS(d) ; // LLM-based topic extraction (F.1.1)
for s ∈ S do

for k = 1, . . . ,K do
F ← SAMPLEFEWSHOT(H, s, n) ; // Sample n style-specific examples
for t ∈ T do

q ← GENERATE(d, t,F) ; // LLM generation with examples (F.1.2)
G ← G ∪ {(d, q)}

return G

We leverage these inherent challenges as a robust337

evaluation framework. The reasoning is straight-338

forward: synthetic questions that better capture339

domain expertise should lead to measurably im-340

proved retrieval performance when used as training341

data (with strict deduplication against the test data).342

This approach directly measures the downstream343

practical utility of synthetic data for information344

retrieval.345

For each synthetic generation pipeline, we346

finetune a retrieval LM, gte-modernbert-base347

(Zhang et al., 2024; Warner et al., 2024) using the348

generated document-query pairs and evaluate per-349

formance using the human-authored QA pairs as350

a test set. This provides a highly practical sig-351

nal for comparing different question-generation ap-352

proaches based on their utility for downstream re-353

trieval tasks. We use the InfoNCE loss (Oord et al.,354

2018) to fine-tune retrieval LMs 3. InfoNCE loss355

compares a positive pair of samples (like a query356

and its corresponding document) against multiple357

negative pairs, encouraging the model to maximize358

agreement between positive pairs while pushing359

apart negative pairs in the representation space.360

LinfoNCE = − log
es(q,d

+)/τ

es(q,d+)/τ +
∑n

i=1 c
s(q,d−i )/τ

(3)361

where s(q, d) is the similarity function between362

query embedding q and a document embedding d,363

d+ is a document embedding relevant to answer-364

ing q and D = {d−1 , . . . , d−n } is a set of irrelevant365

document embeddings. τ is a temperature hyper-366

parameter that controls the sharpness of the prob-367

ability distribution over similarities. We use only368

in-batch negatives instead of mining hard negatives 369

for simplicity (Lee et al., 2024). 370

4 Experimental Setup 371

We employ GPT-4o (Achiam et al., 2023) as our pri- 372

mary language model for all tasks including topic 373

extraction, question evaluation, Bloom’s Taxonomy 374

classification, and response generation. Consistent 375

with Chen et al. (2024), all generation pipelines use 376

temperature T = 1 and sample 5 generations per 377

input. We opt for a strict bigram-overlap threshold 378

of 0.3 for near-duplicate removal. 379

For retrieval evaluation, we use the state- 380

of-the-art NVEmbed-70B-V2 (Lee et al., 381

2024) as the zero-shot baseline and finetune 382

Alibaba-NLP/gte-modernbert-base (Zhang 383

et al., 2024), a smaller (∼ 150M) yet capable 384

retrieval model using batch size 64, learning rate 385

1e− 5 and InfoNCE loss (Oord et al., 2018) with 386

temperature T = 0.1 with only in-batch negatives. 387

We use cosine similarity as the similarity function 388

s(q, d). We use the 147 expert-written QA as the 389

test set and the generated questions as the train 390

sets. 391

5 Main Results 392

5.1 Diversity of Generated Questions and 393

Pipeline Efficiency 394

We evaluate the efficiency of ExpertGenQA against 395

two baselines: few-shot prompting and MD- 396

Cure (Liu et al., 2024b), a prompt-template-based 397

pipeline that does not use examples. Generating 398

diverse synthetic questions is important not only 399

for downstream applications but also for efficiency 400
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reasons, as redundant generations result in wasted401

LLM calls.402

Figure 2 demonstrates that ExpertGenQA with403

10 examples produces twice as many unique ques-404

tions as the few-shot prompting baseline for the405

same number of LLM calls. More examples gener-406

ally increase the efficiency of both ExpertGenQA407

and few-shot prompting. With 10 examples, Ex-408

pertGenQA generates 7, 140 unique questions from409

17, 622 LLM calls, while 10-shot prompting gen-410

erates only 3, 658 unique questions. In contrast,411

MDCure, being a purely template-based approach412

without examples, maintains a static efficiency413

of 15.71%, generating 8, 030 instructions from414

51, 100 LLM calls. The detailed statistics (e.g., the415

total number of samples and unique questions) of416

the generated questions can be found in Appendix417

B. Qualitative examples of synthetic intructions are418

included in Appendix F .419

Figure 2: Comparison of efficiency across question-
generation pipelines over the different number of few-
shot examples. We define efficiency as the fraction of
unique generations over the total sampled generations.

5.2 Retrieval LM420

Table 1 shows that finetuning a retrieval421

LM AlibabaNLP/gte-modernbert-base (Zhang422

et al., 2024; Warner et al., 2024) on ExpertGenQA423

generations significantly improves top-1 retrieval424

accuracy from 23.96% to 36.98%, outperform-425

ing even the much larger generalist retrieval LM426

NVEmbed-V2 (Lee et al., 2024). In contrast,427

finetuning on synthetic instructions from 10-shot428

prompting and MDCure yields more modest im-429

provements of +7.15% and +3.64% respectively.430

Notably, the retrieval LM fine-tuned on MDCure-431

generated data achieves lower retrieval accuracy432

than the 10-shot pipeline, despite having more433

than twice the training data (8,030 instructions vs.434

3,658). This demonstrates the importance of syn-435

thetic data matching the complexity and utility of 436

expert-written QA for practical applications like 437

retrieval. 438

Model Param Top-1 Top-5

gte-baseline 150M 23.96 55.73
NVEmbed-V2 7B 29.17 60.94

gte[MDCure] 150M 27.60 53.65
gte[10-Shot] 150M 31.11 60.50
gte[ExpertGenQA] 150M 36.98 77.08

Table 1: Retrieval performance (in terms of Top−k ac-
curacy) of retrieval LMs and finetuned variants. The sec-
ond column contains the number of parameters. gte[X]
means the AlibabaNLP/gte-modernbert-base was
fine-tuned on synthetic instructions from the respective
dataset generated using the X pipeline. Both few-shot
and ExpertGenQA pipelines use 10 examples.

6 Analysis 439

While directly finetuning a retrieval language 440

model provides the most accurate measure of syn- 441

thetic question effectiveness, it is impractical for 442

regular use during pipeline development due to the 443

compute required. Therefore, we investigate alter- 444

native evaluation metrics to determine which ones 445

meaningfully correlate with improvements in re- 446

trieval language model performance. These metrics 447

could serve as more practical proxies for assessing 448

question quality during the development process. 449

6.1 Reward Models and LLM-as-Judge 450

Figure 3: Box plot of reward assigned to questions by
Llama-3.1-Nemotron-70B-Instruct Reward Model.
Notably, merely rephrasing synthetic questions to sound
human-like drastically increases the assigned reward
score although the semantic content hasn’t changed.

We test the ability of state-of-the-art Reward 451

Models (RM) to judge question quality, based on 452
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which we compare the quality of expert-written453

questions with synthetically generated questions454

using the template shown in Appendix F.1.4. We455

leveraged GPT4o to automatically rephrase syn-456

thetic questions that sound human-like using the457

prompt in Appendix F.1.3. In Fig. 3, we demon-458

strate the reward scores of human-written ques-459

tions (see "Human"), synthetic questions using460

the aforementioned three pipelines, and synthetic461

questions after rephrasing ( see "X Rephrased"462

where "X" is the corresponding question gener-463

ation pipeline). Clearly, 1) merely rephrasing464

LLM generations drastically increases the score465

awarded by the RM; and 2) synthetic generations466

with rephrasing achieve higher rewards than expert-467

written questions. Thus, the results in Fig. 3468

imply that Nemotron-70B-Instruct RM (Wang469

et al., 2024d,c) exhibits a strong bias based on470

writing style rather than content quality. We also471

observe such bias in another state-of-the-art RM472

Skywork-Reward-Gemma-2-27B-v0.2 (Liu et al.,473

2024a) while using GPT4o-as-Judge (see the de-474

tails results in Appendix D). These findings indi-475

cate that RMs are highly sensitive to superficial476

stylistic changes and do not correlate with the477

clear differences between different pipelines shown478

in Table 1.479

6.2 Cognitive Complexity Distribution480

To evaluate the cognitive complexity and educa-481

tional value of generated questions, we leverage482

Bloom’s Revised Taxonomy (Bloom et al., 1956;483

Anderson and Krathwohl, 2001), a well-established484

framework from cognitive science that categorizes485

learning objectives into six hierarchical levels: Re-486

member, Understand, Apply, Analyze, Evaluate,487

and Create. Each level represents increasingly com-488

plex cognitive processes, from basic recall to so-489

phisticated synthesis. We use GPT4o to classify490

both human-written and synthetic questions accord-491

ing to these taxonomic levels, allowing us to assess492

and compare the distribution of cognitive demands493

across different instruction sets.494

Fig. 4 shows the distribution of instruc-495

tions across Bloom’s Taxonomy levels for human-496

written and synthetic data. MDCure shows a no-497

table skew toward lower-level cognitive tasks, with498

approximately 39% of instructions falling into the499

Remember category. The distribution of human-500

written questions demonstrates greater uniformity501

across cognitive levels, reflecting their origin from502

domain experts crafting questions for other domain503

Figure 4: Distribution of cognitive complexity levels
in human-written and synthetic instructions according
to Bloom’s Revised Taxonomy. MDCure shows higher
concentration in lower cognitive levels.

experts. Few-shot prompting and ExpertGenQA 504

produce distributions more closely aligned with 505

human-written questions, emphasizing the value 506

of incorporating few-shot examples in specialized 507

domains. 508

6.3 Topic Coverage and Preference Metrics 509

A key challenge in question generation is ensuring 510

comprehensive coverage of source materials, as 511

missing critical topics could lead to gaps in down- 512

stream capabilities. To ensure that generated ques- 513

tions span the full scope of document content, we 514

measure topic coverage: 515

TC =
1

|D|
∑
d∈D

|Q(d)|
|T (d)|

(1) 516

where Q(d) represents the topics covered by gener- 517

ated questions for document d, T (d) represents the 518

topics in document d, D is the document set, and 519

| · | is the set cardinality operator. 520

Reward models are generally trained to evaluate 521

responses to questions rather than the questions 522

themselves. Yu et al. (2025) has shown that the 523

rewards assigned to responses can be used as a 524

proxy metric for instruction quality. Following 525

their methodology, we sample N = 10 responses 526

for each context-question x and evaluate them us- 527

ing a RM. From these responses, we identify the 528

chosen response yw with the highest reward and the 529

rejected response yl with the lowest reward. We 530

analyze three key metrics: 531

• Rejected response reward: RM(yl|x); higher is 532

better 533

• Rejected response length ratio: len(yl)
len(x) ; higher 534

is better 535

• Reward gap: ∆RM(·) = RM(yw|x)− RM(yl|x); 536

lower is better 537
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The intuition behind these metrics, as demon-538

strated by Yu et al. (2025), is that high-quality in-539

structions should produce longer and more coher-540

ent responses even when they are “rejected" and541

should lead to more consistent response quality.542

Model #Topics TC ↑ RM(yl|x) ↑ len(yl)
len(x) ↑ ∆RM(·) ↓

MDCure 8, 030 0.626 -8.67 0.27 4.38
Few-Shot 3, 658 0.726 -7.87 0.59 5.15
EGenQA 7, 140 0.944 -7.75 0.61 5.05

Table 2: Comparison of pipelines across topic coverage
(TC) and response preference metrics. ExpertGenQA
(EGenQA) achieves the best scores in TC, rejected re-
sponse quality RM(yl|x) ↑, and rejected response length
ratio len(yl)

len(x) ↑.
.

The quantitative evaluation in Table 2 reveals543

interesting trade-offs between the three approaches.544

ExpertGenQA has the highest rejected response545

reward, rejected response length ratio, and topic546

coverage even after filtering, highlighting the effec-547

tiveness of the ExpertGenQA generation protocol.548

Further investigation into the reward gap ∆RM(·)549

reveals an interesting pattern when analyzed along-550

side Bloom’s Taxonomy levels, as shown in ap-551

pendix E table 5. While MDCure achieves the low-552

est reward gap despite generating simpler questions,553

this appears to be a natural consequence of its ap-554

proach - simpler questions tend to elicit more con-555

sistent responses from LLMs, resulting in smaller556

reward gaps. From the four metrics, topic coverage557

strongly correlates with the retrieval performance558

in Table 1.559

7 Conclusion560

This work demonstrates that combining structured561

categorization with few-shot learning can effec-562

tively generate domain-specific questions for rail-563

way regulations. Our evaluation reveals limita-564

tions in current automated assessment methods, as565

both reward models and LLM-as-judge approaches566

struggle to meaningfully evaluate technical con-567

tent quality. The cognitive complexity analysis568

shows our approach better preserves the distribu-569

tion of expert-level thinking demands compared to570

template-based methods.571

Importantly, our generated questions achieved572

improved retrieval performance (+13.02% top-1 ac-573

curacy) compared to the best competing model, al-574

though the modest absolute performance (36.98%)575

highlights ongoing challenges in technical domain576

retrieval. In the future, we will extend this approach 577

to other specialized fileds where expert knowledge 578

is crucial but limited. 579

8 Limitations 580

Our study has several limitations. Firstly, we fo- 581

cused exclusively on the Federal Railway Adminis- 582

tration domain because it offered a well-structured 583

corpus of regulatory documents with expert-written 584

FAQs, making it an ideal testing ground for our 585

approach. However, Our proposed pipeline Expert- 586

GenQA and evaluation metrics should be effective 587

in other specialized domains as well. We leave 588

this as future work. Secondly, while ExpertGenQA 589

significantly improves retrieval performance com- 590

pared to baselines, the best top-1 accuracy remains 591

below 40%. Scaling up synthetic data generation 592

is a promising direction for achieving practically 593

viable performance levels. Finally, the few-shot 594

prompting component of ExpertGenQA, while ef- 595

fective for quality, incurs substantial compute costs 596

in terms of token usage during generation. Future 597

research could explore optimizing the efficiency- 598

quality tradeoff. 599

9 Ethical Considerations 600

This work focuses on generating high-quality 601

question-answer pairs for specialized technical do- 602

mains. We acknowledge the following ethical con- 603

siderations: 604

• Data Source and Copyright: We used pub- 605

licly available U.S. Federal Railroad Admin- 606

istration (FRA) documents as a case study. 607

While these documents are in the public do- 608

main, it’s important to recognize that not all 609

information on the internet is free for unre- 610

stricted use. In this work, we processed the 611

PDF documents using the pymupdf4llm li- 612

brary, adhering to its intended use and licens- 613

ing terms. We encourage future research to 614

carefully consider data provenance and usage 615

rights when extending this methodology to 616

other domains. 617

• Risk of Data Poisoning: While our current 618

work uses a curated set of official FRA doc- 619

uments, extending this approach to less con- 620

trolled environments introduces the risk of 621

data poisoning. Malicious actors could in- 622

tentionally introduce incorrect or misleading 623

information into the source documents used 624
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for question generation. This could lead to the625

generation of inaccurate or biased question-626

answer pairs, ultimately impacting the reliabil-627

ity of downstream applications like retrieval628

systems.629

• Ensuring Trustworthy Information: The630

primary goal of this work is to improve infor-631

mation access and knowledge assessment for632

domain experts. However, there is a risk that633

errors in the generated questions or retrieved634

information could lead to incorrect conclu-635

sions or decisions by these experts. Ensuring636

the accuracy and reliability of the generated637

content is crucial for building trustworthy AI638

systems.639

We believe that the benefits of this research, par-640

ticularly in providing more efficient access to crit-641

ical information in specialized domains, are sub-642

stantial. However, we emphasize the importance643

of responsible development and deployment, with644

careful consideration of data quality, potential risks,645

and the need for ongoing validation to ensure trust-646

worthy and reliable results.647
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A Federal Railway Administration883

The U.S. railway system operates primarily under private ownership, with freight railroads owned and884

operated by corporations such as Union Pacific, BNSF, and CSX. These companies handle a significant885

portion of the nation’s freight transportation, moving over a third of goods by ton-miles. Passenger rail886

services, which are much more limited in scope, include Amtrak (a federally supported corporation) and887

various regional commuter systems such as Metrolink, BART, and SEPTA. Most passenger rail services888

operate on infrastructure owned and maintained by private freight railroads, creating a complex system of889

shared use that requires extensive oversight and coordination.890

The Federal Railroad Administration (FRA), part of the U.S. Department of Transportation (USDOT),891

serves as the primary federal agency responsible for regulating and supporting this privately managed892

rail system. The FRA’s role includes developing and enforcing safety standards for infrastructure, rail893

equipment, operations, and employee working conditions. Its inspectors ensure compliance across the894

industry, enforce safety mandates, and investigate accidents to improve future practices.895

In addition to enforcing safety standards, the FRA administers funding programs, such as the Consoli-896

dated Rail Infrastructure and Safety Improvements (CRISI) grant initiative, which supports infrastructure897

modernization, capacity improvements, and the implementation of new technologies. The agency also898

collects and distributes data on accident trends, track performance, and operator compliance, providing899

essential insights for railroads, policymakers, and the public to guide decision-making and planning. The900

FRA maintains an extensive online repository of regulatory and informational documents through its901

eLibrary to support industry stakeholders, researchers, and the public. The eLibrary 5 contains more than902

9000 documents spanning from 1966 to the present.903

In this work, We have curated 43 up-to-date documents from the FRA eLibrary based on the following904

criteria: sufficient textual content and expert-written QA pairs that are not tied to specific events or overly905

focused on temporary or local programs. A significant portion of the qualified QA pairs comes from906

the Federal Railroad Administration Guide for Preparing Accident/Incident Reports, which provides907

comprehensive regulatory explanations and practical QA pairs for each section. Additional sources include908

FAQs and QA-focused documents covering topics such as workers, programs, operations, and services.909

Examples include Questions and Answers Concerning Wheelchairs and Bus and Rail Service and RCL910

Operations Q&As.911

B Diversity and Efficiency912

Strategy #Shots #LLM() #Unique Efficiency

MDCure 0 51,100 8,030 15.71%

Few-shot

0 17,400 788 4.53%
1 17,400 1,220 6.90%
5 17,400 2,778 15.96%
10 17,400 3,658 21.02%

ExpertGenQA

0 17,622 2,035 11.55%
1 24,030 2,584 10.75%
5 19,224 5,355 27.86%
10 17,622 7,140 40.52%

Table 3: Efficiency of different generation pipelines. #Shots denotes the number of few-shot examples used, #LLM()
is the number of LLM calls, #Unique is the number of questions left after deduplication, and Efficiency denotes the
ratio of unique questions over total LLM calls used.

5https://railroads.dot.gov/elibrary-search
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C Data Generation with MDCure 913

MDCure (Liu et al., 2024b) is a pipeline for generating question-answers from single or multiple docu- 914

ments in a zero-shot setting. After generation, it uses the MDCure Reward Model (MDCureRM) to filter 915

the generations. MDCure uses three categories of prompts to encourage generation diversity: generic, 916

template-based, and snippet-based. MDCure first clusters documents by their embeddings. For each 917

cluster, generic prompts ask the model to generate questions requiring all the cluster documents to answer. 918

Template-based prompts are constructed by randomly combining restrictions on the question and answer 919

such as question type (summarization, paraphrasing, inference, etc.), answer length, and question style 920

(declarative, imperative, etc.). Finally, snippet-based prompts work on similar pairs of documents instead 921

of clusters. MDCure first extracts random snippets from each document and prompts a model to generate 922

a question and answer based on the two snippets. 923

We generate 5170 QAs using generic prompts, 14300 with template-based prompts, and 31080 with 924

snippet-based prompts from our FRA documents. For a fair comparison with ExpertGenQA, We sample 5 925

completions per prompt. We use MDCureRM to score the generations and keep the top 50% generations 926

by score. Similar to ExpertGenQA, we further filter near-duplicates by word overlap. The complete 927

pipeline yields 8030 QA pairs from 51100 sampled generations. 928

D Reward Models and LLM-as-Judge 929

Human MDCure FewShot ExpertGenQA

Relevance 4.44 4.18 4.49 4.48
Coherence/Factuality 4.23 4.19 4.33 4.31
Creativity 2.99 3.13 3.11 3.16
Context Integration 3.32 3.47 3.48 3.43
Intra-doc Relations 3.62 3.58 3.81 3.66
Complexity 3.32 3.46 3.44 3.52

Table 4: Fine-grained scores assigned by GPT4o-as-Judge using the MDCure prompt (Liu et al., 2024b). The best
score for each metric is in bold. The weighted-average score is shown in Fig. 5. We use the weights proposed by
MDCure.

Figure 5: Box plot of scores assigned by GPT4o-as-Judge using the MDCure prompt (Liu et al., 2024b).
GPT4o-as-Judge assigned similar scores for all generation methods and hence does not correlate with the clear
differences in downstream task improvements shown in Table 1.
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Figure 6: Box plot of reward assigned by Skywork-Reward-27B Reward Model. Merely rephrasing synthetic
instructions to sound human-like drastically increases the assigned reward showing that RMs are not suitable for
judging synthetic instruction quality.

E Evaluation via Response Generation930

Level RM(yl|x) ↑ len(yl)
len(x) ↑ ∆RM(·) ↓

MD FS EX MD FS EX MD FS EX

Remember -7.77 -8.29 -7.84 0.20 0.56 0.40 3.79 5.23 4.62

Understand -9.66 -6.89 -7.52 0.31 0.55 0.59 5.00 4.03 4.84

Apply -9.52 -8.21 -7.77 0.35 0.66 0.80 6.08 5.56 5.40

Analyze -7.37 -8.26 -8.23 0.35 0.59 0.69 3.23 5.83 5.76

Evaluate -11.55 -8.50 -5.91 0.17 0.56 0.44 6.03 6.23 3.16

Average -8.67 -7.87 -7.75 0.27 0.59 0.61 4.38 5.15 5.05

Table 5: Comparison of response preference metrics against Bloom’s Taxonomy. MD: MDCure, FS: FewShot, EX:
ExpertGenQA. The best performance is in bold.
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F Qualititative Examples 931

Expert-written Questions (Randomly Sampled) 932

Policy Application
1. Our employees are frequently tested for drug or alcohol use after an accident/incident. Company
policy prohibits an employee from returning to work until the results of the tests are known and it is
established that there is no risk factor due to impairment. Must we make a report because of the days
the employee was held out of service while awaiting test results?
2. Our employees are frequently tested for drug or alcohol use after an accident/incident. Company
policy prohibits an employee from returning to work until the results of the tests are known and it is
established that there is no risk factor due to impairment. Must we make a report because of the days
the employee was held out of service while awaiting test results?
3. How do I decide if a case is work-related when the employee is working at home or telecommuting
from another location?
Scenario-based
4. If the injured or ill worker produces fewer goods or services than he or she would have produced
prior to the injury or illness, but otherwise performs all of the routine functions of his or her work, is
the case considered a restricted work case?
5. Say that a highway user struck a signal stand at a highway-rail grade crossing and was injured, but
there was no on-track equipment present, nor were employees of the railroad in the vicinity. Is this
reportable?
6. One of our employees experienced minor musculoskeletal discomfort. The health care professional
who examined the employee only provided first aid treatment. In addition, it was determined that the
employee is fully able to perform all of her routine job functions. When the employee returned to
work, we decided to limit the duties of the employee for the purpose of preventing a more serious
condition from developing. Is this a restricted work case?
Terminology Clarification
7. Is a physical therapist considered a "health care professional" under the definition of health care
professional?
8. Removing splinters or foreign material from areas other than the eye by irrigation, tweezers,
cotton swabs, or other simple means... What are "other simple means" of removing splinters that are
considered first aid?
9. What does "other potentially infectious material" mean?

Synthetic Instructions from MDCure (Randomly Sampled) 933

1. How do the reporting requirements for railroad accidents and incidents ensure timely and accurate 934
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accountability while also protecting the rights of employees involved, particularly in cases where
human factors are cited as a cause?
2. What are the requirements for a written request to treat subsidiary railroads as a single, integrated
railroad system, and what does railroad transportation encompass according to the regulations?
3. What are the specific reporting criteria and procedures for railroads regarding suicide data, as well
as exceptions related to injuries or illnesses incurred by employees, contractors, and volunteers?
4. Can a person who is not on railroad property be involved in railroad operations?
5. What are the reporting criteria for workplace injuries and the investigation procedures for rail
accidents regarding substance use?
6. Railroad injury and illness reporting conditions?
7. What must be submitted for FRA review?
8. How does the categorization of accidents and the reporting thresholds relate to the documentation
requirements for rail equipment incidents and worker injuries within the railroad industry?
9. Where to download FRA forms and guide?
10. What are the primary purposes of Part 225 regulations compared to the applicability restrictions
outlined in § 225.3?935

Synthetic Instructions from Fewshot Prompting (Randomly Sampled)936

1. If an accident involves hazardous materials but no evacuation was necessary, should the number of
people evacuated still be reported as "0," or is it considered not applicable?
2. If a volunteer railroad worker is injured while performing safety-sensitive functions, does that
injury require reporting under FRA regulations?
3. If a railroad operates another company’s freight train and runs a total of 1,000 miles with its crew
during the month, should those miles be reported in the total for the operating railroad or the railroad
that owns the freight train?
4. In the situation where an employee broke their arm during a physical altercation with a coworker
in the company parking lot before clocking in for work, is there a justification for classifying this
injury as non-work-related, or must it be reported as a work-related incident?
5. Are incidents involving damage to idle railroad cars due to vandalism by nonrailroad employees
subject to reporting if there is no involvement of railroad employees?
6. If a railroad employee suffers a reportable injury and the railroad receives information about it
six days later, what is the latest date by which the railroad must enter that reportable case on the
appropriate record?
7. What should a railroad do if they receive an Employee Statement Supplementing Railroad Accident
Report after initially filing the Rail Equipment Accident/Incident Report?
8. If a railroad experiences a significant change in their reported damage costs for a rail equipment
accident after initially filing a report, what is the percentage variance that would necessitate an
amended report?
9. An employee was injured when a heavy object fell on them while they were chatting with a
co-worker in the break room. How should we determine if this injury is considered work-related
under the FRA guidelines?
10. Are railroads required to include suicide data in their periodic reports to FRA, and if not, how is
such data handled?

Synthetic Instructions from ExpertGenQA (Randomly Sampled)937

1. What is the significance of the FRA Guide for Preparing Accident/Incident Reports in relation938
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to Part 225, and how does it serve railroad companies in meeting their recordkeeping and reporting
obligations?
2. If an employee tested positive for drug use following an accident and further investigation indicates
that drug use did not impair their ability to perform their job responsibilities, how should this be
documented in the accident report narrative? What specific information should be included to clearly
explain this determination?
3. In the context of reporting an incident involving a highway user and railroad on-track equipment,
how should a railroad handle a situation where a highway user attempted to avoid the incident but
was struck at a different location than the crossing?
4. What guidelines must be followed when determining whether a case falls under the exceptions for
reporting injuries or illnesses?
5. What types of professionals are classified as "qualified health care professionals," and what does
this classification entail regarding their scope of practice?
6. In Scenario 4, if the employee injured during a smoke break was on a designated break time and
the employer has a policy allowing such breaks, would this change the work-relatedness assessment
for the slip on ice, leading it to be reportable?
7. What criteria define a "significant injury" or "significant illness" in the context of reporting railroad
accidents or incidents?
8. What information is required to be maintained in a railroad’s injury and illness record, and can
alternative recordkeeping formats be used?
9. What defines occupational tuberculosis in the context of railroad employees?
10. What are the three primary groups into which reportable railroad accidents and incidents are
categorized, and what are the specific reporting requirements for each group? 939

F.1 Prompt Template 940

F.1.1 ExpertGenQA Topic Extraction Prompt 941

Passage: {{PASSAGE}}

-----

Please analyze the given passage and identify its main topics. Provide your response
in JSON format where the key is 'topics' and its value is an array of the main
topic names. For example:

{
'topics': ['topic1', 'topic2', 'topic3']
}

F.1.2 ExpertGenQA Generation Prompt 942

Passage: {{PASSAGE}}

-----

The passage above covers the following topics:
{{TOPICS_IN_PASSAGE}}

Generate a question from the passage related to '{{SELECTED_TOPIC}}'.

F.1.3 Paraphrasing with Examples - User Instruction 943

<target_question> 944
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{{QUESTION}}
</target_question>

<examples>
{{EXAMPLES}}
</examples>

Please paraphrase the target question to match the style of the examples. Do not make
any changes that would alter the meaning and change its answer. Do not answer the
question. Respond with only the rephrased question (without any tags).945

F.1.4 Reward Model Input for Instruction Quality946

System
A chat between a curious user and an artificial intelligence assistant. The
assistant gives helpful, detailed, and polite answers to the user's questions.

User
Passage: {{PASSAGE}}
-----
Please generate a question from the passage above.

Assistant
{{INSTRUCTION}}

A reward model (RM) assigns a single scalar value, i.e. a reward depending on the quality of the947

assistant response. Ideally, the RM learns to distinguish implicitly desirable properties of the response948

such as quality, factuality, helpfulness, creativity, etc.949
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