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Abstract

We present TMCL (Taiwan Multitask001
Criminal Law), a new benchmark designed002
for Taiwanese criminal legal questions in003
Traditional Chinese. TMCL provides 11 tasks004
with a total of 1,914 multi-choice questions,005
including Taiwan’s official examinations006
and human-annotated datasets for basic007
and conceptual features. We evaluate 10008
recent LLMs supporting Simplified Chinese009
or Traditional Chinese, and the results010
indicate that understanding Taiwan’s criminal011
legal knowledge remains a challenging012
task. Our dataset is publicly available on:013
https://anonymous.4open.science/r/TMCL_ACL-014
8421/015

1 Introduction016

The judgment corpus contains rich information and017

has become a popular research focus for social sci-018

ence and law researchers over the past few decades.019

With the rapid growth of large language models020

(LLMs), evaluating their understanding of legal021

documents is an essential issue across different re-022

gions and legal systems. Existing legal benchmarks023

for LLMs are predominantly designed for Anglo-024

phone legal systems, such as the United States025

(Guha et al., 2023). While efforts have been made026

to develop benchmarks for Chinese legal texts–e.g.,027

(Fei et al., 2023) for the People’s Republic of China028

and (Tam et al., 2024; Chen et al., 2024) for Taiwan–029

these benchmarks primarily evaluate broad general030

knowledge rather than in-depth, domain-specific031

legal analytic skills.032

Given the specialized nature of jurisprudence,033

we argue that a more granular and domain-focused034

benchmark is essential for meaningful legal evalua-035

tion. Specifically, an effective benchmark should036

differentiate LLMs that exhibit lawyer-like reason-037

ing from those that merely possess general legal038

knowledge. To address this gap, we concentrate039

on Taiwanese criminal law and curate a diverse040

set of questions tailored to this domain. This ap- 041

proach enables a more precise assessment of each 042

model’s ability to comprehend and reason about 043

legal documents in a domain-specific context. 044

Question:
甲持偽造之信用卡至某影城的自動售票機，盜刷購買取得電
影票及餐飲券，價值共計約5萬元。下列敘述，何者正確？
(Person A, carrying a forged credit card, went to the self-service
ticket machine at a certain movie theater and fraudulently swiped it
to purchase movie tickets and dining vouchers, with a total value of
approximately NT$50,000. Which of the following descriptions is
correct?)
Choices:
A:成立刑法第339條之l不正利用收費設備取財罪
(It constitutes the offense of improperly using fee-collecting equip-
ment to obtain property under Article 339-1 of the Criminal Code.)
B:成立刑法第339條詐欺罪
(It constitutes the offense of fraud under Article 339 of the Criminal
Code.)
C:成立刑法第320條竊盜罪
It constitutes the offense of theft under Article 320 of the Criminal
Code.
D:成立刑法第335條侵占罪
(It constitutes the offense of embezzlement under Article 335 of the
Criminal Code.)
Answer: A

Figure 1: An example from the Examinations for Judges
and Prosecutors task.

We formulate two challenges corresponding to 045

the two task groups. The Conceptual Features 046

from Judgments (CFFJ) challenge requires LLMs 047

to correctly identify key sentencing reference fea- 048

tures used by judges in practice based on the es- 049

tablished facts of the crime. This task assesses the 050

model’s ability to extract legally-relevant facts, an 051

essential analytical skills for legal professionals. 052

The Examinations for Judicial Personnel (EJP) 053

challenge evaluates whether an LLM can perform 054

at a level comparable to passing professional le- 055

gal qualification exams for judges, lawyers, clerks, 056

etc. This task primarily tests the model’s reasoning 057

capabilities as well as legal knowledge. 058

In this paper, our contributions are as follows: 059

1. We present TMCL, a novel benchmark that 060

comprises multi-level exams and feature- 061
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extracted questions organized into 11 tasks,062

totaling 1,914 multiple-choice questions. We063

constructed two groups of tasks: (1) 1,086064

human-annotated questions on conceptual fea-065

tures, and (2) 828 questions from three types066

of national examinations for legal practition-067

ers, including judges, prosecutors, lawyers,068

and judicial clerks.069

2. We test our dataset on ten recent LLMs,070

including API-based models (e.g., GPT-071

4o (OpenAI, 2024), Claude-3.5 (Anthropic,072

2024)) and locally hosted models (e.g., Llama-073

3 variants (Llama Team, 2024), Qwen2.5074

(Team, 2024)). The results indicate that cur-075

rent models face challenges in featured-based076

questions and exam-level questions related to077

Taiwanese legal knowledge.078

3. We discussed the performance of the current079

Traditional Chinese models, raised potential080

reasons for their shortcomings, and compared081

them with other models.082

2 Related Works083

2.1 Benchmarks for Traditional Chinese and084

Law Tasks085

Existing benchmarks in Traditional Chinese em-086

phasizes general usage but not in legal systems.087

TC-Eval (Hsu et al., 2023) is the first benchmark088

for measuring LLMs understanding 55 subjects in089

Traditional Chinese, including one subject for basic090

law knowledge. TMLU (Chen et al., 2024) collects091

37 subjects of Taiwanese official tests from 9th092

grades students to professionals, including one sub-093

ject for lawyer qualification test. TMMLU+ (Tam094

et al., 2024) contains seven subjects focusing on095

different law domains out of 66 subjects. These096

datasets mainly follows the structure of MMLU097

(Hendrycks et al., 2021). Table 1 lists the evalua-098

tion benchmarks with the total count of questions.099

In other legal systems, there are specific100

benchmarks for law tasks. LegalBench (Guha101

et al., 2023) collects 162 tasks covering six102

types of legal reasoning, including tasks con-103

taining judgments from real world, such as104

Canada_tax_court_outcomes. LawBench (Fei105

et al., 2023) collects 20 tasks covering three cog-106

nitive levels (memorization, understanding and ap-107

plying), where the legal knowledge applying level108

as five tasks are based on the fact of judgments109

Benchmark test dev
TC-Eval 25 5
TMLU 272 5
TMMLU+ 1,763 35
TMCL (Ours) 1,859 55

Table 1: Counts of law-related questions in Tradi-
tional Chinese benchmarks. TMCL only contains ques-
tions based on Criminal Law and Criminal Procedure
Law while questions in other benchmarks are general.
TMMLU+ have other 197 questions for validation.

from two legal AI contests, CAIL2018 (Xiao et al., 110

2018) and LAIC20211. 111

2.2 LLMs for Traditional Chinese and Law 112

To the best of our knowledge, three foundational 113

models specialize in Taiwan domain knowledge: 114

Taiwan-LLama (Lin and Chen, 2023), Breeze (Hsu 115

et al., 2024), and TAIDE (TAIDE, 2024). Taiwan- 116

LLama underwent continued pretraining on 35B 117

tokens of Taiwan-specific data, followed by two 118

supervised fine-tuning (SFT) stages. Breeze was 119

pretrained on 650 GB of data2, followed by one 120

SFT stage. TAIDE, as a trustworthy model, un- 121

derwent continued pretraining on 43B tokens (140 122

GB) of public data and an instruction-tuning dataset 123

auto-generated by Llama2 (Touvron et al., 2023). 124

Additionally, judgments from the past ten years 125

were used during the continued pretraining stage. 126

Evaluations on Traditional Chinese benchmarks 127

indicate that current state-of-the-art (SOTA) mod- 128

els, such as GPT-4o (OpenAI, 2024) and Claude 129

(Anthropic, 2024), also demonstrate a strong un- 130

derstanding of Taiwan-specific knowledge and Tra- 131

ditional Chinese (Tam et al., 2024). 132

On top of the models trained in Traditional Chi- 133

nese, those primarily trained in Simplified Chinese, 134

such as Qwen (Team, 2024), also achieve high 135

scores, suggesting that SOTA Simplified Chinese 136

models should be considered as well (Hsu et al., 137

2024). Consequently, we include InternLM (Cai 138

et al., 2024) in our considerations, as it outperforms 139

Qwen in benchmarks designed for multitask Sim- 140

plified Chinese understanding, such as CMMLU 141

(Li et al., 2024). 142

1https://laic.cjbdi.com/
2Data tokens are not counted in the report.
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3 TMCL Dataset143

3.1 Dataset Representation144

TMCL is a set {d, q, p, c, a} composed of a de-145

scription of the task d, a question q, a passage146

excerpted from a criminal judgment p, a set of147

choices c = {c1, ..., ci}, i ∈ {3, 4}, and a single148

answer a. The size of c is four for every EJP149

task and varies for CFFJ tasks based on the fea-150

ture of the task. For binary features, c is fixed as151

{true, false, uncertain} with the size as three.152

For other non-binary features, the size is fixed as153

four, where the choices are not guaranteed same.154

Appendix A.3 provides the descriptive statistics of155

the dataset.156

3.2 Data Source157

We compile our dataset from two publicly available158

websites, as detailed below:159

1. Ministry of Examination (MOEX)3: We col-160

lect recent ten years of multi-choice criminal exam-161

inations for judges, lawyers and judicial personnel.162

Some positions require a second or third examina-163

tion, such as physical and oral examinations. De-164

tails for examinations and corresponding positions165

are listed in Appendix A.4.166

2. Judicial Yuan Judgment System (JYJS)4: Ju-167

dicial Yuan provides open-source judgments from168

1990s. We collect criminal judgments from January169

2013 to June 2024, where most cases are public170

prosecution at the first instance. These judgments171

contain full names of defendants and persons in-172

volved in the case. To mitigate privacy concerns,173

personal information except for the full name, such174

as address and personal identification numbers, is175

substituted by placeholders for every individual in176

the judgments. In addition, to protect minors and177

witnesses, their full-names would be replaced by178

IDs5.179

3.3 Data Processing180

The examination data from MOEX is provided in181

PDF format. We transcribe PDF files into text using182

pdfplumber6 and categorize as the EJP group.183

For the CFFJ group, we construct examples by184

segmenting the texts and extracting the syllabus,185

facts, and reasoning part. We categorize features186

3https://www.moex.gov.tw/
4https://judgment.judicial.gov.tw/FJUD/defaulte.aspx
5In judgments, placeholders such as "Ｏ" are often used to

substitute personal information. Common IDs are甲ＯＯ,乙
ＯＯ.

6https://github.com/jsvine/pdfplumber

into binary and non-binary types. Binary features 187

are transcribed into multi-choice format, with A be- 188

ing true, B being false, and C being uncertain. In 189

contrast, non-binary features encompass more com- 190

plex or conceptual attributes, such as the weapon 191

used by the defendant, or the debate regarding the 192

evidentiary capabilities. The correct label for such 193

features is first extracted and coded as the correct 194

answer for evaluation, after which other three arti- 195

ficial (incorrect) options are generated. Finally, to 196

ensure the correctness of the dataset, manual data 197

annotation and verification are conducted. The 198

human-annotated questions are curated by law- 199

school students with a minimum of three years of 200

legal training and Traditional Chinese as their na- 201

tive language, ensuring domain relevance and rigor, 202

with each student being assigned a specific annota- 203

tion task that is subsequently reviewed by another 204

student. Accordingly, each task is doubly-checked 205

by two different assistants. 206

For each task, five development questions are set 207

aside for few-shot inference. Table 1 compares our 208

dataset with other datasets, considering only law- 209

related questions. In addition, we keep our data 210

length below 8, 192 characters to fit the context 211

window of local models, whose tokenizer supports 212

Traditional Chinese with a token length smaller 213

than the character size. 214

4 Experiments 215

4.1 Experiment Setup 216

We test our dataset on ten models, six of which are 217

downloadable and four are callable via API. For 218

the six local checkpoints, we use lm-evaluation- 219

harness (Gao et al., 2024) to perform the log- 220

likelihood evaluation. Log-likelihood evaluation, 221

first introduced in the MMLU (Hendrycks et al., 222

2021), measures the confidence with which a lan- 223

guage model generates an output. For API-based 224

models not supporting log likelihood evaluation, 225

we use a generation-based evaluation with an addi- 226

tional JSON prompt, requiring the LLM to output 227

the results in JSON format to improve consistency. 228

The accuracy is computed based on the exact match 229

between the value in the output JSON object and 230

the answer. For hyperparameter settings, we set 231

tempurature = 0.2 and top p = 0.7 as the default 232

setting of NVIDIA NIM7. In addition, We run our 233

experiments on 3 NVIDIA RTX A6000 GPUs. 234

7https://build.nvidia.com/
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n-shot Checkpoints CFFJ EJP Average

five-shot

Claude-3-5-Sonnet-20241022 (Anthropic, 2024) 0.7368 0.7875 0.7622
GPT-4o-2024-08-06 (OpenAI, 2024) 0.7047 0.7509 0.7278
Llama-3.1-405b-Instruct (Llama Team, 2024) 0.7110 0.7111 0.7111
Llama-3.3-70b-Instruct (Llama Team, 2024) 0.7725 0.6433 0.6964

Qwen2.5-7B-Instruct (Team, 2024) 0.5968 0.6049 0.6009
Llama-3-Taiwan-8B-Instruct-128k (Lin and Chen, 2023) 0.4928 0.4955 0.4942

zero-shot

Llama-3.1-405b-Instruct (Llama Team, 2024) 0.7102 0.7289 0.7196
GPT-4o-2024-08-06 (OpenAI, 2024) 0.6449 0.7133 0.6791
Claude-3-5-Sonnet-20241022 (Anthropic, 2024) 0.5860 0.7661 0.6761
Llama-3.3-70b-Instruct (Llama Team, 2024) 0.6780 0.6546 0.6663

Internlm3-8b-Instruct (Cai et al., 2024) 0.5747 0.6117 0.5932
Llama-3-Taiwan-8B-Instruct (Lin and Chen, 2023) 0.4776 0.5535 0.5156
Qwen2.5-7B-Instruct (Team, 2024) 0.4182 0.5616 0.4899
Llama-3-Taiwan-8B-Instruct-128k (Lin and Chen, 2023) 0.4364 0.5194 0.4779
Breeze-7B-Instruct-v1_0 (Hsu et al., 2024) 0.4680 0.4870 0.4775
Llama3-TAIDE-LX-8B-Chat-Alpha1 (TAIDE, 2024) 0.5148 0.3063 0.4106

Table 2: Evaluations for zero-shot and five-shot settings. Dashed lines are used to separate API-based models and
local models. The highest score in the group is shown in bold.

4.2 Zero-shot and Five-shot Evaluation235

We run zero-shot inference on ten models and five-236

shot inference on seven models, and the results are237

shown in Table 2.238

The CFFJ group and the EJP group require dif-239

ferent abilities to achieve high scores. Since the240

CFFJ group is based on criminal judgments, these241

documents contain longer contexts with a lot of242

unrelated and misleading information. Therefore,243

the ability to understand instructions and Chinese244

language understanding is more important in this245

group compared to knowledge and understanding246

of Taiwanese legal terms. As a result, InternLM247

(Cai et al., 2024) achieves the highest accuracy,248

which is close to that of Claude-3.5-Sonnet (An-249

thropic, 2024). In addition, We attribute Claude-250

3.5-Sonnet’s (Anthropic, 2024) weak performance251

in the zero-shot setting to its failure to follow in-252

structions rather than a lack of understanding, as its253

performance improves significantly in the five-shot254

setting.255

On the contrary, the EJP group requires a deeper256

knowledge and understanding of Taiwanese legal257

terms. While Claude-3.5-Sonnet (Anthropic, 2024),258

GPT-4o (OpenAI, 2024), and Qwen2.5-7B-Instruct259

(Team, 2024) show an improvement of approxi-260

mately four to six percentage points compared to261

the zero-shot and five-shot settings, we find that262

the results of Llama-3 variants (Llama Team, 2024)263

show no significant improvement. We believe this264

is due to the insufficient proportion of Chinese265

documents in the models’ pre-training data, in-266

cluding models primarily trained on Traditional267

Chinese data. The scale of continued pretraining 268

data for these Traditional Chinese models are hun- 269

dreds of billions of tokens, whereas Simplified Chi- 270

nese models are pretrained from trillions of tokens. 271

This also aligns with previous studies, which have 272

shown that Simplified Chinese models can outper- 273

form Traditional Chinese models across various 274

benchmarks (Hsu et al., 2024). 275

4.3 Importance of Instruction-Tuning Dataset 276

The results of Traditional Chinese models also 277

show significant differences. While TAIDE 278

(TAIDE, 2024) includes ten years of recent Tai- 279

wanese legal judgments in its continued pretraining 280

dataset (the same data source as our dataset), its 281

performance falls short compared to other mod- 282

els due to the scale and quality of instruction tun- 283

ing. Breeze (Hsu et al., 2024) performs better than 284

TAIDE but worse than Taiwan-Llama (Lin and 285

Chen, 2023) due to the lack of human-instructed 286

SFT. This suggests that not only does pretraining 287

data from a closely related domain matter, but a 288

well-designed SFT stage is also crucial. 289

5 Conclusion 290

We introduce TMCL, a novel benchmark compris- 291

ing 1,914 multiple-choice questions across 11 tasks 292

and two groups derived from Taiwan’s criminal 293

judgments and official examinations. Our evalu- 294

ation across ten recent LLMs reveals that despite 295

their strong performance on general tasks, current 296

models struggle to handle tasks specialized in Tai- 297

wan criminal law. 298
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Limitation299

Due to limited local GPU resources, we could not300

evaluate Llama-3-Taiwan-70B-Instruct (Lin and301

Chen, 2023) which is a checktpoint based on Meta-302

Llama-3-70B (Llama Team, 2024).303

Ethical Statement304

The judgments in our dataset are a revised version305

without personal information, lists of evidence, or306

crime details. This version differs from the internal307

version used by judges and prosecutors and is ac-308

cessible to the public without any maturity ratings.309

The corpus is also available on the Judicial Yuan310

OpenData Platform8.311

Six student annotators in our study were re-312

cruited as part-time research assistants. They were313

paid at least the minimum wage and worked fewer314

than 20 hours per month.315
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A Appendix445

A.1 Task Description446

The Examination for Judicial Personnel (EJP)447

group includes three evaluation tasks: Bar Judge448

Examination, Judicial Grade Four, and Judicial449

Grade Five. These tasks are compiled from histor-450

ical examination questions for judicial personnel,451

comprising a total of 828 questions.452

The Conceptual Features from Judgments453

(CFFJ) group includes eight evaluation tasks: Pub-454

lic Safety, Public Authority, Mastermind, Evidence455

Debate, Lineal Relative, Weapon, Cruel Mean, and456

Plan, comprising a total of 1,086 questions:457

1. Public Safety assesses the model’s capability to458

identify whether the given case has significantly459

harmed public safety.460

2. Public Authority involves cases where the vic- 461

tims are public servants, evaluating a model’s 462

ability to correctly opt the type of damages the 463

victim suffered while exercising public author- 464

ity. 465

3. Mastermind asks whether the specified defen- 466

dant was the mastermind given a case of orga- 467

nized crime. 468

4. Evidence Debate examines whether the model 469

can choose the optimal summary of the debate 470

regarding the evidentiary capabilities. 471

5. Lineal Relative evaluates a model’s ability to 472

distinguish whether the specified defendant and 473

victim are lineal relatives given a family case. 474

6. Cruel Mean evaluates a model’s ability to 475

judge whether the means employed in the case 476

are considered cruel given a violent case. 477

7. Weapon assesses a model’s ability to determine 478

the specific weapon used by the defendant to 479

commit the crime given a violent case. 480

8. Plan assesses a model’s ability to conclude 481

whether the case was rigorously planned given 482

a case of organized crime. 483

A.2 Column Description 484

All evaluation tasks in the CFFJ group include the 485

following columns: question, data, A, B, C, D, an- 486

swer, case label, case label short, main result, fact, 487

and reasoning. For tasks in the EJP group, only the 488

columns question, A, B, C, D, and answer are avail- 489

able, as the data are compiled from the examination 490

questions, which do not rely on judgment texts. De- 491

tailed description for each column is presented in 492

Table A.2. 493

A.3 Descriptive Statistics 494

We present the descriptive statistics for the TMCL 495

benchmark data, including the length of the com- 496

plete prompt (which consists of instructions, ques- 497

tions, excerpts from judgments, and choices), the 498

number of examples, and the label distribution, as 499

shown in Table A.3. Each sub-column in the Dis- 500

tribution of Label section represents the proportion 501

of the corresponding option within a given task. 502

For certain tasks in the CFFJ group, column D is 503

left empty (represented by a dash), indicating that 504

only options A, B, and C are available. These tasks 505

essentially consist of true/false questions, where A 506

represents true, B represents false, and C represents 507

uncertain. 508
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A.4 Examinations509

We present a summary of the Examinations for510

Judges and Prosecutors (EJP) in Table A.4. As511

shown in the table, each evaluation task under Ex-512

amination for Judicial Personnel category corre-513

sponds to a specific examination category, with514

detailed civil service positions and passing scores515

outlined. The passing scores are calculated as the516

average values over the period from 2019 to 2024517

and are rounded to two decimal places. Only the518

multiple-choice questions from the first exam are519

included, as the second and third exams consist of520

physical or oral examinations. These formats do521

not have definitive answers and may be challenging522

to use for evaluating language models.523

A.5 Prompt Format524

Given a row in our dataset and a description for the525

task, the prompt format is as follows:526

{task description}
({FIXED JSON FORMAT PROMPT for API-based
models})
( {Example1}
{Example2}...)
Question: {row["question"]}
A. {row["A"]}
B. {row["B"]}
C. {row["C"]}
(D. {row["D"]} if "D" in row)
{row["data"]}
Answer:

527

The fixed JSON template is written in Tradi-528

tional Chinese.529

輸出請使用JSON格式，且*只需輸出JSON格式的
答案*，不要有任何解釋，如下：
output = {"LLM_answer": str}

Please output in JSON format, and *only
return the answer in JSON format* without
any explanation, as follows:
output = {"LLM_answer": str}

530

A.6 Consistency of Structural Outputs531

Since only GPT-4o (OpenAI, 2024) supports struc-532

tural outputs, there are errors in the results of other533

API-based models. We consider these errors as534

wrong answers in Table 2. We find that most errors535

occur in the CFFJ group, especially Weapon and536

Evidence Debate, which could be improved by few-537

shot learning. Details are shown in Table A.6. We538

also find that the result of Llama-3.1-405b-Instruct539

(Llama Team, 2024) is not stable compared with540

other two models.541
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Column Name Description
question The question component of the prompt.

data
Necessary contextual information that the language model relies on to answer the question,
which is an excerpt from judgment texts, comprising of the main result column and the fact
column.

A

Content of each choice. The answer column only contains the choice code (A, B, C, or D). For
tasks based on binary features, only A (true), B (false), and C (uncertain) are available.

B

C

D

answer Correct answer for the row, which would only be one of A, B, C, and D (if available).

case label 1 Officially used judgment case labels, mostly composed of Mandarin characters.

case label short 1 Officially used judgment case labels, mostly composed of digits and alphabets.

main result 1 The syllabus of the judgment text (a component of the data column).

fact 1 The criminal fact paragraph of the judgment text (a component of the data column).

reasoning 1 The reasons for judgment.

1. These columns are not available for tasks under Examination for Judicial Personnel group.

Table A.2 Column Description

Evaluation Task Descriptive Statistics for Prompt Length # Examples Distribution of Label
mean std min Q25 Q50 Q75 max total dev test A B C D

Examination for Judicial Personnel
Bar Judge Examination 309.45 81.15 151 250.2 303 358.0 610 474 5 469 0.23 0.24 0.26 0.27
Judicial Grade Four 165.64 41.02 91 138.5 162 186.5 356 247 5 242 0.24 0.20 0.30 0.26
Judicial Grade Five 166.12 47.75 94 134.5 159 194.5 321 107 5 102 0.28 0.21 0.32 0.19

Conceptual Features from Judgments
Public Safety 1667.46 1351.22 375 737.2 1228 2000.0 7294 172 5 167 0.69 0.3 0.01 -
Public Authority 1 884.60 706.16 371 506.5 702 919.0 5807 130 5 125 0.00 0.30 0.45 0.25 1

Mastermind 1350.43 1190.54 289 563.0 948 1701.5 6381 167 5 162 0.61 0.33 0.06 -
Evidence Debate 1337.25 526.33 751 944.0 1110 1717.8 2466 24 5 19 0.33 0.21 0.25 0.21
Lineal Relative 813.38 762.76 135 427.8 627 889.5 5923 104 5 99 0.22 0.64 0.14 -
Weapon 1288.57 1071.58 252 547.0 930 1547.5 6220 139 5 134 0.22 0.29 0.26 0.22
Cruel Mean 1797.63 1381.55 362 775.0 1309 2426.5 7109 174 5 169 0.31 0.65 0.04 -
Plan 2144.09 1404.57 443 1003.8 1837 2895 7114 176 5 171 0.51 0.31 0.18 -

1. For the Public Authority task, option A represents loss of life, indicating that the victim suffered fatal harm while exercising
public authority. However, the selected examples do not include such cases. Consequently, the proportion of option A for the
Public Authority task is zero.

Table A.3 Descriptive Statistics

Evaluation Task Examination Category Civil Service Position Passing Score
First Second Third

Bar Judge Examination Examination for Judges and Prosecutors

Judges and Prosecutors 381.33 512.92 599.61
Intellectual Property Lawyer

372.33

501.42 -
Labor and Society Lawyer 505.33 -
Finance and Tax Lawyer 508.58 -
Maritime Lawyer 509.53 -

Judicial Grade Four Grade Four Special Examination
for Judicial Personnel

Bailiff - Female 68.53 68.03 -
Bailiff - Male 67.41 67.58 -
Process Server 64.72 - -
Correctional Facility Custodial Personnel - Female 67.5 66.36 -
Correctional Facility Custodial Personnel - Male 62.64 61.83 -
Court Clerk - Grade Four 57.25 - -

Judicial Grade Five Grade Five Special Examination
for Judicial Personnel

Clerk Assistant 80.75 - -

Table A.4 Taiwanese Judicial Examination Information
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Checkpoints n-shot Error Counts CFFJ EJP

Llama-3.3-70b-Instruct (Llama Team, 2024)
0-shot 5 5 0
5-shot 0 0 0

Llama-3.1-405b-Instruct (Llama Team, 2024)
0-shot 7 7 0
5-shot 4 0 4

claude-3-5-Sonnet-20241022 (Anthropic, 2024)
0-shot 11 11 0
5-shot 0 0 0

Table A.6 Error counts of API-models by group.
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