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Abstract

Indirect speech is a fundamental yet understud-
ied form of reported speech that plays a crucial
role in literary texts and communication. While
direct speech detection has received significant
attention in computational linguistics, the auto-
matic identification of indirect speech remains
a challenge due to its nuanced linguistic struc-
ture and contextual dependencies. This paper
focuses on the detection of indirect speech in
late 19th-century Scandinavian literature, where
its presence has been linked to shifting aesthetic
ideals. We present an annotated dataset of 150
segments, each randomly selected from 150
different novels, designed to capture indirect
speech in Danish and Norwegian literature. We
evaluate four pre-trained language models for
classifying indirect speech, with results show-
ing that a Danish Foundation Model (DFM
Large), trained on extensive Danish data, has
the highest performance. Finally, we conduct a
classifier-assisted quantitative corpus analysis
and find that the prevalence of indirect speech
exhibits fluctuations over time.

1 Introduction

The way speech is rendered in writing shapes ev-
erything from how we interpret literary texts to
everyday communication. Reported speech has
been described as essential to human society, with
direct speech being a universal feature and non-
direct constructions also highly frequent (Goddard
and Wierzbicka, 2018). Consequently, automatic
detection of speech in written text is a fundamental
challenge in linguistic analysis and has applications
in various fields, including epidemiology (Klein
et al., 2020), communication studies, and journal-
ism (Newell et al., 2018). This paper focuses on a
particular non-direct construction: indirect speech.
Indirect speech is a way of reporting the utterance
of someone else, typically without quoting it verba-
tim and with adjustments to verb tense, pronouns,
and adverbials to reflect the reporter’s perspective

(Aarts, 2014). While direct speech identification
has received significant computational attention, in-
direct speech remains comparatively understudied.
Our empirical focus is on Scandinavian literature
from the late 19™ century, where indirect speech
has been analyzed only for a limited number of
authors (Brix, 1911). Moreover, it has been ar-
gued that the presence of indirect speech conflicts
with certain aesthetic ideals of the time (Kristensen,
1955), making its automatic detection a valuable
tool for reexamining Scandinavian literary history.

2 Related Work

Indirect speech is common in both spoken and
written language, shaping how we interpret the
content, connotations, and reliability of an utter-
ance. Linguistic and psychological research high-
lights that the choice between indirect and direct
speech significantly affects how we perceive, re-
call, and process reported statements (Eerland and
Zwaan, 2018). However, distinguishing indirect
speech from related phenomena is challenging in
both spoken and written form. As a result, we rely
on contextual cues such as pronouns, verb tense,
discourse particles, exclamatives, and emotives
(Eckardt, 2020). This complexity requires careful
annotation to produce well-performing models.
Although computational research in this area re-
mains limited, some studies have explored related
approaches. Krestel et al. (2008) introduced a Re-
ported Speech Tagger for the GATE framework,
demonstrating an effective approach to automati-
cally annotating reported speech in newspaper arti-
cles. Similarly, Asr et al. (2021) has successfully
measured reported speech in the news media as part
of its investigation into the gender representation
gap. However, both studies classify all reported
speech instances without distinguishing between
direct and indirect speech. Pareti et al. (2013) con-
ducted the first large-scale study on indirect speech



and mixed quotation extraction. Their findings in-
dicated that traditional machine learning methods,
such as the Maximum Entropy Classifier and Con-
ditional Random Fields, were less effective in pre-
dicting indirect quotations compared to direct ones.
Furthermore, Kathirgamalingam et al. (2023) eval-
uated three off-the-shelf tools — CoreNLP (Man-
ning et al., 2014), QSample (Scheible et al., 2016),
and rsyntax (Welbers et al., 2021) — across two
data sources: news articles and social media com-
munication. Their results aligned with previous re-
search, confirming that indirect speech is more chal-
lenging to detect automatically than direct speech.
Regarding literary studies specifically, Muzny et al.
(2017) developed a deterministic sieve-based sys-
tem for quote attribution, which effectively clas-
sifies their three example novels. However, the
focus is primarily on who is speaking rather than
how the speech is reported. Brunner et al. (2020)
analyzed a corpus of German fictional and non-
fictional texts from the 19" century and the early
20 century, demonstrating that BERT-based mod-
els outperformed models trained within the Flair
framework in detecting indirect speech. In Scandi-
navian Studies, computational research has so far
focused exclusively on direct speech, as seen in
studies such as Stymne (2024) and Al-Laith et al.
(2025). This paper is therefore the first to examine
indirect speech in Scandinavian literary history.

3 Dataset

3.1 Main Corpus

We use the MeMo corpus (Bjerring-Hansen et al.,
2022), consisting of 859 Danish and Norwegian
novels (64M+ tokens) from the last 30 years of the
19 century.! We refer to this corpus as the ‘main
corpus’. It should be noted that, until 1907, writ-
ten Norwegian was practically identical to written
Danish (Vikgr, 2022).

3.2 Speech Corpus

Segment extraction. To address the low fre-
quency of indirect speech in our main corpus, we
use a linguistically informed regular expression
targeting communication verbs followed by a com-
plementizer as a seed pattern to extract candidate
passages (Appendix A). This method ensures suf-
ficient positive examples. From 150 randomly se-

'Released with Creative Commons Attribution 4.0 li-
cense: https://huggingface.co/datasets/MiMe-MeMo/
Corpus-v1.1.

lected novels, we retrieve three consecutive para-
graphs surrounding a randomly selected seed pat-
tern match.

Annotation guidelines. To address the chal-
lenges described in §2, we develop clear annotation
criteria to ensure consistency and accuracy in iden-
tifying speech-related elements:

1. Indirect Speech (“IS’’): All words and punc-
tuation that are part of indirect speech are la-
beled as “IS”. We do not differentiate embed-
ded speech (e.g., quotations within speech)
within passages of indirect speech. We under-
stand indirect speech as a way of reporting
speech by using an introductory report verb
(e.g. say, ask, tell) and a subordinate clause,
for example: “Anna asked if Kramer could
speak with her” or “Jgrgen suggested that
they should leave.” Contrary to direct speech,
which repeats the used words verbatim, indi-
rect speech typically involves changes to the
original speaker’s words, such as adjustments
of pronouns, time and place adverbials, and
verb tenses to reflect the perspective of the
reporter (Aarts, 2014).

2. Direct Speech (“DS”): All words and punctu-
ation that are part of direct speech are labeled
as “DS”. We again do not differentiate embed-
ded speech (e.g., quotations within speech) as
both the outer and inner quotations are labeled
as “DS”.

3. Speech Marker (“SM”): Any typographical
markers indicating speech, such as quotation
marks, colons, or dashes, are labeled as “SM”.
If a colon appears directly before quotation
marks, it is also labelled “SM”.

4. Speech Tag (“ST”): Speech tags (or inquit
phrases), such as “he said,” “she asked,” or
“they replied,” are labeled as “ST”. This label
applies only to the verb phrases and subject,
excluding any adverbs or adverbial phrases,
e.g., in And then he whispered almost inaudi-
bly only "he whispered" is labeled as “ST”.
Punctuation immediately preceding or follow-
ing the tag within the same sentence is also
considered part of the “ST” if it is not eligible
to be marked as "SM”.

5. Other (““O”): All other words and punctua-
tion not categorized under the above labels
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Class ‘ #Words %
Indirect Speech (“IS™) | 537 1.70%
Direct Speech (“DS”) 14,010 44.17%
Other (“O”) 14962  47.19%
Speech Marker (“SM”) | 1,083 3.42%
Speech Tag (“ST”) 1,115 3.52%
Total | 31,707 100%

Table 1: Distribution of annotated dataset.

are marked as “O”. This includes free indirect
discourse. Additionally, inner thoughts and
citations from letters or documents are also
labelled as “O”.

Annotation process. The annotation is con-
ducted on the INCEpTION platform (Klie et al.,
2018) by three scholars with domain expertise in
late 19" century Scandinavian literature. The an-
notation is done on a token level. For agreement
calculation and in order to obtain a high-quality
testing set, we select 20% of samples for multiple
annotation by all three experts. These consist of 30
random segments from each year.

Annotation results. Annotation results show that
most words fall under "Other" (47.19%), while
direct speech ("DS") accounts for 44.17%, high-
lighting the prominence of dialogue. However, due
to our extraction method—using a regular expres-
sion to target communication verbs—DS is likely
overrepresented compared to its actual share in
the main corpus, previously measured at 35% (Al-
Laith et al., 2025). Indirect speech is rare (1.70%),
while "Speech Marker" ("SM") and "Speech Tag"
("ST") are unsurprisingly low (3.42% and 3.52%),
given their dependence on speech and minimal to-
ken length. This distribution reflects the dataset’s
complexity, shaped by diverse literary styles and
typographical conventions, underscoring the need
for precise annotation. Table 1 provides detailed
statistics on the manually annotated dataset.

Agreement. We use pairwise Cohen’s Kappa to
assess Inter-Annotator Agreement (IAA) on the
subset annotated by all three experts prior to consol-
idation. The pairwise comparisons between anno-
tators resulted in an average Cohen’s Kappa score
of 0.88, indicating substantial agreement among
annotators in classifying indirect speech from other
representations of speech and narrative elements.

4 Experiment and Results

We model indirect speech detection as token clas-
sification, i.e. sequence tagging, with the tags de-
scribed in §3. We fine-tune and evaluate pre-trained
language models for token classification.

4.1 Pre-trained Language Models

We select models pre-trained on Danish and Nor-
wegian text, based on their performance on Dan-
ish and Norwegian literary benchmark datasets
(Al-Laith et al., 2024) and ScandEval (Nielsen,
2023). We experiment with both models not
trained primarily on historical/literary Danish or
Norwegian: DanskBERT (Sn@bjarnarson et al.,
2023)? and DFM (Large), the Danish Founda-
tion Models sentence encoder (Enevoldsen et al.,
2023), both trained on the Danish Gigaword Cor-
pus (Strgmberg-Derczynski et al., 2021); and NB-
BERT-base (Kummervold et al., 2021),4 trained
on the extensive digital collection at the National
Library of Norway. Finally, MeMo-BERT-03 (Al-
Laith et al., 2024),> developed by continued pre-
training of DanskBERT on the MeMo corpus.

4.2 Experimental Setup

To fine-tune the models, we use a batch size of 32,
and train for 20 epochs with the AdamW optimizer
at a learning rate of 10~3, choosing the best epoch
based on validation loss. For evaluation, we employ
word-level weighted average F1-score. We select
for testing the 20% of the dataset annotated by all
three experts, and randomly split the rest such that
66% of the overall annotated dataset is used for
training and 14% for development.

4.3 Classification Results

Fine-tuning results in notable performance varia-
tions, as shown in Table 2. DFM (Large) achieves
the best results, indicating strong generalization.
NB-BERT-base follows closely, but DanskBERT
and MeMo-BERT-03 perform moderately, show-
ing a notable drop from validation to test scores,
suggesting less robust generalization.

2https://huggingface.co/vesteinn/DanskBERT

3https://huggingface.co/KennethEnevoldsen/
dfm-sentence-encoder-large-exp2-no-lang-align

*https://huggingface.co/NbAiLab/nb-bert-base

5https://huggingface.co/MiMe—MeMo/
MeMo-BERT-03
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Model ‘ Validation  Testing

DanskBERT 0.65 0.66
DFM (Large) 0.93 0.97
MeMo-BERT-03 0.65 0.66
NB-BERT-base 0.85 0.88

Table 2: Fine-tuned models” word-level F1-score results
on validation and testing sets, of 21 and 30 segments
respectively.

The classification results indicate strong perfor-
mance for most tags in the testing set, with Speech
Marker (SM), Direct Speech (DS), Speech Tag
(ST), and Indirect Speech (IS) achieving high F1-
scores above 0.94, suggesting excellent model pre-
cision and recall for these categories. However, the
Other (O) category has a significantly lower F1-
score (0.52), indicating difficulty in distinguishing
this class, possibly due to class imbalance or over-
lapping features with other categories. Overall, the
model performs well in identifying speech-related
tags but struggles with the broader "Other" cate-

gory.
5 Classifier-assisted Corpus Analysis

We use the top-performing model, DFM (Large),
to tag all unlabeled segments in the main corpus.
This results in 37.77% of words labeled as Di-
rect Speech (DS), 0.79% as Indirect Speech (IS),
56.51% as Other (O), 2.54% as Speech Marker
(SM), and 2.38% as Speech Tag (ST). Figure
1 shows the proportion of indirect speech label
over time from 1870 to 1899. The trend appears
to be fluctuating rather than showing a consis-
tent increase or decrease. While no clear tem-
poral pattern emerges, indirect speech usage ap-
pears linked to the social status and aesthetic po-
sition of authors. The 20 works with the highest
proportion of indirect speech (7.4%-2.5%) come
from non-canonized or lesser-known authors in
popular genres like crime fiction and historical
novels. In contrast, the 20 works with the low-
est proportion (0.0%—0.1%) are by canonized au-
thors such as Viggo Stuckenberg, Johannes Jgr-
gensen, Holger Drachmann, and Jonas Lie. This
pattern is further reinforced when examining the
‘Other’ category (“O”). Among the works with
the highest percentage in this category—ranging
from 91.9% to 83.4%, well above the corpus aver-
age of 56.51%—male canonized authors dominate,
including Karl Gjellerup, Jonas Lie, Johannes Jgr-
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Figure 1: Proportion of indirect speech tokens, predicted
by fine-tuned DFM (Large), by publication year.

gensen, Herman Bang, Henrik Pontoppidan, and
Edvard Brandes. Our results suggest that canonized
authors favored other narrative techniques than in-
direct and direct speech—perhaps using other ways
of representing speech (e.g., free indirect speech)
or focusing primarily on representing other types
of events such as actions, thoughts, and sensations.
These questions will need further examination.

6 Conclusion

In this study, we explored the detection of indi-
rect speech in late 19th-century Danish and Norwe-
gian literature, an understudied aspect of reported
speech with significant implications for linguistic
and literary analysis. Our work introduces a new an-
notated dataset and evaluates multiple pre-trained
language models for indirect speech classification.
The results highlight the superior performance of
the Danish Foundation Model (DFM Large), sug-
gesting that domain-specific linguistic resources
enhance the accuracy of the model in historical
Scandinavian texts.

Beyond technical advancements, our findings re-
inforce the argument that indirect speech patterns
reflect broader aesthetic and literary shifts, partic-
ularly in the Scandinavian literary tradition. By
allowing for systematic study of these patterns, our
approach provides a new computational lens for ex-
amining historical discourse. Future work should
expand on this foundation by incorporating addi-
tional linguistic features, refining annotation strate-
gies, and extending the analyses to other genres and
languages. Ultimately, this research underscores
the importance of computational methods in uncov-
ering nuanced linguistic phenomena and advancing
literary studies.



Limitations

This study presents several limitations that should
be acknowledged. First, the annotated dataset is
relatively small, consisting of only 150 segments
drawn from 150 different novels. While this sam-
pling strategy ensures literary diversity, it limits the
robustness of training data, particularly for rare phe-
nomena like indirect speech. Second, our extrac-
tion method, based on regular expressions targeting
communication verbs and complementizers, likely
introduces selection bias and overrepresents certain
syntactic constructions of reported speech. Third,
while we achieved high inter-annotator agreement,
the inherent ambiguity of indirect speech, espe-
cially in cases involving free indirect discourse,
remains a source of uncertainty both for annota-
tors and models. Fourth, our experiments focused
on a limited set of Danish and Norwegian lan-
guage models. Although we selected state-of-the-
art models suited to the task, we did not explore
cross-lingual transfer or few-shot prompting strate-
gies. Lastly, the classifier-assisted corpus analysis
assumes consistent performance across time and
text types, which may not hold due to evolving or-
thographic conventions, genre-specific styles, and
shifting linguistic norms during the late 19" cen-
tury. These limitations open avenues for future
work, including expansion of the dataset, improved
sampling strategies, and more nuanced modeling
of temporal and stylistic variation.
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A Regular expression

# Regex:

[word != ""Jx

[word = "(sige|fortalle|sperge|pasta|tro)r|
(sagde|fortalte|spurgte|pastod|nevnede|troede) |
(svare|indrgmme |bemzrke | forklare|understrege|tilfgje

bekrzfte|erklare|anmode|havde|advare) (r|de) |

(men|nevn|forlang|rab) (er|te)"]
[]10,12 [word = ","]0,1

[word = "at]| (hvem|hvad|hvilke|hvorledes|hvor|

hvornar | hvordan|hvorfor)"]

[word !'= ""Ix [word = ""]
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